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Herbert H. Uhlig
March 3, 1907–July 3, 1993

This Handbook is dedicated to the memory of Herbert H. Uhlig.

Herbert Uhlig began his career at MIT in 1936 where, with the exception of the

interruption caused by World War II, he remained until his retirement nearly 40 years

later, bringing the MIT Corrosion Laboratory to a level of international prominence that

it retains to this day as a major center of excellence. He helped to establish the Corrosion

Division of The Electrochemical Society in 1942 and served as President of the Society

in 1955–1956. His characteristics as an uncompromising innovator and meticulous

scientist who insisted on reliable data and on achieving results led to the success of his

many endeavors as educator and mentor, including the Corrosion Handbook, published in

1948, that he conceived, organized, and edited.
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FOREWORD

In the roughly 10 years since the appearance of the second

edition of the Corrosion Handbook, new technologies and

new engineering systems have found their way into the global

marketplace at an increasing rate. It is no wonder now that a

third edition would be timely and appropriate. It is also no

surprise that the third edition would expand the scope of the

previouseditions to includechaptersoncomposites suchasare

used inairframes, shapememoryalloyswhichfindapplication

in medical devices, and electrodeposited nanocrystals as well

as application-specific chapterswhich address thematerials of

construction of the engineered barriers for nuclear waste

containment, ethanol-induced stress corrosion cracking of

carbon steels, and other such topics. An entirely new section

on corrosion monitoring also appears in the third edition.

Corrosion is ubiquitous: All engineering systems are

subject to environmental degradation in service environ-

ments, whether these systems are used to meet the energy

needs of the inhabitants of this planet; to provide clean air; to

treat and transport water, food, and other products typical of

our commercial world; to both save and improve the quality

of our lives; and to ensure the readiness of those engineering

systems that are of importance in terms of national defense

and homeland security as well as many others. From heart

stents to nuclear electric generating stations, corrosion is part

of our world.

The Corrosion Handbook continues today, as it has since

its first appearance over 60 years ago, to serve as a trusted

resource to generations of corrosion engineers. There are

many reasons to believe that its presence in the libraries of

engineering practitioners of all kinds is greater now than ever

before. First, it appears that much of the expertise in this area

of technology, which resided for decades in the staff and

laboratories of metal producers, has retired and is not being

replaced as many of the metal producers have responded to

the global economy of the past decade and more. Second, the

interest of young people in engineering education, including

corrosion engineering, is also in decline. Third, as the global

economy recovers from the meltdown of the recent past,

nations with a strong manufacturing base that creates pro-

ducts of value to the market will respond most quickly. But

this will require an educated and informed engineering

workforce. It is a concern to me that industrialized nations

all over theworld are on the brink of losing this technological

infrastructure through retirement, the decline of traditional

manufacturing industries, and declining student interest.

Without a means of capturing this expertise in a useful form

the next generation of engineers are going to find a gap in

their knowledge base. I am confident that this volumewill be

of value in that context. Every industrialized nation must

have the capacity and intellectual strength necessary to

design, manufacture, and maintain either contemporary

engineering systems or emerging engineering systems that

may find their way into the marketplace of the future. The

Corrosion Handbook remains an invaluable resource in that

regard, and once again Winston Revie has assembled a

world-class group of authors in producing a comprehensive

volume covering the entire field of contemporary corrosion

engineering.

R. M. LATANISION

February 2010

Director (Emeritus)

The H. H. Uhlig Corrosion Laboratory, MIT, and

Corporate Vice President

Exponent–Failure Analysis Associates, Inc.

Natick, Massachusetts
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FOREWORD TO THE SECOND EDITION

The first and, prior to the current volume, only edition of the

Corrosion Handbookwas published in 1948. It represented a

heroic effort by Professor Herbert Uhlig and the leadership of

the relatively newly established Corrosion Division of the

Electrochemical Society. It was intended, as Professor Uhlig

recorded in the Preface to the 1948 edition, to serve as “. . . a
convenient reference volume covering the entire field of

corrosion, to bring together, in effect, much of the informa-

tion scattered broadly throughout the scientific and engineer-

ing literature.” Its success was equally heroic: the Corrosion

Handbook has served generation after generation of corro-

sion engineer and today, more than a one-half of a century

since its first appearance, the volume remains a trusted

resource in the personal libraries of many of those who

populate the world’s engineering community.

Over the years that I knew Professor Uhlig personally, he

often mentioned to me his concern for the need to produce a

revised edition of theHandbook. I am confident that hewould

have been very pleased that one of his doctoral students at

MIT, Winston Revie, had taken up this challenge. Winston,

just as his mentor, is a meticulous and innovative corrosion

scientist. This truly monumental revision of the Corrosion

Handbook is certain to serve the engineering community

well as we enter the new millennium. Much has happened in

corrosion science and engineering since 1948, and the con-

tributors to this volume, an assembly of the international

leaders in the field, have captured these changes wonderfully

well. The breadth of corrosion and corrosion control is made

clear by the inclusion of ceramics, polymers, glass, concrete

and other materials as well as of metals, the focus of the first

edition. The introduction of standards into corrosion science

and engineering is emphasized as is life prediction, and

economic and risk analyses associated with environmental

degradation of materials.

While the introduction of new technologies has dramati-

cally changed virtually every aspect of life on the Earth in the

fifty years since the appearance of the Corrosion Handbook,

what remains a persistent reality in the engineering enterprise

is that engineering systems are built of materials. Whether an

airframe, integrated circuit, bridge, prosthetic device or,

perhaps as we shall see in the not too distant future, implant-

able drug delivery systems—the chemical stability of the

materials of construction of such systems continues to be a

key element in determining their useful life. This new edition

of the Corrosion Handbook will serve, among others,

designers, inspectors, owners and operators of engineering

systems of all kinds, many of which are unknown today, for

generations to come. Dr. Revie has succeeded, just as did his

mentor in 1948, in producing a convenient reference volume

covering the entire field of corrosion.

R. M. LATANISION

H. H. Uhlig Corrosion Laboratory

Massachusetts Institute of Technology

Cambridge, Massachusetts
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PREFACE

The objective in preparing this third edition of Uhlig’s

Corrosion Handbook has been to provide an updated

book—one affordable volume—in which the current state

of knowledge on corrosion is summarized. The fundamental

scientific aspects and engineering applications of new and

traditional materials and corrosion control methods are dis-

cussed, along with indications of future trends. The book is

intended to meet the needs of scientists, engineers, technol-

ogists, students, and all those who require an up-to-date

source of corrosion knowledge. This new edition contains

a total of 88 chapters divided among six parts:

I. Basics of Corrosion Science and Engineering

II. Nonmetals

III. Metals

IV. Corrosion Protection

V. Testing for Corrosion Resistance

VI. Corrosion Monitoring

Topics discussed in chapters that are new in this edition

include failure analysis (Chapter 1), principles of accelerated

corrosion testing (Chapter 73), metal–matrix composites

(Chapter 35), nanocrystals (Chapter 37), ethanol stress cor-

rosion cracking (Chapter 50), computation of Pourbaix dia-

grams at elevated temperature (Chapter 9), high-temperature

oxidation (Chapters 20 and 74), dealloying (Chapter 11), and

diagnosing, measuring, and monitoring microbiologically

influenced corrosion (MIC) (Chapter 88). Dr. Tomomi

Murata has provided some very insightful introductory notes

on the effects of climate change, life-cycle design, and

corrosion of steel under changing atmospheric conditions.

Throughout the book, extensive reference lists are includ-

ed to help readers identify sources of information beyond

what could be included in this one-volume handbook.

It is a pleasure to acknowledge the authors who wrote the

chapters of this edition as well as the reviewers, who, in

anonymity, carried out their work in the spirit of continuous

improvement. I would also like to acknowledge the members

of the Editorial Advisory Committee, who made many

constructive suggestions to help define, focus, and clarify

the discussions in this new edition. I would like to acknowl-

edgeMary Yess and her staff at The Electrochemical Society

Headquarters in Pennington, New Jersey, for their support

during the preparation of this book. I greatly appreciate the

encouragement and support of Bob Esposito and his staff at

John Wiley & Sons, Inc. in Hoboken, New Jersey.

Finally, I would like to thank my many friends and

colleagues at the CANMET Materials Technology Labora-

tory, where it has been my privilege to work for the past

32 years.

R. WINSTON REVIE

Ottawa, Ontario, Canada
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INTRODUCTORY NOTES ON CLIMATE CHANGE,
LIFE-CYCLE DESIGN, AND CORROSION OF STEEL

T. MURATA

Japan Science & Technology Agency, Saitama, Japan

A. CLIMATE CHANGE

Climate change is attributed mainly to increased CO2 in our

atmosphere because of anthropogenic activities and is

expected to increase as much as 50% by 2030 compared to

the concentration in 2005, that is, 359 ppm [1, 2]. Such a

change will affect the corrosion of carbon steel through

acidification due to increased concentration of HCO3
� and

Ca2þ in waters at temperatures a few degrees Celsius higher

than those in 1990. In addition, other influential factors that

will arise from climate change include the following:

1. Increase in precipitation

2. Formation of aerosols with CO2 emission

3. Increased SOx emissions caused by the use of sulfur-

bearing coal due to oil shortages

4. Enhanced biological growth in waters

For these reasons, the corrosivity of environments in the

future will be complex, and a simple acidification model will

not be adequate. To predict the effects of climate change on

corrosion, computational analyses and systematic corrosion

studies are required to develop models based on projected

climate change.

“Time of wetness” is universally considered to be a key

corrosion index for atmospheric corrosion. In recent years,

weather instability has led to changes in global rainfall

distribution, changes that could lead to new and different

predictive indices for atmospheric corrosion. For corrosion in

waters, microbiological factors are expected to increase

in importance with the changing climate. In contrast to the

environmental factors that pertain to corrosion in air and

water, the heterogeneous distribution of chemicals in

contaminated soils in industrialized areas results in nonuni-

form soil corrosivity. Dynamic corrosionmodels are required

with on-site monitoring systems.

B. LIFE-CYCLE DESIGN

To minimize the environmental burden and to attain a

sustainable society, life-cycle design of steel structures is

required to ensure safety, reliability, durability, and the best

use of materials and energy throughout the life cycle. The

life-cycle concept will be required for future design and

construction of social as well as industrial infrastructure. For

example, in developing a life-cycle design for weathering

steels, discussed in Chapter 48, reliable corrosion data for

long-term service and a systematic approach to minimize

both corrosion damage and social costs are necessary.

In general, corrosion is studied using a set of parameters

under simplified or fixed conditions. In the real world, in

response to constantly changing environmental parameters,

corrosion behavior also changes. For this reason, an under-

standing of corrosion dynamics is required, and the corrosion

protectionmodels that are implementedmust have a capacity

to reflect dynamic environmental conditions that are subject

to constant change.
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A. INTRODUCTION

Are failure analyses useful? The answer is an emphatic Yes.

There are many reasons to perform a failure analysis; the

most common one is to help prevent future failures. To ensure

that corrective actions will be effective, it is necessary to

understand why failures have occurred in the first place.

Otherwise, any design or manufacturing changes that are

implemented may not be effective or simpler ways to prevent

future failures may be overlooked. Another common reason

for performing a failure analysis is to establish responsibil-

ities for the mishap. For instance, an insurance companymay

want to determine if an event is covered by the policy or not or

financial responsibilities must be established for the resolu-

tion of a lawsuit.

There is always value in performing some level of failure

analysis, even if it seems that it would be better to try

something new rather than finding out exactly what went

wrong. A tremendous amount of information can be gleaned

from understanding how things fail, and this knowledge is

invaluable in making things (equipment, machines, and

processes) work better in the future. There is a natural

tendency to move past the setback of a failure, maybe to

avoid dwelling on unpleasant facts or assuming that nothing

can be learned from something that did not work out.

However, much can be learned from understanding what

went wrong, and a good learning opportunity should not be

thrown away with the failed parts.

The end point of a failure analysis depends on the specific

circumstances and the type of answers needed. In some cases,

it may be enough to rule out a specific failure mode, rather

than establishing exactly what happened. In an industrial

setting, the goalmay be to understand the failure enough to be

able to identify corrective measures or to determine if a

product recall is required. Finally, in serious accidents an

exhaustive failure analysis may be necessary for insurance,

legal, or safety reasons.

B. FAILURE ANALYSIS PROCEDURES

The analysis of corrosion failures is not fundamentally

different from any other failure analysis. Although some

Uhlig’s Corrosion Handbook, Third-Edition, Edited by R. Winston Revie
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unique techniques may be used and the failure modes are

specifically related to corrosion, the methodology used is

much the same for every type of failure analysis. Failure

analysis follows the scientific method. Typically there is

a question to be answered, such as “How or why did this

failure occur?” Hypotheses are proposed to answer the

question or questions. The hypotheses are checked against

facts, experiments, and analyses. In the end, some hypotheses

are ruled out and others are confirmed.

In practice, there may be many hypotheses put forward to

explain a failure, some likely and others very unlikely.

Conducting an efficient failure analysis means that most

effort is spent proving the hypothesis that ultimately turns

out to be the correct explanation while dismissing early (but

with good reason) those hypotheses that turn out to be

unfounded. Thus it is important to identify the relevant

information early on, even though one cannot be sure of

what information is ultimately going to be relevant. Perform-

ing a failure analysis results in an interplay between hunches,

developing likely hypotheses, testing them rigorously, dis-

missing other hypotheses for good cause, and keeping an

open mind for other possible scenarios if the ones that

appeared likely at first turn out to not fit all of the facts.

C. GENERAL APPROACH FOR

CONDUCTING A FAILURE ANALYSIS

There is no firm set of rules to conduct a correct failure

analysis, but the following approach will help. Gather

some general information, formulate hypotheses, and then

use these hypotheses to gather more targeted information.

Use this targeted information from observations, testing, and

analyses to validate or rule out the hypotheses.

C1. Gather General Information

The first step of a failure analysis should be to understand the

role of the failed component and its environment. Is the failed

part available for examination? Does a cursory examination

provide some clues as to why it failed? By definition, the

failurewasnotdesired, sowereanysteps taken in thedesignor

operation to prevent it? Was the part or equipment that failed

a recent design, had it been modified recently, or did it have

a long history of good service? Does the manufacturer,

designer, operator, eyewitnesses, or end user have any hy-

potheses about the cause of this failure? All these questions

will helporient the investigatorat thestart of a failureanalysis.

C2. Formulate Hypotheses

It is important to formulate hypotheses early in a failure

investigation, because theywill guide the collection of further

information.Without some hypotheses, relevant information

may be overlooked, or to the contrary too much information

will be gathered in an effort to be inclusive, which may also

impair getting to the truly important facts. One should also

think about hypotheses that have to be considered even if they

may be ruled out in the end. For instance, if the corrosion

failure involves dissimilar metals, galvanic corrosion should

be investigated because it is an obvious possibility, even if

other aspects of the situation make it unlikely.

C3. Gather Further Information

The hypotheses will help the investigator gather relevant

information. It is important to collect facts that may tend to

disprove a given hypothesis as well as those that may support

it. One of the traps to be avoided is to bias the information

collected toward proving one particular scenario.

The Royal Society’s motto Nullius in verba, roughly

translated as “Take nobody’s word for it,” is a valuable

principle to follow when gathering information. Reported

observations, hearsay (“Joe told me that. . .”), and sweeping

generalizations (“This has never happened before”) should

be noted but not considered reliable until they have been

checked for accuracy. Often the simple act of verifying

information will separate fact from fiction and considerably

clarify a picture that may have appeared confused at first.

C4. Validate or Reject Hypotheses

It is very important that hypotheses be tested or validated in

some fashion; without this step they are nothing more than

speculation. The validationmay bevery simple in some cases

or it may require extensive analysis in other cases, but this

step should never be overlooked. The validation processmust

be based on physical and engineering principles, not merely

on a process of elimination based on commonalities and

differences. Sometimes a failure analysis proceeds by listing

common factors and differences between failures and in-

stances of successful operation. This method may be useful

as a guide to formulate hypotheses (although not as useful as

trying to understand the physical factors affecting a failure),

but it should not be used as the exclusivemeans to validate or

reject any hypothesis.

The validation of hypotheses must not be biased in favor

of a specific scenario. It is not always easy to recognize that

a hypothesis that looked promising at first should actually

be rejected or modified, but one should remain alert to this

possibility if the validation does not turn out as expected.

D. TECHNIQUES TYPICALLY USED TO

INVESTIGATE CORROSION FAILURES

Corrosion failures often involve the use of some specific

information or techniques. Several guidance documents
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suggest checklists or procedures that are specific to corrosion

failures, for instance the American Society for Testing and

Materials (ASTM) has issued a Standard Guide for Corro-

sion-Related Failure Analysis [1]. These guides supplement

the general failure analysis process and adapt it to corrosion

failures. A few topics that recur regularly in corrosion fail-

ures are discussed here, but the reader may wish to consult

some of the extensive literature on failure analysis [1–14].

D1. Sampling and Collecting Corrosion Evidence

Sampling and collection of corrosion evidence are often key

steps in corrosion failure analysis. Sampling should be done

carefully because corrosion products and deposits often

contain valuable information that can be easily damaged or

contaminated. For example, if microbial activity is sus-

pected, samples should be collected in sterile containers

under appropriate conditions to avoid contamination by other

microorganisms. These live samples should be analyzed

promptly. If the pH or dissolved oxygen level of the aqueous

environment may help to explain the corrosion, field mea-

surements should be made of these parameters as they can

change rapidly during storage. Samples should be protected

from contamination by other debris and stored such that they

will be protected from further corrosion damage.

In addition, samplesmust be representative. Inmany cases

a few well-chosen samples will be enough. The investigator

may easily choose a few “typical” samples from the affected

and nonaffected areas. However, in cases where one must

assess the condition of a large number of items (e.g., to assess

the extent of damage), a statistically valid sampling method

must be used. There is no sampling method that always

produces a “statistically valid” sample, so the sampling must

be defined for each case with the help of a competent

statistician.

D2. Determining Corrosion Rates

A question often arises about the timing of some corrosion

event. For instance, onemaywant to know for how long some

corrosive conditions have been present or how long before

some corrosion will result in a leak or vessel rupture.

Unfortunately, corrosion rates are notoriously variable, and

in some cases it is nearly impossible to make precise pre-

dictions. However, corrosion rates have been published for

many combinations of materials and environment and they

can be useful if their limitations are understood. These rates

are typically averages over many samples or observations;

although the performance of any single sample may deviate

significantly from the average, in aggregate these rates can be

useful. In general, corrosion rates tend to slow down with

time, so it is usually important to know the time period over

which the rate was measured because linear extrapolation

cannot be used in most cases.

Direct measurements of corrosion rates in the laboratory

usually take a long time, which may not be practical in the

context of the failure analysis. Where this is not possible,

accelerated corrosion tests are sometimes performed; how-

ever, it is generally quite difficult to determine the acceler-

ation factor over the actual environment. When possible,

long-term monitoring of the corrosion process in service is

the best way to obtain relevant rates, and this monitoring

should be started as soon as possible after the equipment,

product, or process is placed in service.

D3. Characterizing the Form of Corrosion

Various types of corrosion have been defined, based gener-

ally on morphology or mechanism. Authors differ on this

classification, but generally some variation of the following

eight categories of corrosion are used: (1) uniform, (2)

galvanic, (3) crevice, (4) pitting or localized, (5) intergran-

ular, (6) dealloying, (7) erosion–corrosion, (8) environmen-

tally assisted cracking (EAC), or stress corrosion cracking

(SCC) [15]. Other named forms of corrosion such as micro-

biological-induced corrosion (MIC), filiform corrosion, and

liquid-metal embrittlement are typically covered as subca-

tegories of these types. In this chapter we discuss corrosion

failures of various types and illustrate them with case his-

tories where applicable.

D3.1. Uniform Corrosion. Uniform corrosion, also known

as general corrosion, is a very common corrosion type where

themetal is corrodingmore or less uniformly.Most often, this

type of corrosion is easily investigated, since it occurs

whenever a susceptible metal is in contact with an aggressive

environment: Leave a nail in water and it will corrode.

Questions that are more difficult to answer may include the

rate at which the corrosion damage occurred, for instance,

why the corrosion was particularly rapid in a specific case. In

other cases, the key may be to find out how the environment

came into contact with the susceptible metal. Finally, ques-

tions may arise regarding the effect of corrosion on the

strength or other properties of the corroding material.

D3.1.1. Corrosion Rates. Although corrosion rates are ex-

tremely variable, they are useful to indicate the average

behavior of many samples. They are also useful as a broad

indicator of the intensity of corrosion: In cases where the

observed rates are far different from the published ones, there

should be some explanation of the difference.

Case Study: Corrosion Rates Indicate That Product Is

Not Suitable for Intended Use. A company decided to

manufacture a copper-covered stainless sheet to make roof

panels, gutters, and flashing products. In this process the

stainless steel was electroplated with copper on both sides:

10mm on the side expected to be exposed to the weather and
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3mm on the other (see Fig. 1.1). Atmospheric exposure tests

performed by the manufacturer and others indicated a

corrosion rate of the order of 1mm per year for coastal

marine atmospheric environments. At this rate, the copper

coating would have been consumed in about 10 years (or

3 years if the wrong side of the sheet is exposed to

atmospheric corrosion), well short of the 30-year life that

was contemplated for this product and somewhat shorter than

the time to form a patina. Once the copper layer is removed,

the roof looks like stainless steel rather than the intended

copper patina, and furthermore the now-exposed stainless

steel may pit. Although this material may performwell in dry

and noncoastal marine climates, it was clearly not suitable

for general use under all outdoor atmospheric corrosion

conditions.

The field experience indicated that after less than one year

of service there were complaints of excessive corrosion.

The copper layer was completely removed from areas of

severe exposure, such as in chimney flashings exposed to the

acidic flue gases or from the water runoff from wood shakes

(see Fig. 1.2). Even though most of the installations had not

failed after a few years, the occurrence of several early

failures corroborated the reported corrosion rates and indi-

cated that the coatings were too thin for this application. By

comparison, a similar product with 50mm of copper roll

bonded to both sides of stainless steel sheet has demonstrated

good performance for more than 20 years of service.

Case Study: Extraordinarily High Corrosion Rates.
Dilute nitric acid can be extremely corrosive to carbon

steel, but concentrated nitric acid passivates carbon steel.

This passivation is temporary and can be reversed. A well-

known experiment illustrates this behavior: A nail is placed

in a test tube and concentrated nitric acid is added to cover

about half the nail. Nothing happens because the nail is

passivated by the acid.Water is added slowly so that it forms a

separate layer on top of the nitric acid. Nothing happens at

first, but after a minute or so, corrosion starts at the interface

where water dilutes the nitric acid. The passivation breaks

down and the corrosion reaction becomes extremely violent.

This experiment was repeated unwittingly inside a nitro-

gen tetroxide (N2O4) tank car through a series of errors [16].

The carbon steel tank car was used to carry N2O4 that was

being used in a paper plant. The N2O4will react with water to

form nitric acid. This N2O4 tank car had been involved in an

earlier incident in which a significant amount of water had

entered it undetected. Sometime later, the presence of water

was detected and itwas decided to drain the car of the nitrogen

tetroxide and nitric acid that had formed. After draining some

material, the car was erroneously thought to be nearly empty

and water was added to dilute what was thought to be a small

“heel” of liquid but was in fact a significant amount of nitric

acid and nitrogen tetroxide. The operationwas repeated twice

in the following days, every time with the same result. Each

time, a complicated process ofmixing and dilutingwas taking

place inside the car: The inflow of water may have stirred the

car’s content, but water, concentrated nitric acid, and nitrogen

tetroxide tended to separate in layers because of their different

densities. The result was unpredictable and at some point the

carbon steel passivation broke down. Very rapid corrosion

occurred, a massive release of nitrogen oxides overwhelmed

the venting capacity of the pressure relief valve, and the tank

car ruptured. Therewere three distinct corrosion bands on the

inside of the car where severe loss of material had occurred in

a matter of hours or days.

D3.1.2. Cosmetic Corrosion Failure. Sometimes, uniform

corrosion does not affect the structural properties of the

corroding part and the only effects are cosmetic. Whether

or not this represents a failure depends on the circumstances.

FIGURE 1.1. Copper-coated stainless steel (thick side).

FIGURE 1.2. Rapid corrosion of copper coating from areas un-

derneath wood shake. Arrows indicate bare stainless steel exposed

after the copper layer has corroded away.
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If the appearance of the part is of no concern, a slight

corrosion may be acceptable; otherwise corrosion may be

deemed a serious concern well before any structural failure

may occur.

Case Study: Atmospheric Corrosion on the Underside of

Roofing Panels. The roof of a California building wasmade

of steel panels with a thick coating on the external side. The

underside, which was exposed to an attic space, was left with

a thin shop primer coating because there were no concerns

about its appearance. After a few years in service, the

structural performance of the panels was called into

question, in part because the underside had visibly

corroded. Some atmospheric corrosion had appeared in

spite of the shop primer. Cross sections of the corroded

areas demonstrated that the depth of corrosion was

minimal and that, at the observed rate, perforation of the

roofing panel would not occur during the expected lifetime of

the building. Consequently, this was an instance where

corrosion was not a failure.

Case Study: Atmospheric Corrosion of Terne-Coated

Roof. In two buildings, one located in Alaska and the

other in Louisiana, roofs made from lead–tin (terne)–

coated stainless steel became severely discolored instead

of developing the dull gray appearance typically associated

with lead roofs. Metals such as copper and lead used for

roofs develop a patina or surface film on exposure to the

atmosphere; the patina for terne is usually dull gray.

However, in these two instances, the roofs developed

irregular patterns of reddish-yellowish corrosion patterns

(Fig. 1.3). Our investigation showed that the discoloration

of the terne-coated roofs was not caused by rusting of the

stainless steel substrate. Rather, it resulted from the normal

patination of the terne coating being disrupted due to adverse

environmental conditions. The sequence of patina formation

is orthorhombic lead oxide (PbO, yellow) ! basic lead

carbonate ! normal lead carbonate ! lead sulfite !
lead sulfate. If access to the air is restricted, there may not

be enough carbon dioxide to form the basic lead carbonate, so

the yellow lead oxides remain. There was no attack of the

stainless steel substrate and no risk of leaks from the roof

corrosion, so this was purely a cosmetic failure. However,

this is an example where the appearance of the roof was

important—the terne coating had been chosen for its color—

so this was indeed a corrosion failure.

D3.2. Galvanic Corrosion. Galvanic corrosion is a com-

mon failure mode. It occurs where a less noble metal is in

electrical contact with a more noble metal in an electrolyte.

ASTM standardG71 provides a test procedure to evaluate the

potential for galvanic corrosion [17].

A related failure mode, but not strictly galvanic corrosion,

occurs when the source of potential difference results from

a difference in the electrolyte composition between two

zones. For instance, differences in oxygen concentration

can accelerate corrosion of the area depleted in oxygen. Yet

another source of potential differences may be electrical

currents generated by some external cause, for instance,

stray ground currents from large electrical equipment.

Typically, galvanic corrosion results in fairly rapid attack.

But potential differences may be used to protect a piece of

metal by forcing the corrosion to occur on a sacrificial anode.

This, of course, is the principle of cathodic protection.

However, the cathodic protection may not perform as antic-

ipated, leading to corrosion failures.

Case History: Ineffective Cathodic Protection. In some

small ships, the propeller shafts are enclosed in stern tubes

that are part of the hull. The inside of the stern tubes is

exposed to the seawater whereas the outside is dry, being in

the hold of the ship. In a specificmodel of ships, the propeller

shafts are made of stainless steel while the stern tubes and the

hull are made of low-carbon steel. The shafts are supported

by three bearings in the tubes: one aft, one midlength of the

tubes, and one that is part of the forward end of the tubes. The

hull is painted and there are zinc anodes on the hull and

propeller for cathodic protection. However, severe corrosion

was observed after less than one year in service on the inside

of the stern tubes, particularly at their forward end, which is

the farthest from the aft opening of the tubes (Fig. 1.4).

The corrosion pattern was typical of painted low-carbon

steel exposed to aerated seawater without cathodic protec-

tion. Potential measurements on a boat in service confirmed

that the steel was not cathodically protected in the forward

region of the stern tube. This is not surprising: There were no

zinc anodes inside the tubes and the “throwing power” of the

anodes on the outside of the hull was simply not enough to

reach the inner surface at the forward end of the tubes,

especially given the shaft bearing supports that are in the

way. Further, the stainless steel shaft, sealing flange, and

FIGURE1.3. Terne-coated roof showing severe reddish-yellowish

discoloration instead of the expected gray patina.
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rotating sealwere likely to have anodically polarized the steel

tubes, accelerating the corrosion. Under these conditions,

any small defect or holiday in the paint coat (and the inside

surfaces of the tubes are difficult to paint) would lead to the

observed corrosion. It was recommended that zinc anodes

should be placed on the inside of the tubes for effective

cathodic protection.

Case History: Thermogalvanic Corrosion. A relatively

uncommon source of potential difference between two

electrodes is a difference in temperature. The electrode

potential of a metal piece in an electrolyte depends in part

on the temperature, but temperature effects are usually small

and negligible. However, in some cases these temperature

differences lead to significant failures. A common

occurrence is the potential difference between the hot and

cold water lines in homes when the copper pipes are buried

under a concrete slab. In several residential developments in

the western United States, the hot and cold water lines were

buried under the home cement slab foundation. The

temperature difference between the hot and cold copper

water lines provides a potential difference, which in some

environments results in the hot line being anodic to the cold.

The soil and soil moisture provide the electrolyte. The result

is pitting corrosion on the outside of the hot water lines.

This failure mode happens more often on homes with hot

recirculation pumps. These pumps keep hot water circulating

constantly in the lines, so that there is almost instantly hot

water at the faucets when they are open. The result is that the

lines are hot 24 hours a day, whereas without recirculation

pumps the lines would be cold most of the time.

In this situation, statistical methods can be used to

predict future leaks based on prior experience. The Weibull

distribution is commonly used to model failures. In a par-

ticular development, the number of leaks in homes with

recirculation pumps could be modeled accurately by

a three-parameter Weibull distribution (Fig. 1.5) whereas

the homes without recirculation could not be easily charac-

terized without accounting for home location or hot water

usage.

D3.3. Crevice Corrosion. Crevice corrosion is a type of

localized corrosion at an area that is shielded from full

exposure to the environment. This type of attack is usually

associatedwith small volumes of stagnant solution caused by

holes, gasket surfaces, lap joints, surface deposits, and

crevices under bolt and rivet heads. This form of corrosion

is sometimes also called deposit or gasket corrosion [15].

ASTM provides a guide for evaluation of the crevice corro-

sion resistance of stainless steel and nickel-based corrosion-

resistant alloys in chloride-containing environments [18].

Crevices are formed in a variety of design situations. For

instance, aircraft skin panels are joined by lap splice joints,

wheremoisture and corrosive atmospheric gases can become

trapped between the two panels, resulting in crevice corro-

sion [19, 20]. This mechanism was blamed for the 1988

Aloha Airline accident in which a 20-year-old Boeing

737 lost amajor portion of the upper fuselage at 25,000 ft [19,

21, 22]. In this particular instance, crevice corrosion resulted

in the formation of voluminous hydrated aluminum oxides

which acted to separate the two skin panels, stressing the

rivets and resulting in fatigue failures.

D3.4. Pitting. Alloys that maintain their resistance to cor-

rosion through the formation of a protective passive layer,

such as stainless steels, aluminum alloys, and titanium alloys,

generally do not suffer from uniform corrosion; rather they

will usually corrode as a result of the localized breakdown of

a small region of the passive film. Corrosion occurs rapidly at

this defect compared to the surrounding material covered

with the passive film, resulting in the formation of a pit.

ASTM has a standard that helps to characterize the nature of

pitting [23].

Case History: Pitting Corrosion of Aluminum Due to

Copper-Containing Fungicides. Irrigation pipes used in

several California farms suffered from rapid pitting corrosion

starting on the inside of the pipe. The pipes are used to

irrigate crops and spray fungicide and other chemicals. The

pipes that experienced severe pitting were used to spray

copper-based fungicides.

A literature review indicates that dissolved copper (in the

form of copper hydroxide, the active ingredient of the

fungicides) is not enough to promote severe pitting of

aluminum alloys; there must be some chlorine and bicar-

bonate ions as well. The pitting mechanism has not been

identified in detail, but it probably involves penetration of the

aluminum oxide layer by chloride ions, plating of copper on

the exposed aluminum surface, and starting the formation of

corrosion products nodules over the corroding areas. Once

FIGURE 1.4. Severe corrosion of the inside of a stern tube. The

pattern of general corrosion with some deeper pits is typical of low-

carbon steel in seawater.
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the nodules are formed, they set up concentration cells and

severe pits grow under the nodules.

Experiments confirmed that all three ions were necessary

for severe pitting. Aluminum pipes exposed to fungicide

dissolved in deionized water were slightly attacked, with few

shallow pits forming. Similarly, pipes exposed to farm water

(containing bicarbonate hardness as well as about 9 ppm

chlorides) without fungicide experienced mild pitting. Only

the combination of farm water and fungicides caused severe

pitting, comparable to the damage observed in the irrigation

pipes on the farms (Fig. 1.6).

D3.5. Dealloying. Dealloying (also known as selective dis-

solution) includes two commonly occurring phenomena

known as graphitic corrosion of cast irons and dezincification

of brasses. These are two related corrosion modes, in which

one of the components of an alloy leaches out selectively,

leaving behind a spongy and weak matrix. In dezincification,

zinc leaches out of the brass, leaving behind a copper matrix.

In graphitic corrosion of cast irons, the iron corrodes away,

leaving behind a porous and weak graphite matrix.

This dealloying corrosionmay not be easily recognized by

a simple visual examination; frequently the matrix does

not look appreciably different from the intact material. A

metallographic cross section may be required to identify this

type of corrosion and determine its extent.

Case History: Graphitic Corrosion of a Sewer. A fire

protection water main at a restaurant failed. As part of the

repairs, slurry comprised of cement and pea gravel was

pumped under the restaurant foundation to fill the void

that was created from water gushing out of the ruptured
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FIGURE1.5. Three-parameterWeibull distributionfits verywell the cumlative failure distribution of

homes with recirculation pumps (left), but homes without pumps cannot be characterized with a two-

or three-parameterWeibull distributionwithout accounting for geographic distribution or other effects

such as hot water usage (right).

FIGURE 1.6. Pitting observed on the inside surface of an aluminum irrigation pipe (left) and

cross-section of a pit in a laboratory sample of aluminum pipe exposed to copper-containing

fungicide (right).
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fire main. The contractor performing the repairs then found

that the sewer line was plugged with this slurry. Further

inspection found the sewer line was corroded and the

contractor thought that perhaps his cement had corroded

the pipe. The insurance for the restaurant ordered an

investigation into the cause of the sewer line failure. The

piping is shown in Figure 1.7.

It was immediately clear that pumping the slurry was not

likely to have corroded the sewer line, as cement is not

corrosive to ferritic materials. Inspection of the gray cast iron

sewer line showed severe graphitic corrosion: substantial

wall thinning, holes, and selective leaching of iron from the

cast iron matrix. The corrosive attack was primarily on the

sewer pipe inner surface, with little or no corrosive attack

from the outside. The graphitic corrosion was extensive,

indicating that the sewer may have been leaking for a long

time, probably years. The most severe corrosion, including

holes in the sewer line, was near the foundation on the south

side of the restaurant where the fire protection water main

entered the building. Examination of the fire main showed

that it had failed due to weakening of the pipe wall from

external corrosion. Thus, it is likely that the sewer line leak

was the source of moisture that caused the external corrosion

damage to the fire protection water main.

D3.6. Erosion–Corrosion. Some metals corrode more rap-

idly when exposed to flowing water. A good example is

copper: Corrosion is much accelerated when exposed to

water flowing at more than about 1m/s past the surface.

These conditions may be found in home plumbing systems

with hot recirculation lines, as shown below.

Case History: Erosion–Corrosion of Copper Hot Re-

circulation Lines. Some homes have hot recirculation

lines; that is, the hot water lines form a loop in which a

small pump keeps a constant flow of water. This allows hot

water to flow almost instantly from any tap in the home.

However, the constant flow and high temperature could lead

to severe corrosion. In a recent residential development

where these loops were installed in fairly small homes,

the available pumps were oversized with respect to the

pipes, resulting in a constant high-velocity flow of hot

water. Localized corrosion developed in a few years at

areas where the flow was disrupted, such as elbows and

tees. The corrosion pattern showed deep,well-defined eroded

areas looking like sand dunes or river erosion patterns,

indicative of erosion–corrosion (Fig. 1.8).

D3.7. Environmentally Assisted Cracking. EAC/SCC is a

frequent cause of corrosion failures because it tends to be

unexpected. Many early corrosion failures occurred in

situations where SCC was unknown or unexpected at the

time. For instance, the Silver Bridge at Point Pleasant,

West Virginia, was designed in 1927 at a time when SCC

was not known to occur under rural atmospheric condi-

tions in the classes of bridge steels used for construc-

tion [24–26]. Yet SCC developed in an eyebar suspension

link and led to the catastrophic collapse of the bridge after

40 years in service. Similarly, the Flixborough explosion

of 1974, which killed 28 people in Great Britain when 50

tons of cyclohexane was released in a chemical plant, was

(in part) a result of nitrate SCC and liquid metal embrit-

tlement [27, 28].

Generally, SCC requires a specific combination of stress,

material, and environment. Since the fundamental mechan-

isms for SCC are not always well understood, new combi-

nations that can cause SCC are unfortunately found by

accident.

Case History: Room Temperature Transgranular SCC
of Austenitic Stainless Steel. Austenitic stainless steel,

such as type 304 or 316, is known to be susceptible to

transgranular SCC (TGSCC), but it was thought that this

required exposure to concentrated chloride environments

above 60�C. However, there have been several recent

reports of such SCC at room temperature. For instance,

SCC has been observed in permanent anchors used for

rock climbing in Thailand (Fig. 1.9), in limestone

formations at sea level [29].

After a few years, some of the anchors developed exten-

sive cracking, to the point that they broke under normal

climbing loads. Examination of the broken pieces showed

FIGURE 1.7. Fire main and sewer piping from restaurant (left) and graphitic corrosion on inner

surface of sewer piping (right).
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pervasive intergranular SCC and the fracture surfaces con-

tained a high concentration of magnesium, rather than the

sodium that would be expected in a marine environment.

Review of the known cases of room temperature transgra-

nular SCC showed that the climbing anchors are in an

environment that combines known promoters of TGSCC.

Essentially, this type of SCC requires that the steel be

exposed to very high concentrations of chlorides, which are

promoted by salts such as magnesium or calcium chlorides,

and by low relative humidity (a high relative humidity tends

to dilute any salt water film on themetal). The climbing cliffs

are located on tower karsts, which get their characteristic

steep sides because of very active dissolution and redeposi-

tion of the limestone. Thus the climbing anchors can be

exposed to calcium and magnesium salts as well as sodium

chloride from the ocean. Although the environment is usually

very humid, there are times where the relative humidity is

fairly low, concentrating any solution that has formed on the

stainless steel. Thus the climbing anchors are exposed to

an environment that is extremely severe for transgranular

chloride SCC.

D4. Complex failure analysis

Sometimes the incident under investigation is particularly

complex or involves significant costs, either human or finan-

cial. In these instances, it is more important than ever to

perform the failure analysis in a careful manner, separating

various issues that may be involved and thoroughly validat-

ing hypotheses before coming to final conclusions. Such an

example is described here.

Case Study: Chlorine Release at a Manufacturing

Facility. A massive amount of chlorine gas was released

to the atmosphere at a chemical plant making chlorine from

calcium chloride [30, 31]. In the plant, the chlorine gas is

liquefied before transport by railcar. In the liquefaction

process, the chlorine gas is first compressed, then cooled

down in a shell-and-tube heat exchanger, in which the

chlorine flows inside tubes while chilled calcium chloride

brine at about �23�C(�10�F) circulates on the outside of the
tubes. The liquefied chlorine is sent to a storage tank via a long

transfer pipe containing several tees and elbows. The release

FIGURE 1.8. Copper hot recirculation line showing signs of erosion–corrosion.

FIGURE1.9. Typical 316L rock climbing bolt (left) installed permanently on climbing routes in cliff

formations located on Thai beaches (right).
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occurred through a large corrosion hole in an elbow in the

transfer line between the liquefier and the storage tank.

Early indications showed that the hole in the elbow was

due to severe general corrosion on the inside surface. Dry

chlorine is not corrosive to the steel elbow, but addition of

water to the chlorine could make the mixture extremely

corrosive. Potential sources of water included the chlorine

liquefier: If there was a leak in the tubes, brine solution could

enter the chlorine stream. The liquefier was pressure tested

and several tubes were found to be leaking.

The liquefierwas cut open to expose the leaking tubes. To

the general surprise, an old rag was found stuck in the shell

of the liquefier, right at the brine inlet piping. It appeared

that the rag had been there for a long time, most probably

from the time of installation of the liquefier, some 25 years

earlier. The rag partially blocked the brine flow path,

resulting in accelerated flow in the areas that remained

unobstructed. The leaking tubes were found in the area of

accelerated brine flow.

With these early findings, the following scenario was

hypothesized: The rag had been in the liquefier since instal-

lation, leading to increased brine flow rates over some tubes.

This eroded the tubes, and, after about 25 years, one or more

tubes were perforated. The brine flowed into the chlorine,

creating a very corrosive mixture that corroded through the

elbow in the transfer line within a few days, before the water

contamination of the chlorine could be detected. Each step in

the scenario was validated with tests and analyses.

1. The rag increased the flow rate over some tubes in

the bundle. A fluid flow finite-element analysis of the

liquefier inlet section was performed. With the cloth,

the brine velocity in the area of the holes was about

3.94m/s, whereas without the cloth it would have been

only 1.27m/s, or about one-third.

2. This increased flow rate led to through erosion of the

tube in about 25 years. The observed corrosion rate of

the tubes in areas where the brine flow was not

accelerated by the cloth was very slow, about 10mm
per year. At this rate, it would take over 200 years to

puncture a tube, so the design and operation of

the liquefier were not the cause of the tube leak. The

corrosion rate of the tube material exposed to brine

flowing at high velocities was measured in a test bed in

which chilled brine of various pH values was flowed

over dummy tubes at various velocities. For a brine

solution at its natural pH (no chemical additions),

flowing at about 4m/s, the interpolated corrosion rate

would lead to through-wall erosion in about 22 years,

very close to the actual service life of 25 years.

3. Once the tube was perforated, brine flowed into the

chlorine stream. This conclusion was actually not

immediate, because both the brine and chlorine

systems were pressurized to roughly the same value.

A careful pressure drop analysis of both the chlorine

and the brine systems, coupled with review of plant

data and some actual measurements made on a mock-

up of the brine system, confirmed that the brine pres-

sure was likely higher than that of the chlorine, so that

brine would be entrained into the chlorine stream.

4. The transfer line elbow corroded mostly from the

inside out. This was not immediately obvious, as both

the inside and the outside of the elbow were severely

corroded. The outside surfacemay have suffered from

underinsulation corrosion during its life, and perhaps

more rapid corrosion had occurred during the inci-

dent, when liquid chlorine was released from the leak

site, but the extent of damage on the inside and outside

needed to be compared accurately. A cross section of

the failed elbow was traced over the outline of an

undamaged elbow; this illustrated clearly that most

of the corrosion had occurred on the inside surface

(Fig. 1.10).

5. The corrosion rate at the elbow was high enough to

lead to a leak in a few days. It is likely that the brine

leak in the chlorine liquefier occurred relatively shortly

before the incident, because it is likely that small

amounts of water in the chlorine would have been

detected prior to distribution. The best estimate of

the start of the brine leak was a few days before the

incident. The elbowwas about 5.3mm thick originally,

so the corrosion rate would have to be extraordinarily

high for through-wall attack in a few days. A related

observation that required explanation was that the

corrosion at the leak site was much more severe than

FIGURE 1.10. Erosion–corrosion wall loss of liquefied chlorine

run down elbow compared to exemplar elbow.
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elsewhere in the transfer line, even though the line

contained at least one other elbow. This was investi-

gated by a combination of tests and analysis. The failed

elbow happened to be located immediately after a

T fitting, so that the flow went through two changes

of direction in rapid succession. A computer fluid

dynamics (CFD) model showed that the flow velocity

and the shear rate in this elbow were much higher than

in the other elbow in the transfer line, explaining why

the corrosionwas somuchmore severe at the leak point

(Fig. 1.11). Actual corrosion rate measurements with

several mixtures of brine and chlorine, both static and

flowing, showed very high corrosion rates, but not

quite high enough to achieve penetration in less than

seven days. However, given the variability of the

measured rates and the uncertainty about the flow

conditions and the composition of the corroding mix-

ture, it was concluded that the elbow most likely

corroded in a few days after the tubes had started

leaking.

The hypothesized scenario was thus validated step by

step. This was a very serious incident, in which the stakes

were high enough that a thorough failure analysis had to

be performed, and the resources were available. Most

failure analyses cannot be this detailed, but the basic steps

must be the same: gather initial information, formulate

hypotheses, and, most importantly, validate these hypoth-

eses with the level of detail appropriate for the conclusions

to be reached.
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A. INTRODUCTION

Metallic corrosion seriously affects many sectors of a nation’s

economyor, on a vastly smaller scale, the design choicesmade

by an engineer. This finding is so because corrosion and

protective measures to control corrosion result in the utiliza-

tion of materials, energy, labor, and technical expertise that

would otherwise be available for alternative uses. Corrosion

causes users ofmetal products to incur added expenses such as

more costly corrosion-resistant materials, painting and other

corrosion-protective measures, earlier replacement of capital

goods, increased spare-parts inventories, and increased main-

tenance. Someof these costs are avoidable andcouldbe lowered

by applying the economically best available corrosion preven-

tion technology. However, decreasing the presently remaining

unavoidable costs would require advances in technology.

The cost of the corrosion ofmetalswill be considered from

two standpoints: the cost to the economy of a nation and the

costofselectedcorrosioncontrolmeasures.Themainbasis for

thediscussionof thecost toanationwillbe thestudypublished

in 1978 [1] that the U.S. Congress directed the National

Bureau of Standards (NBS; currently National Institute of

Standards and Technology, NIST) to undertake. This study

was, and still remains, probably the most comprehensive

investigation of the full extent of corrosion on the economy

of a nation. The analysis required was contracted out to

Battelle Columbus Laboratories (BCL). The NBS–BCL

study, unlike previous ones (B3), was based upon a solid

technical–economic method that attempted to evaluate, in

a rigorous way, all costs of corrosion, direct and indirect, over

the entire economy and to evaluate the uncertainties in these

cost estimates. “A significant feature of the study was that

the method employed—input/output analysis—provides a

methodological framework that permits comprehensive treat-

ment of all elements of the costs of corrosion: production

costs, capital costs, and changes in useful lives, for example.

The input/output model allows analysis of interindustry re-

lationships in the national economy and attribution of relative

costs to specific segments of the economy” [1a, p. 30].

To carry out the second aspect of this discussion,

a National Association of Corrosion Engineers (NACE)

Recommended Practice [2] and a more recent NACE up-

date [3] will be the source of the discussion of the economic

appraisal of a selected corrosion control method.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.

†Retired.
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B. ECONOMIC EFFECTS OF METALLIC

CORROSION IN THE UNITED STATES

The NBS–BCL study [1] of metallic corrosion costs in the

United States in 1975 employed a modified version of the

BCL National Input/Output (I/O) model. A series of articles

giving a detailed discussion of the NBS–BCL study [4] was

published in the more available corrosion literature.

B1. Approach

B1.1. Elements of Corrosion Costs Used in the BCL I/O
Model. The BCL I/O model using 130 sectors of the U.S.

economy included the following as costs associated with

corrosion: (a) material and labor expenditures associated

with the protective measures of painting, applying cathodic

protection, coatings, and use of inhibitors; (b) the expenses

arising from the extra material and labor for prevention;

(c) the partial corrosion losses that result in replacement costs

and lost production; and (d) the expenses incurred by using

information, technology transfer, research, development, and

demonstration ofmethods to copewith the destructive effects

of metallic corrosion.

A basic factor to be considered in measuring macrocorro-

sion costs in a sector of an economy was the lifetime and

replacement value of a given component that could suffer

from corrosion damage. Table 2.1 gives some of the elements

of the costs of corrosion used in the BCL I/O model.

Corrosion costs used in the I/O approach can be either

direct or indirect. TheNBS report [1a, p. 11] describes these in

the following way: Direct costs include all reductions in the

requirements for inputs for production which would become

possible if there were no corrosion. These include flow inputs

(e.g., pig iron into steel), capital inputs for expansion and

replacement of capacity (e.g., blast furnaces for steel), and

value added. The direct flow effects include reduced mainte-

nance costs and the use of less expensive materials for

embodiment in outputs. Among the direct capital effects

are the reduced need for equipment due to less time down

for maintenance and the lower replacement cost because of

increased equipment life. The value-added effects include

reduced costs of labor and lower depreciation allowances for

the smaller capital requirements. The indirect effects include

two elements: (1) In addition to the reduced input require-

ments, the inputs also cost less, because of savings in their own

and earlier production processes: (2) the general interactive

effects of reductions in production levels on one another.

Value added is the additional value accruing to a product’s

ingredients as they are fashioned into the product itself.

It includes wages, salaries, rents, profits, interest, taxes,

and depreciation. It can also be defined as the value of the

productive factors contributed by the industry itself, rather

than those purchased from other industries.

B1.2. Scenarios for the I/O Model. Three scenarios were

developed and used in the I/O model to quantify corrosion

costs: Three “worlds” were formulated: world I—the real-

world economy in 1975, world II—an imaginary corrosion-

free world, and world III—a hypothetical world in which

everyone applies the best economically practical corrosion

control measures. The scenarios used in the model involved

the gross national product (GNP—amore recently used term

is gross domestic product, GDP). Three sets of these worlds

were (a) world II minus world I is the total national cost of

corrosion and represents resources that arewasted because of

corrosion; (b) world III minus world I is the total national

avoidable costs of corrosion and represents resources that

would be available if economically best preventive practices

were used throughout the economy; and (c) world III minus

world II measures presently unavoidable costs.

B1.3. The I/O Model. To describe the BCL I/O model, it

is best to quote directly from the NBS report [1a, p. 12]:

“A number of characteristics make input–output analysis,

pioneered by W. W. Leontief, and the modified Battelle

model well suited for use in estimating the total direct and

indirect costs of corrosion. The model is quite detailed. In

this study, it has 130 economic sectors and each is repre-

sented by a production function consisting of the respective

inputs from that sector plus value added. As a result, rela-

tively detailed industry corrosion cost data may be incorpo-

rated into the model for simulation purposes. The complex

structure serves as a guide for the precise analysis of corro-

sion costs and a means for integrating the results.”

“The model is comprehensive. It has sufficient compo-

nents to allow all the contributions to corrosion costs (pro-

duction expenses, capital cost, reductions in replacement,

and excess capital capacity, for example) to be considered in

the analysis. Because of the model’s structure, all of these

TABLE 2.1. Some Elements of the Costs of Corrosiona

Capital costs

Replacement of equipment and buildings

Excess capacity

Redundant equipment

Control costs

Maintenance and repair

Corrosion control

Design costs

Materials of construction

Corrosion allowance

Special processing

Associated costs

Loss of product

Technical support

Insurance

Parts and equipment inventory

aSee [1a, p. 10].
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aspects, and their interactions, may be evaluated in a coor-

dinated and systematic manner.”

“The model is simultaneous and, therefore, able to ac-

count for both direct and indirect effects of certain changes in

the economy. This is critical to estimating the total costs of

corrosion to society.”

“Because the model simultaneously determines equilib-

rium values, comparative static analysis (i.e., comparison of

alternate growth scenarios at the samemoment in time) is an

obvious application. For example, the costs of corrosion in

the existing world (World I) are compared to those in each

of the two hypothetical worlds mentioned previously—

World II in which no corrosion exists and, thus, the costs

are zero, and World III in which ‘best practice’ corrosion

control methods are employed.”

B2. Results

If we use the approach outlined above, the NBS–BCL study

separates the total costs of corrosion into two costs: (a)

avoidable costs, which are costs that can be reduced “by

the most economically effective use of presently available

corrosion technology,” and (b) unavoidable costs, which

result from “presently unavoidable losses.” For the study’s

base year 1975, total costs of metallic corrosion (materials,

labor, energy, and technical capabilities) were estimated by

the BCL I/O model used in the study to be $82 billion, 4.9%

of the $1677 billion GNP. Approximately 40% of this

($33 billion, 2.0%of theGNP)was estimated to be avoidable.

Combining the BCL results and the NBS detailed analysis of

the uncertainty, the total national yearly cost of metallic

corrosion was reported to be about $70 billion (4.2% of

GNP), with an uncertainty of ��30%. The NBS report

found the 1975 avoidable cost of corrosion was roughly

15% of the total, but it estimated that it could have a range

of 10–45%.An analysis of the errors, especially the estimates

of the avoidable costs, led to the conclusion in theNBS report

that the values cited above were reasonable.

Table 8 of theNBS report [1a] lists the total costs that were

allocated to the 130 economic sectors of the United States

that were produced by the BCL I/O model. This table gives

corrosion losses on a dollar basis and as cost per unit of

sales for the total and avoidable costs of both direct and direct

plus indirect costs.

In addition to the 130 sectors of the economy provided by

Table 8 of this report, the following special area costs were

covered in more detail in the NBS report:

(a) U.S. federal government—total costs attributable to

corrosion were estimated to be 2% of the federal

budget with 20% of this total being judged to be

avoidable.

(b) Personally owned automobiles—total expenses of

corrosion in the ownership of an automobile were

found to be $6–14 billion, 1975 dollars, with avoid-

able costs being $2–8 billion.

(c) Electric power—total direct costs arising from the

effects of corrosion on the operation of power

generation plants were estimated to be $4.1 billion

withavoidablecostsof$120million(3%oftotalcosts).

(d) Fossil fuel energy and materials—total costs arising

from the additional energy and materials losses

resulting from corrosion were estimated to be

$1.4 billion, with avoidable costs of $248.5 million

for energy, and $1.705 billion, with avoidable costs of

$212 million, for nonrenewable raw material sectors.

B3. 1995 Update of the NBS–BCL Study

The Specialty Steel Industry of North America engaged

Battelle to produce a report [5] updating the NBS–BCL

study [1, 3] and reflecting the changes resulting from eco-

nomic growth, inflation, and 20 years of scientific research

and technological advances. In Table 2.2, the revised esti-

mates for 1995 are compared to the 1975 BCL values—not

taking the NBS uncertainty analysis into consideration. In

part, the Battelle panel that produced the report attributed the

1995 reductions in the percent of GNP to the following

factors: (a) the anticorrosion technology of themotor vehicle

industry (the most significant factor); (b) increased use of

stainless steels, coated metals, and more protective coatings;

(c) substitution of material to reduceweight; and (d) reclassi-

fication of unavoidable costs as avoidable.

In a more recent study, the annual direct cost of corrosion

to industry and to governments in the United States was

estimated to be approximately $276 billion, or 3.1% of the

GDP [5a].

TABLE 2.2. Metallic Corrosion in the United Statesa

1975 (billions of current dollars) 1995

All Industries

Total 82.0 296.0

Avoidable 33.0 104.0

Motor Vehicles

Total 31.4 94.0

Avoidable 23.1 65.0

Aircraft

Total 3.0 13.0

Avoidable 6 3.0

Other Industries

Total 47.6 189.0

Avoidable 9.3 36.0

aSee [5].
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C. CORROSION COSTS IN VARIOUS

COUNTRIES

The fact that many countries have attempted to assess their

national corrosion costs points up the worldwide awareness

that corrosion can be a serious economic concern. It is useful

to compare the United States results to those obtained in

various industrial countries where such assessments of na-

tional corrosion costs were undertaken (including other past

U.S. studies). These other studies of corrosion losses either

involved major data gathering and interpretation efforts,

which were the results of the analysis by a single authority

of the country’s corrosion costs in terms of the knowledge of

the best presently available corrosion control measures and

industrial practices, or, simply, assertions by an author with

no reference as to how the costs were computed. This is the

rationale for using the NBS–BCL study as the major focus

of this discussion, because it looks at the entire economy of

a nation and seeks to estimate the uncertainties in the

numbers reported. Because of this more rigorous approach,

the results of the NBS–BCL analysis gave higher total costs

of corrosion but, surprisingly, agreed qualitatively with those

found in previous studies as discussed in the NBS report. In

1986, amore recent examination of corrosion costs invarious

countries was the topic of an NACE symposium entitled

“InternationalApproaches toReducingCorrosionCosts” [6].

The NBS study considered the following countries.

C1. United Kingdom

In 1969, a major data-gathering and interpretation endeavor,

which was the precursor to the NBS–BCL U.S. study and

unlike the less meticulous efforts of the countries described

below, was initiated in the United Kingdomwith the appoint-

ment by the Minister of Technology of a 25-member com-

mittee headed by one of the leading corrosionists in the

United Kingdom, T. P. Hoar, to determine the cost of

corrosion [7].

The committee contacted 800 industries in the country, all

government departments, corrosion protection companies,

and corrosion consultants. They were to gather from these

sources information on the effects of corrosion, including the

amount of shutdowns, rejection of product losses, structural

failures, and the loss to industries from these. The committee

added to these losses the costs of items replaced because

of corrosion, expenditures on corrosion protection, and

information services, research, and development in the

various industries. Using these collected data, the Hoar

committee arrived at an industrywide estimate of the cost

of corrosion [7].

The Hoar report reported losses to the United Kingdom

(Table 2.3) of £1.365 billion ($3.2 billion, 1969 U.S. dollars)

for 1969–1970. This amounts to �3.5% of the GNP of the

United Kingdom for that period. In addition, the committee

found that some £310 million, or 23% of this total figure,

was potentially avoidable. The estimated potential savings

were £310 million, or 22.7% of the GNP. They suggested

approaches toward achieving these savings, such as

improved materials selection, specification and control of

protective measures, improved awareness of corrosion,

especially in design, and greater use of cathodic protection.

An informal conference was held in 1971 as a supplement to

the Hoar report to discuss the findings. Six sessions were

held, one for each section of the report [8].

C2. German Federal Republic

Behrens [9] estimated that total losses for the period

1968–1969 were 19 billion DM ($6 billion, 1969 dollars),

with avoidable costs of 4.3 billion DM ($1.5 billion, 1969

dollars). No details were given as to what these figures

include or how they were computed. Total costs were

reported to be about 3% of the West German GNP for

1969, and avoidable losses were roughly 25% of total costs.

These figures, with respect to GNP and percentage of avoid-

able cost, are in good agreement with figures found for other

nations.

C3. Sweden

A partial study of corrosion costs in Sweden by

Tr€adga
�
idh [10] in which painting expenditures to combat

corrosion were analyzed for the year 1964 found these costs

to be 300–400million crowns ($58–77million, 1964 dollars)

with between 25 and 35% being avoidable.

C4. Finland

Costs to Finland for the year 1965 have been estimated by

Vl€asaari [11] to be 150–200millionmarkaa ($47–62million,

1965 dollars). Linderborg [12], referring to these losses,

described the factors that must be taken into account in

TABLE 2.3. National Cost of Corrosion and Corrosion

in the United Kingdoma

Industry or Agency Estimated Cost (£M)

Building and construction 250

General engineering 11

Marine 280

Metal refining and semifabrication 15

Oil and chemical 180

Power 60

Transport 350

Water 25

Total 1365

aSee [7].
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assessing corrosion costs to theFinnishnation.He recognized

that an important factorwas thevariable lifetimes for avariety

of items using the specific example of the automobile.

C5. Union of Soviet Socialist Republics

(Now Russia)

Kolotyrkin [13] reported in 1969 that corrosion costs were

�2% of the GNP, or 6 billion rubles ($6.7 billion, 1969 U.S.

dollars), giving no indication as towhat this figure includes or

how it was computed.

C6. Australia

The direct costs of corrosion in 1973were estimated byRevie

and Uhlig [14] to be A$470 million ($550 million, 1973

dollars). The authors decided that these costs are “probably

too low” considering the factors they used to develop this

figure. Some additional direct costs—mostly labor—for the

mining, transportation, and communications industries were

unavailable. Only muffler corrosion was considered as con-

tributing to automobile losses. Lifetimes were not taken into

account quantitatively. The amount of $470 million was

1.5% of Australia’s GNP for 1973. However, since indirect

costs may equal or exceed this figure, total corrosion costs to

Australia were estimated to be�3% of GNP. No quantitative

effort was made to assess uncertainties or to separate these

costs into avoidable and unavoidable components.

C7. India

For the period 1960–1961Rajagopalan [15] estimated the cost

of corrosion to India was 1.54 billion rupees ($320 million,

1961 dollars). He calculated the expenditures of certain

measures to prevent or control corrosion, including direct

material and labor expenses for protection, additional costs

for increased corrosion resistance or redundancy, costs of

information transfer, and funds spent on research and devel-

opment.Noquantitative estimateofuncertaintywas attempted

nor were avoidable and unavoidable costs broken down.

C8. Japan

A survey [16] conducted from 1976 to 1977 in Japan found

that the annual direct cost of corrosion was 2500 billion yen

($9.2 billion, 1974 dollars), which amounts to 1.8% of the

Japanese GNP. If the indirect costs were included, the total

would increase severalfold.

C9. Previous U.S. Studies

Probably the first itemized measure of the costs of corrosion

in the United States was carried out by Uhlig [17], who

arrived at a value for the total direct corrosion losses of

$5.5 billion for the late 1940s. A more recent study was

carried out by NACE [18]. This study, based on replies of

1006 persons to a questionnaire, estimated the cost to NACE

members of direct expenditures of corrosion control mea-

sures to be $9.67 billion for 1975.

D. COST OF SELECTED CORROSION

CONTROL MEASURES

In order for the corrosion engineer to select the economi-

cally optimum corrosion control measure for a given

specific problem, it is necessary that the corrosion engineer

recognize the pertinent economic factors that bear on the

choice of appropriate corrosion technology. To address this

need, NACE Technical Unit Committee T-3C on Economics

of Corrosion produced and issued in 1972 the Recom-

mended Practice NACE Standard RP-02-72, “Direct

Calculation of Economic Appraisals of Corrosion Control

Measures” [2]. In 1994, the NACE Task Group T-3C-1

issued a technical report [3], “Economics of Corrosion,”

to replace, the simpler and less rigorous from an accounting

practice standpoint, RP-02-72. The objectives of the 1994

report were(1) present the economic techniques in a form that

can be readily understood and used by engineers as a

decision-making tool; (2) facilitate the communication of

decisions between the corrosion technologist and manage-

ment; and (3) justify investments in anticorrosion methods

that have long-term benefits.

The 1994 report used more advanced and standardized

accounting notation and terminology that was based on

American National Standards Institute (ANSI) standard

Z94.5 entitled “Engineering Economy” [19]. Another more

accessible source of the calculational techniques that enable

an economic appraisal of corrosion control measures has

been published by Verink [20]. A useful feature of the report

(also present in the 1972 document) was a section devoted to

worked examples and applications using the calculational

techniques in the report to select process equipment and the

best alternate cathodic protection proposal.
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A. INTRODUCTION

Over $220 billion is lost to corrosion in the United States

each year, according to government and industry studies.

This corrosion cost is equivalent to 3 or 4% of the gross

national product (GNP). The real tragedy of this annual

corrosion cost is that � 15% or more could be saved by the

application of existing technology to prevent and control

corrosion. The existing technology includes the following

methodologies to prevent and control corrosion: proper

design, selection of materials, coatings and linings, cathodic

protection, and inhibitors. Standards, reports, books, and

thousands of technical articles attest to the successful use

of the existing technology to prevent and control corrosion

and thus to reduce the annual losses to corrosion.

B. CORROSION—ANECONOMICPROBLEM

Corrosion is essentially an economic problem. It is vitally

important that engineers and engineering managers be aware

of the economic impact their decisions have on the ability of

a business tomeet its corporate goals. A discipline that assists

in themeasurement of the economic impact of such decisions

is called “engineering economy.”

Engineering economy is concerned with money, both as a

resource and as the price of other resources. Business success

is dependent on the prudent and efficient use of all resources,

including money. The principles of engineering economy

permit direct comparisons of potential alternatives in mon-

etary terms. In this way, they encourage efficient use of

resources.

The economics of corrosion evaluation involves the as-

sessment of the technical validity and economic justification

of each alternative. Corrosion technologists generally spend

much effort exploring the technical validity of materials or

processes. However, each corrosion problem may have more

than one material or process that could satisfactorily solve

the technical problem. Each candidate material or process

probably has a unique stream of investment and operating

*Adapted from “Economics of Corrosion,” Publication 3C194, Technical

Committee Report, copyright � 1994 by NACE International. Reprinted

with permission. Further reproduction is prohibited. NACE technical

committee reports are reviewed every 10 years; users should contact NACE

at P.O. Box 218340, Houston, Texas 77218-8340.
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or maintenance costs while providing equivalent technical

benefits. Indeed, once the technically viable alternatives are

chosen and their respective costs and performance charac-

teristics are isolated, the technologist’s decision becomes one

of financial analysis because almost all of the factors in the

decision process can be reduced to the magnitude and timing

of cash flows.

The purposes of this chapter are:

1. To present the economic techniques in a form that

can be readily understood and used by engineers as

a decision-making tool

2. To facilitate the communication of decisions between

the corrosion technologist and management

3. To justify investment in anticorrosion methods that

have long-term benefits

B1. Basics—Money and Time

Consider the effects of time and earning power on $20.00.

If $20.00 is placed in the bank and earns interest at a rate of

5% per year, it grows to $21.00 when the interest, $1.00, is

paid at the end of the year. Thus, $20.00 today at 5% is

equivalent to $21.00 a year from now. Stated another way,

in order to have $21.00 one year from now, only $20.00 has to

be deposited today if the interest rate is 5%. The $20.00 is

called the “discounted present value” of the $21.00 needed

one year hence.

The initial deposit as well as the earned interest left in the

account have earning power because the interest is com-

pounded, which means that it is computed on both the

principal and the accrued interest.

Suppose the $20.00 were used to pay four equal annual

installments of $5.00 each.Without interest, the $20.00would

be exhausted after making the last payment. If the $20.00 is

deposited in the bank at 5% interest, it will beworth $21.00 at

the end of the first year. Paying out $5.00 would leave $16.00

to be held at 5% interest for the second year. The $16.00

invested at 5% will earn $0.80 in one year. Subtracting $5.00

from $16.80 leaves $11.80 to be held at 5% interest for the

third year. The $11.80 will earn $0.59 by the end of the third

year at 5%. Another annual payment of $5.00 leaves $7.39 to

earn interest during the fourth year. Adding the $0.37 interest

earned during the fourth year and subtracting the final $5.00

annual payment leaves a balance of accrued interest of $2.76.

The earning power of money permits another strategy.

If the initial deposit were reduced to $17.73 at 5% interest,

$5.00 could be paid out each year for four years and nothing

would be left. This example illustrates the distinction be-

tween the terms “equivalent” and “equal.” The $20.00 is

equal to four payments of $5.00 each. It also would be

equivalent to four $5.00 annual payments (only) if the

interest rate were zero. The $17.75 is not equal to the sum

of four payments of $5.00 each. However, when $17.73 is

invested at 5%, it is equivalent to four annual payments of

$5.00.

The term “equivalent” implies that the concept of the time

value of money is applied at some specific interest rate.

Therefore, for an amount of money to have a precise mean-

ing, it must be fixed both in time and amount. Mathematical

formulas and tables are available to translate an amount of

money at any particular time into an equivalent amount at

another date.

Many kinds of translations are possible. For example, a

single amount of money can be translated into an equivalent

amount at either a later or an earlier date. This is accom-

plished by calculating the present worth (PW) or the future

worth (FW) as of the present date. Single amounts of money

can be translated into equivalent annuities (A) involving a

series of uniform amounts occurring each year. Conversely,

annuities can be translated into equivalent single amounts at

either an earlier or a later date. The present worth of an

annuity (P/A) is the single amount of money equivalent to a

future annuity. The single amount equivalent to a past annuity

is referred to as the future worth of an annuity (F/A).

It is also possible to calculate the amount of money that

would be equivalent to a nonuniform series of cash flows.

Two types of nonlinear series that find application are an

arithmetic progression, in which the series changes by a

constant amount, and a geometric progression, in which the

series changes by a constant rate. The arithmetic progression

is considered to be representative of variable costs, such as

maintenance costs, which may increase as equipment ages.

The geometric progression is used to represent the effects

of inflation or deflation.

C. NOTATION AND TERMINOLOGY

The American National Standards Institute (ANSI) standard

Z94.5 titled “Engineering Economy” consists of a compila-

tion of the symbology and terminology of the field so that

the improved communication benefits of standardization are

available to practitioners [1]. With the development and

publication of this standard and its adoption by the Institute

of Industrial Engineers and the Engineering Economy

Division of the American Society of Engineering Education,

it is expected that future books and articles will utilize these

symbols common to engineering economy because they

represent the consensus choice of the prominent modern

authors and educators in this field. This would avoid one of

the significant previous deterrents to the use of thesemethods

in the past.

The reader is referred to ANSI standard Z94.5 for further

details, including functional forms and uses of compound

interest factors, and formulas involving annual compounding

and others involving continuous compounding [1].
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The basic form of the notation used for all time value

factors consists of a ratio of two letters representing two

amounts of money (e.g., P/A or F/P) plus an interest rate (i%)

and a number of periods (n). The customary manner of

writing these is

ðP=A; i%; nÞ

or

ðF=P; i%; nÞ

The present worth (P) of a known annuity (A) can also be

expressed as follows:

P ¼ AðP=AÞ ð3:1Þ

or the future worth (F) of a known present amount (P) is

F ¼ PðF=PÞ ð3:2Þ

Other forms also are common, such as PW(�) or FW(�),
which are called “operators” because they represent some

computational operation, such as the PW or the FW of

whatever is inside the parentheses.

It should be evident that (F/P) is the reciprocal of (P/F) and

that (F/A) and (A/F), and so on, also are reciprocals. This

observation is useful because it means that only three time

value factors need to be tabulated in order to conduct six

operations.

Another algebraic relationship shows that if two time

value factors are multiplied, the product is a third time value

factor. For example,

ðA=FÞ � ðP=AÞ ¼ ðP=FÞ ð3:3Þ

D. METHODS OF ECONOMIC ANALYSIS

Economic analysis methods that are concerned with the

entire service life sometimes are called “life-cycle cost”

methods. Those that lead to single-measure numbers include:

(a) Internal rate of return (IROR)

(b) Discounted payback (DPB)

(c) Present worth (PW) method, also referred to as the

net present value (NPV)

(d) Present worth of future revenue requirements

(PWRR)

(e) Benefit–cost (BCR) ratios

All five methods employ the concept of PW. While

each method has certain advantages, the individual methods

vary considerably with respect to their application and

complexity.

The IRORmethod compares the initial capital investment

with the PW of a series of net revenues or savings over the

anticipated service life. Expenses include all operation,

maintenance, taxes, insurance, and overheads but do not

include return on (or of) the invested capital. From an

economic standpoint, IROR consists essentially of the inter-

est cost on borrowed capital plus any existing (positive or

negative) profit margin. The disadvantage of this method is

that it ignores benefits extending beyond the assumed life of

the equipment and thereby may omit a substantial part of the

actual service life. Thismay lead to unnecessarily pessimistic

measures of long-range economy.

The PWRRmethod is particularly applicable to regulated

public utilities, at which the rates of return are more or less

fixed by regulation. It is particularly applicable when it has

already been determined by IROR analysis that a project is

economically viable, and the engineer wishes to determine

which is the most economic alternative under circumstances

wherein several alternatives produce the same revenue but

some of them create less expense (requirement for revenue)

and consequently a greater profit margin (or lower losses)

than others. The principal objection to the PWRR method is

that it is inadequate when alternatives are competing for a

limited amount of capital because it does not identify the

alternative that produces the greatest return on invested

capital.

The DPB method is somewhat more complicated than

the PWRR method. The BCR method is similar to the IROR

method because both methods involve assessment of alter-

natives, not only for economic measures compared with a

“do-nothing” scenario, but also for incremental measures

associated with incremental capital investments.

The PW method, also referred to as the NPV method, is

considered the easiest and most direct of the five methods

and has the broadest application to engineering economy

problems. Many industries refer to this method as the

“discounted cash flow” method of analysis. This method

often is used as the “referee” method to test the results of

other methods of analysis. Under the circumstances, it is not

surprising that there is a preference for this method and that

primary attention is given to this method in this chapter.

Those interested in exploring the other methods are referred

to standard texts on the subject.

D1. Annual Versus Continuous Compounding

Because actual cash flow (both inward and outward) is

continuous, it appears that continuous compounding is the

more accurate assumption for engineering economy studies.

However, although the overall cash flows tend to be contin-

uous, the cash flow data seldom are sufficiently precise

in economy studies to take full advantage of continuous
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compounding. It is also true that the normal purpose of the

economy study is to analyze some specific event that will

occur at a specific time, so a procedure that is readily

associated with a specific time is usually the most appropri-

ate. For these reasons, and because annual compounding is

conceptually easier to understand and apply, annual com-

pounding is the method primarily used in this chapter. The

PWmethod is a form of discounted cash flow (DCF), wherein

cash flow data, which include dates of receipts and disburse-

ments, are discounted to PW.Before applying thesemethods,

a management judgment is made as to the desired life

(usually expressed as a number of years, n) and the minimum

acceptable rate of return (ROR) on invested capital for a

project (expressed in terms of the effective interest rate, i, or

the nominal rate of return, r). Rates of return (before taxes)

vary among industries, ranging from 10–15%, where obso-

lescence is not high, to 25–40% (or perhaps higher) for

dynamic industries. Obviously, it is convenient if the min-

imum acceptable ROR is known before making engineering

economy analyses. However, it is not always easy to learn

what is considered an acceptable ROR. Under such circum-

stances, it has been helpful to prepare a series of economic

alternatives in which the ROR is varied so that management

can make a choice.

An example illustrates the features of the method. In this

case, the “longhand” method is used. In practice, there are

several shortcuts.

Should an expenditure of $15,000 bemade to reduce labor

andmaintenance costs from$8200 to $5100 per year?Money

is worth 10% and the life of the project is 10 years. For

simplicity, the effects of taxes and depreciation have been

neglected in this example.

Table 3.1 shows the projected pattern of cash flow for

the “defender” (the present method) and the “challenger”

(the proposed method) over the life of the project. A minus

signmeans thatmoney leaves the “bank,”whereas a plus sign

means that the “bank balance” increases in size. The net cash

flow for each year appears in the right-hand column under

the heading “B�A.”

It is apparent that selection of the challenger (plan B)

results in a net positive cash flow. That is, the net amount of

money in the bank is increased over the life of the project

when plan B is selected. Before reaching a conclusion

regarding implementation of plan B, these cash flows are

reduced to a common basis for comparison and to determine

whether the objective of a 10% ROR has been achieved.

The PW (or present value) of these cash flows provides such

a basis. The ROR for plan B is calculated by iteration using

interest tables and interpolating between values.

D1.1. First Iteration. Assume a rate of return of 10% and

refer to Table 3.2:

ðPWÞ ¼ � 15; 500þ 3100ðP=A; 10%; 10 yearsÞ ð3:4Þ
¼ � 15; 500þ 3100ð6:145Þ ¼ þ $4047:95 ð3:5Þ

The ROR for which the discounted cash flow is equal to zero

(i.e., the first term on the right of the above expression is

balanced by the second term) is the actual rate of return. From

the first iteration, it already is evident that plan B returns

more than 10% because the net cash flow is positive. Thus,

plan B, the challenger, is the more economical. The numer-

ical value of the actual rate of return can be determined by

additional iterations. Such an exercise reveals that theROR in

this case is 16.1%.

In this example, plans A and B could represent alternative

materials of construction having different corrosion rates,

with the annual dollar difference being related to the con-

sequences of corrosion on maintenance costs. This presup-

poses the availability of corrosion data that can be used to

estimate expected life, maintenance costs, and so on. Other

examples illustrate how to account for the effects of salvage

value, taxes, and depreciation.

E. DEPRECIATION

Depreciation has been defined as the lessening in value of

an assetwith the passage of time.All physical assets (with the

possible exception of land) depreciate with time. There are

several types of depreciation. Two of the more common

types are physical depreciation and functional depreciation.

Accidents can also cause loss of value, but this cause is often

accommodated in other ways (i.e., insurance or reserves) and

is not considered here.

Physical depreciation includes such phenomena as dete-

rioration resulting from corrosion, rotting of wood, bacterial

TABLE 3.1. Tabulation of Cash Flow

Period

(year)

Plan A

(dollars)

(Defender)

Plan B

(dollars)

(Challenger)

B – A

(dollars)

0 — � 15,000 � 15,000

1 � 8,200 � 5,100 þ 3,100

2 � 8,200 � 5,100 þ 3,100

3 � 8,200 � 5,100 þ 3,100

4 � 8,200 � 5,100 þ 3,100

5 � 8,200 � 5,100 þ 3,100

6 � 8,200 � 5,100 þ 3,100

7 � 8,200 � 5,100 þ 3,100

8 � 8,200 � 5,100 þ 3,100

9 � 8,200 � 5,100 þ 3,100

10 � 8,200 � 5,100 þ 3,100

Totals � 82,000 � 66,000 þ 16,000

Source: E. Verink, “Corrosion Economic Calculations,” ASM Handbook,

Vol. 13, 9th ed., Corrosion, ASM International, Materials Park, OH, 1987,

p. 372 (Table 4).
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TABLE 3.2. 10% Interest Factors for Annual Compounding

Single Payment Equal-Payment Series

n

Compound-

Amount

Factor

(To find F

Given

P F/P, i, n)

Present-

Worth

Factor

(To find P

Given

F P/F, i, n)

Compound-

Amount

Factor

(To find F

Given

A F/A, i, n)

Sinking-Fund

Factor

(To find A

Given

F A/F, i, n)

Present-Worth

Factor

(To find P

Given

A P/A, i, n)

Capital

Recovery

Factor

(To find A

Given

P A/G, i, n)

Uniform

Gradient-Series

Factor

(To find A

Given

G A/G, i, n)

1 1.100 0.9091 1.000 1.0000 0.9091 1.1000 0.0000

2 1.210 0.8265 2.100 0.4762 1.7355 0.5762 0.4762

3 1.331 0.7513 3.310 0.3021 2.4869 0.4021 0.9366

4 1.464 0.6830 4.641 0.2155 3.1699 0.3155 1.3812

5 1.611 0.6209 6.105 0.1638 3.7908 0.2638 1.8101

6 1.772 0.5645 7.716 0.1296 4.3553 0.2296 2.2236

7 1.949 0.5132 9.487 0.1054 4.8684 0.2054 2.6216

8 2.144 0.4665 11.436 0.0875 5.3349 0.1875 3.0045

9 2.358 0.4241 13.579 0.0738 5.7590 0.1737 3.3724

10 2.594 0.3856 15.937 0.0628 6.1446 0.1628 3.7255

11 2.853 0.3505 18.531 0.0540 6.4951 0.1540 4.0641

12 3.138 0.3186 21.384 0.0468 6.8137 0.1468 4.3884

13 3.452 0.2897 24.523 0.0408 7.1034 0.1408 4.6988

14 3.798 0.2633 27.975 0.0358 7.3667 0.1358 4.9955

15 4.177 0.2394 31.772 0.0315 7.6061 0.1315 5.2789

16 4.595 0.2176 35.950 0.0278 7.8237 0.1278 5.5493

17 5.054 0.1979 40.545 0.0247 8.0216 0.1247 5.8071

18 5.560 0.1799 45.599 0.0219 8.2014 0.1219 6.0526

19 6.116 0.1635 51.159 0.0196 8.3649 0.1196 6.2861

20 6.728 0.1487 57.275 0.0175 8.5136 0.1175 6.5081

21 7.400 0.1351 64.003 0.0156 8.6487 0.1156 6.7189

22 8.140 0.1229 71.403 0.0140 8.7716 0.1140 6.9189

23 8.954 0.1117 79.543 0.0126 8.8832 0.1126 7.1085

24 9.850 0.1015 86.497 0.0113 8.9848 0.1113 7.2881

25 10.835 0.0923 96.347 0.0102 9.0771 0.1102 7.4580

26 11.918 0.0839 109.182 0.0092 9.1610 0.1092 7.6187

27 13.110 0.0763 121.100 0.0083 9.2372 0.1083 7.7704

28 14.421 0.0694 134.210 0.0075 9.3066 0.1075 7.9137

29 15.863 0.0630 148.631 0.0067 9.3696 0.1067 8.0489

30 17.449 0.0573 164.494 0.0061 9.4269 0.1061 8.1762

31 19.194 0.0521 181.943 0.0055 9.4790 0.1055 8.2962

32 21.114 0.0474 201.138 0.0050 9.5264 0.1050 8.4091

33 23.225 0.0431 222.252 0.0045 9.5694 0.1045 8.5152

34 25.548 0.0392 245.477 0.0041 9.6086 0.1041 8.6149

35 28.102 0.0356 271.024 0.0037 9.6442 0.1037 8.7086

40 45.259 0.0221 442.593 0.0023 9.7791 0.1023 9.0962

45 72.890 0.0137 718.905 0.0014 9.6628 0.1014 9.3741

50 117.391 0.0085 1,163.909 0.0009 9.9148 0.1009 9.5704

55 189.059 0.0053 1,880.591 0.0005 9.9471 0.1005 9.7075

60 304.482 0.0033 3,034.816 0.0003 9.9672 0.1003 9.8023

65 490.371 0.0020 4,893.707 0.0002 9.9796 0.1002 9.8672

70 789.747 0.0013 7,887.470 0.0001 9.9873 0.1001 9.9113

75 1,271.695 0.0008 12,708.954 0.0001 9.9921 0.1001 9.9410

80 2,048.400 0.0005 20,474.002 0.0001 9.9951 0.1001 9.9609

85 3,298.969 0.0003 32,979.690 0.0000 9.9970 0.1000 9.9742

90 5,313.023 0.0002 53,120.226 0.0000 9.9981 0.1000 9.9831

95 8,556.676 0.0001 85,556.760 0.0000 9.9988 0.1000 9.9889

100 13,780.612 0.0001 137,796.123 0.0000 9.9993 0.1000 9.9928

Source: G. J. Thuesen and W. J. Fabrycky, Engineering Economy, 6th ed., Prentice-Hall, Englewood Cliffs, NJ, 1984, p. 574.
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action, chemical decomposition, wear and tear, and so on,

which can reduce the ability of an asset to render its intended

service.

Functional depreciation results not from the inability of

an asset to be available to serve its intended purpose, but

rather from the fact that some other asset is available that can

perform the desired function more economically. Thus,

obsolescence and/or inadequacy, or inability to meet the

demands placed on the asset, lead to functional depreciation.

Technological advances produce improvements that often

result in obsolescence of existing assets.

The manner in which depreciation is accounted for is

largely a tax question. The language of the tax laws specifies

the procedures that are permissible. Tax laws change from

time to time, so procedures that are attractive under a given

set of circumstances may become unattractive (or even

forbidden) under other circumstances. Some of the more

common methods of depreciation include:

1. Straight line

2. Declining balance

3. Declining balance switching to straight line

4. Sum of the year’s digits

5. Accelerated cost recovery system

E1. Straight-Line Method

The straight-line depreciation method assumes that the value

of an asset declines at a constant rate. If the asset originally

cost $6000 and had a salvage value of $1000 after five years’

life, the annual depreciation would be ($6000 – 1000)/5 ¼
$1000/year. Symbolically, this can be expressed

Annual depreciation; D ¼ P� S

n
ð3:6Þ

The “book value” of the asset would decrease at the end

of each year by the amount of the annual depreciation until,

at the end of the fifth year, the book value would be the same

as the salvage value.

E2. Declining-Balance Method

The declining-balance method assumes that the asset de-

preciates more rapidly during early years than in later years.

A certain percent of depreciation is applied each year to the

remaining book value of the asset. Under these circum-

stances, the size of the depreciation declines each succes-

sive year until the asset is fully depreciated. When the

declining-balance method is used, the maximum rate that

has been permissible for tax purposes is double the straight-

line rate. This accounts for the term “double-declining

balance.”

E3. Declining Balance Switching to Straight Line

Prior to 1981 in the United States, it was allowable to

depreciate an asset using declining-balance depreciation for

the early years and then switch to straight-line depreciation

when the allowable depreciation (using declining balance)

falls below the amount permissible under straight-line de-

preciation. Switching to straight-line depreciation permits

the book value to go to zero eventually. The declining-

balance method switching to straight line has been incorpo-

rated in part of the 1986 version of the ACRS depreciation

method discussed below.

E4. Sum-of-the-Year’s-Digits Method

The sum-of-the-year’s-digits method assumes that the value

of an asset decreases at a decreasing rate. Assume an asset has

a five-year life. The sumof the year’s digits equals 1 þ 2 þ 3

þ 4 þ 5¼ 15. For the $6000 asset mentioned above, which

has a salvage value after five years of $1000, the first year’s

depreciation would be ($6000� 1000)(5/15) ¼ $1666.67.

The second year’s depreciation would be ($6000� 1000)

(4/15) ¼ $1333.33, and so on, until the asset is fully depre-

ciated. This method is no longer permitted in the United

States for new assets.

Most of the property acquired before 1981 is still being

depreciated by one of the methods mentioned above. Each of

these (pre-1981) methods involves the taxpayer estimating

a “useful life” either on the basis of experience or based

on a guideline from the U.S. Internal Revenue Service in

Washington, DC. The guidelines are presented as ranges of

values in theclass life asset depreciation range (ADR) system.

The midpoint of the range is referred to as the “ADR life.”

E5. Accelerated Cost Recovery System Method

For property placed in service after 1981, the accelerated cost

recovery system (ACRS), which is a part of the Economic

Recovery Act of 1981, prescribes a different method for

recovering the cost of depreciable property. The Tax Reform

Act of 1986 revamped the ACRS enacted in 1981. The 1986

act generally is less generous than the prior law, which

combined ACRS with investment tax credit (ITC). While

ACRS was originally designed primarily as an incentive for

investment, the new rules are intended to provide amore even

match between the class lives of particular assets and their

useful lives. Nonetheless, deductions are more accelerated

than under pre-1981 law.

The principal differences between the prior version of

ACRS and the new law are in the class lives of assets and the

methods of recovering their costs. As in the prior law, salvage

continues to be disregarded. The new system is generally

effective for assets placed in service after 1986, but by special

election, property placed in service after July 1, 1986, also

may qualify under the new rules.
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Assets are assigned to one of six classes of depreciable

property or to one of two classes of real property.

The ACRS classes are tabulated in Table 3.3. Costs in the

more short-lived classes (e.g., 3-, 5-, and 10-year classes)

are recovered using double-declining-balance deprecia-

tion. It is permissible to optimize deductions by switching

to straight-line depreciation when this becomes advanta-

geous. The 15- and 20-year classes recover using the 150%

declining-balance method, switching to the straight line

when the depreciation based on the straight-line method

(for the remaining years of depreciable life) is greater than

the declining-balance amount. All real estate is depreciated

by the straight-line method.

The new law does not provide statutory cost recovery

allowances; therefore, averaging conventions are used.

Generally, a half-year convention applies for the first-year

and last-year allowances for depreciable property, and the

midmonth convention applies to real property. A special

rule provides that when more than 40% of asset additions in

any year are placed into service in the last quarter of the

taxable year, a midquarter convention is used to compute

the allowances for all additions during the year. Under prior

ACRS rules, a half-year convention was built into the

statutory allowance for the first year of service, but the cost

of three-year property, for example, still was “recovered in

three years. Under the new statute, the half-year convention

for personal property effectively adds another year to the

cost recovery period because for the same three-year asset

the half-year convention applies to the first year; a full

allowance applies to years 2 and 3, and the remainder is

recovered in the fourth year. Thus, the deductions are spread

over four years although the recovery period is considered

to be three years.

E6. Alternate Cost Recovery System

The 1981 statute provided a variety of alternate cost

recovery options. By contrast, the 1986 statute unifies into

one alternative cost recovery system several variations of

ACRS enacted for various purposes. The alternative system

provides longer lives for assets (i.e., slower rates of depre-

ciation) and utilizes straight-line depreciation. The alterna-

tive system life is its ADR midpoint life. For real property,

the ADR midpoint life is 40 years. If there is no ADR

midpoint for personal property, a 12-year life is assigned.

There also have been changes inACRS class for particular

assets. Under prior law, cars and light trucks were 3-year

property. Now they are classified as 5-year property, as listed

in Table 3.3. Similarly, most equipment that was not a public

utility property was in the 5-year class. Now many types of

equipment are classified as 7- or 10-year equipment.

Notwithstanding these general rules, there are several

assets for which there are special rules. These are listed in

Table 3.4.

Taxpayers may elect the alternative system of determin-

ing the applicable depreciation allowance, or theymay elect

to use the straight-line method over the ACRS life. Either

election is made on a class-by-class basis and, oncemade, is

irrevocable. For example, for property put into service in a

given year, a taxpayer may choose the regular system for the

three- and five-year property, while choosing the alternative

system for the seven-year property put into service that year.

Property put into service the subsequent year is subject to a

new election (on a class-by-class basis).

TABLE 3.4. Special Alternative ACRS Lives

Type of Property

Alternative Class

Life (years)

Semiconductor property 5

Telephone central switching equipment 9.5

Railroad track 10

Single-purpose agricultural structures 15

Municipal wastewater treatment plant 24

Telephone distribution plant and equipment 24

Municipal sewers 50

TABLE 3.3. Recovery Property

ACRS Class and Method ADR Midpoint Special Rules

3-year, 200% DB 4 years or less Excludes cars, light trucks

5-year, 200% DB > 4 to <10 years Includes cars, light trucks, semiconductormanufacturing equipment, qualified

technical equipment, R & D property, and so on

7-year, 200% DB 10 to <16 years Includes agricultural, horticultural structures, and RR track. Property with no

ADR midpoint

10-year, 200% DB 16 to <20 years None

15-year, 150% DB–SL 20 to <25 years Includes sewage treatment plants, telephone, data, and voice communication

20-year, 150% DB–SL 25 years or more Excludes real property with ADR midpoint 27.5 years or more. Includes

municipal sewers

27.5-year, SL N/A Residential rental property

31.5-year, SL N/A Nonresidential real property

Note: DB—declining balance; SL—straight line; N/A—not applicable.
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The 1986 act repeals the ITC. Assets placed into service

after December 31, 1985, are not eligible for ITC. A tran-

sition rule is provided to permit credit for assets for which

binding contracts existed on this date. The transition rule

requires that the asset must be placed into service by a

specific date based on the property’s depreciation recovery

class. The ITC carryovers that had not expired as of Decem-

ber 31, 1985, are preserved and may be used in 1986 (and

thereafter); however, they are reduced by 35%.

For detailed information, readers are referred to the act

itself or to explanatory treatises [2].

F. GENERALIZED EQUATIONS

Generalized equations that simplify the solution of a large

percentage of engineering economy problems have been set

up. These equations take into account the influence of taxes,

depreciation, operating expenses, and salvage value in the

calculation of present worth and annual cost. Using these

equations, an individual problem can be solved merely by

entering data into the equations with the assistance of the

compound interest tables and solving for the unknown value.

The tax rate, t, is expressed as a decimal. Operating expense

is represented by X. The letter S represents salvage value.

For straight-line depreciation

ðPWÞ ¼ �Pþ tðP� SÞ
n

ðP=A; i%; nÞ

� ð1� tÞðXÞðP=A; i%; nÞþ SðP=F; i%; nÞ
ð3:7Þ

In this expression for the present worth, the first term,P, is the

cost at “time zero” of the initial investment. The value at time

zero is a definition of PW (at time zero). Hence, it is not

necessary to translate this amount to another date because

evaluation is made at time zero. Because the investment

involves flow of money out of the bank, the sign of this term

is minus.

The second term is concerned with depreciation. The

depreciationmethod influences themathematical formulation

of this term. The annual amount of tax credit permitted by this

method of depreciation, in this case, straight-line deprecia-

tion, is expressed by [t(P� S)/n]. These equal annual amounts

are translated back to zero time by converting them to present

worth using (P/A, i%, n). The ACRS depreciation methods

allow specific straight-line depreciation options.When one of

these options is chosen, the formulation of this term remains

the same as shown above with the exception that salvage is

ignored. If the straight-line option is not chosen, this term in

the generalized equation becomes a series of terms each

having the tax rate multiplied by the appropriate depreciation

percentage of the initial cost multiplied by the appropriate

single-payment present worth factor (P/F) for the applicable

year and interest rate. The sum of these terms represents the

effect of depreciation on PW.

The third term in the general equation actually consists of

two terms. One is [(X)(P/A, i%, n)], and it represents the cost

of items properly chargeable as expense. Examples include

such things as cost of maintenance or insurance, cost of

inhibitors, and so on. Because this term involves expenditure

of money from the bank, it carries a minus sign. The term

[t(X)(P/A, i%, n)] accounts for the tax credit for this business

expense. Because it represents a saving, the sign is plus.

The fourth term translates the anticipated (future) value of

salvage to present value. This is a one-time event rather than a

uniform series; therefore, it involves the single-payment

present-worth factor. As noted above, theACRS depreciation

method ignores the salvage value of an asset, so when using

the ACRS method, the fourth term is zero.

Present worth can be converted to equivalent annual cost

by use of the following equation:

A ¼ ðPWÞðA=P; i%; nÞ ð3:8Þ

Alternative materials having the same life can be compared

from an engineering economy standpoint merely by com-

paring the magnitude of their present values. However, if the

candidate materials have different life expectancies, it is

necessary to convert present worth to equivalent annual cost,

A, to compare the materials from an engineering economy

standpoint. The material with the lowest annual cost is the

material of choice.

G. WORKED EXAMPLES AND
APPLICATIONS

Example 3.1. Process Equipment. A new heat exchanger

is required in conjunction with rearrangement of existing

facilities. Because of corrosion, the expected life of a carbon

steel exchanger is 5 years. The installed cost is $9500. It is

proposed to substitute a Unified Numbering System (UNS)

S31600 [American Iron and Steel Institute (AISI) 316 stain-

less steel] exchanger having an installed cost of $26,500, and

an estimated life of 15 years, written off in 11 years.Which is

the more economical choice based on annual cost? The

minimum acceptable rate of return is 10%, the tax rate is

48%, and the depreciation method is straight line.

Because the lives of the alternatives are unequal, the

economic choice cannot be based merely on the discounted

cash flow over a single life of each alternative. Instead,

comparison is made on the basis of equivalent uniform

annual costs, commonly referred to as “annual cost,” as

mentioned above. Referring to the generalized equation

(3.7), data in this example are available for only the first

two terms of the equation. The third term, which involves
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maintenance expense, and the fourth term, involving salvage

value, are both assumed to be zero.

The first step is to compute the discounted cash flow over

one life span for each alternative. This involves the calcu-

lation of the PW for each material:

ðPWÞsteel ¼ � $9500þ 0:48ð9500� 0Þ
5

ð3:791Þ ¼ � $6043

ð3:9Þ

ðPwÞ316 ¼ � $26; 500þ 0:48ð26; 500� 0Þ
11

ð3:10Þ

To compare the two alternatives, the discounted cash flows

(PWs) each are converted to annual costs:

Asteel ¼ � $6043ð0:2638Þ ¼ � $1594 ð3:11Þ

A316 ¼ � $18; 989ð0:1540Þ ¼ � $2924 ð3:12Þ

Therefore, the carbon steel heat exchanger, which has the

lower annual cost, is the more economical alternative under

these conditions.

Example 3.1a. Process Equipment. If the carbon steel

exchanger were to require $3000 yearly maintenance (e.g.,

painting, use of inhibitors, and cathodic protection), would

carbon steel still be the preferred alternative?

Maintenance costs are treated as expense items with

one-year life (end-of-year costs). This particular exercise

involves the third term in the generalized equation shown

above. In Example 3.1, the annual cost without the yearly

maintenance cost has already been computed, so in this case

the annual cost including maintenance (stated to be $3000

per year) is obtained simply by subtracting the after-tax

maintenance costs from the result given in Example 3.1:

Asteel ¼ � $1594�ð1� 0:48Þð$3000Þ ¼ � $3154

ð3:13Þ
Because this is an after-tax cash flow, the quantity (1 – 0.48)

($3000) is the after-tax maintenance cost where 0.48 equals

the tax rate expressed as a decimal. The $3000 is the present

value of the first year’s maintenance, so no further discount-

ing is necessary in this case.

By comparing this result with the annual cost of UNS

S31600 in Example 3.1, it is evident that if $3000 is required

each year to keep the carbon steel unit operative, the UNS

S31600 unit would be more economical.

Example 3.1b. Process Equipment. Under the conditions

described in Example 3.1, if it is not certain that a five-year

life will be attained for unprotected carbon steel, at what life

(for carbon steel) is it economically equivalent to the UNS

S31600 heat exchanger?

The carbon steel heat exchanger will be economically

equivalent to the UNS S31600 heat exchanger when their

annual costs are equal. Therefore, the problem can be solved

by determining how many years of life for steel is equivalent

to an annual cost of $2924. Trial-and-error methods are

useful for such problems.

Trying n¼ 3 years

ðPWÞsteel ¼ � $9500þ 0:48
9500� 0

3
ð2487Þ ¼ � $5719

ð3:14Þ
Asteel ¼ � $5719ð0:40211Þ ¼ � $2300 ð3:15Þ

Trying n¼ 2 years

ðPWÞsteel ¼ � $9500þ 0:48
9500� 0

2
ð1:736Þ ¼ � $5542

ð3:16Þ
Asteel ¼ � $5542ð0:57619Þ ¼ � $3319 ð3:17Þ

Thus, a carbon steel heat exchanger must last more than two

years but is economically favored in less than three years

under the conditions given.

Example 3.1c. Process Equipment. Under the described

conditions, how much product loss, X, could be tolerated

after two of the five years of anticipated life (e.g., from roll

leaks or a few tube failures) before the selection of UNS

S31600 is justified?

Equating

A316 ¼ Asteel þAproduct loss ð3:18Þ
� 2924 ¼ � 1594þ ½ð1� 0:48ÞðXÞð0:8264Þ�½0:2638�

ð3:19Þ

Solving for X

� 1430 ¼ 0:1134ðXÞ ð3:20Þ
X ¼ � $12; 610 ð3:21Þ

The term 1–0.48 is recognized from term 3 of the general

equation (3.7) as 1� t, wherein t is the tax rate. The quantity

0.8264 is the single-payment PW factor (P/F, 10%, 2 years)

and translates the product loss, X, to its present worth at time

zero. The quantity 0.2638 is the uniform series capital

recovery factor (A/P, 10%, 5 years) and translates the present

worth of the product loss to annual cost so that it can be added

to the annual cost of steel for comparison with the annual

cost of UNS S31600. If production losses exceed $12,610

in year 2 (no losses in other years), the UNS S31600 heat

exchanger is justified.
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Example 3.2. Cathodic Protection. It is proposed to

cathodically protect an underground pipeline installation,

assuming the following: i¼ 10%, t¼ 34%, straight-line

depreciation. Three proposals have been made:

1. Anodes, 4250 at $100,000, installed. Useful life,

10 years.

2. Thirty (30) rectifiers with groundbeds at $100,000,

installed. Expected life, 20 years with annual mainte-

nance cost of $5900.

3. A “mixed” system involving rectifiers ($18,000 in-

stalled plus $1200/year maintenance for 20-year life)

plus anodes ($82,000 installed for 10-year life).

For proposal 1,

ðPWÞ1 ¼ � 100; 000þð0:34Þ 100; 000� 0

10
ð6:1446Þ

¼ � $79; 108 ð3:22Þ

A1 ¼ � 79; 108ð0:1628Þ ¼ � $12; 879 ð3:23Þ

For proposal 2,

ðPWÞ2 ¼ � 100; 000þð0:34Þ 100; 000� 0

20
ð8:5136Þ

� ð1� 0:34Þð5900Þð8:5136Þ ¼ � 118; 679

ð3:24Þ

A2 ¼ � 118; 679ð0:1175Þ ¼ � $13; 945 ð3:25Þ

For proposal 3, for the anode portion,

ðPWÞ3 ¼ � 82; 000þð0:34Þ 82; 000� 0

10
ð6:1446Þ

¼ � $64; 869 ð3:26Þ

A3 ¼ � 118; 679ð0:1628Þ ¼ � $10; 561 ð3:27Þ

For the rectifier-driven portion,

ðPWÞ3 ¼ � 18; 000þð0:34Þ 18; 000� 0

20
ð8:5136Þ

� ð1� 0:34Þð1200Þð8:5136Þ ¼ � $22; 138

ð3:28Þ

A3 ¼ � 22; 138ð0:1175Þ ¼ � $2601 ð3:29Þ

AT ¼ A3ðanodesÞþA3ðrectifiersÞ ¼ � 10; 561� 2610

¼ � $13; 162 ð3:30Þ

Under these particular conditions, proposal 1 is calculated to

be the least expensive alternative on the basis of lowest

annual cost, followed by proposal 3.
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A. BACKGROUND

Predicting the performance of materials in operating envir-

onments can be approached by an orderly stepwise procedure;

this procedure is described in this chapter and examples are

given. Before describing this procedure, it should be under-

stood that all engineeringmaterials are reactive chemicals. As

table salt dissolves in water, so any engineering material can

dissolve rapidly and completely in some environments. In

view of this inherent reactivity, the surprise is not that

materials fail; the surprise is that they work.

For metals in aqueous solutions, the barrier that prevents

inherently reactive materials from dissolving is a thin insol-

uble compound on the surface between the reactivemetal and

the chemical environment. Such a barrier or film is called a

“passivating film” because it passivates the inherent reactiv-

ity and because the term “film” implies thinness and fragility.

Thus, predicting and assuring reliable performance need to

be undertaken with great care and with full understanding of

both the inherent reactivity of metals and the fragility of the

thin barriers that provide protection. Similar patterns of

reactivity and self-protection apply to all solids. Figure 4.1

shows the relative thinness of protective films on iron alloys

in neutral aqueous solutions.

Much of this discussion is oriented toward large systems

since these are the most complex, and it is often thought that

predicting their corrosion-affected lifetimes either is not

possible or must necessarily be guessed. This is not true,

and a straightforward approach to predicting the corrosion

behavior of complex systems is described in this chapter.

Simpler systems can be approached using the samemethods,

but shortened.

In this chapter, while predicting performance is the nom-

inal topic, “assuring performance” is implicit within the same

framework. In this discussion, “predicting” carries with it

the responsibility of “assuring.” For simplicity in this chapter

“predicting” is used, but it should be understood that

“assuring” is implied.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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The approach of this chapter follows the corrosion-based

design approach (CBDA) [1, 2]. This is based on the idea that

the subject of corrosion is a design science; the specific study

and subject of corrosion would not be important except as it

relates to assuring the reliable performance of equipment.

The CBDA is not directly related to designing components

for their functions; it is the purpose of the CBDA to assure

that components work reliably in their intended applications

and for their intended lives.

This chapter should be as useful to designers as to

specialists in corrosion. This chapter is organized mainly

around the design process and associated decision making.

Lists and charts are included for identifying issues that need

to be dealt with and for measuring progress toward achieving

goals. This chapter also recognizes that much of design is a

feedback process. As new information is acquired, it can be

introduced into the design and operations.

While predicting performance and assuring reliability, as

discussed here, follow an underlying theme that is related

to degradation of materials, dealing with predicting the

performance of large systems is not included here. Such a

broader subject embraces prediction and assurance proce-

dures such as HAZOP (hazard and operability) and HAZAN

(hazard analysis). The former is concerned with “what if”

kinds of questions that are traditionally more related to

system design and arrangement of components; the latter is

concerned with mathematical analyses and is often called

probabilistic risk assessment (PRA) or quantitative risk

assessment (QRA). These approaches and similar ones are

dealt with comprehensively in a series of texts published by

the American Institute of Chemical Engineers (AIChE) and

others, including Kletz [3–8].

It is not the province of this chapter to consider whether

pipes in a complex chemicals plant are connected properly or

whether a given check valve is inserted in the wrong direc-

tion; such subjects are the province of other methodologies

such as HAZOP. Operator error is not a part of the present

discussion except as it may relate to factors that affect

degradation. On the other hand, many failures that lead to

the shutdowns of plants result from degradation that is not

traditionally included (but should be) in such methodologies

as HAZOP and HAZAN.

The degradation of materials generally occurs via three

well-known avenues: corrosion, fracture, and wear. Corro-

sion is traditionally related to chemical processes that break

chemical bonds; fracture is related to mechanical processes

that break bonds; and wear is related to relative motion that

breaks bonds. These are, to some extent, separate consid-

erations, but they are also interconnected. Chemical

environments accelerate fracture; chemical environments

accelerate wear and vice versa as wear products produce

deposits that accelerate corrosion; and fracture processes

can permit one component to contaminate another. It is not

possible in this chapter to deal with the three traditional

subjects of degradation or with their interactions except for

stress corrosion cracking (SCC) and corrosion fatigue (CF),

both of which are traditionally considered to be part of

corrosion. The subject generally understood as corrosion is

the focal point of this chapter. However, the procedures

developed herein are generally applicable to the three

general modes of degradation.

There are some nomenclature problems here. “Corrosion”

is often considered to bewhat happens tometals, whereas the

subject of “durability” is often considered to embrace the

chemical degradation of concrete. Degradation of polymers

is often considered as “bond breaking.” No effort is made

here to deal broadly with the degradation of all types of

materials and with their respective historical terminology.

However, the chemical-, mechanical-, and wear-type degra-

dations occur in all solids, and the treatment of all of these can

be readily embraced in the framework of this chapter.

However, most of the examples here are based on the

behavior of metallic materials in aqueous solutions, and

many of the examples are taken from the nuclear industry.

FIGURE 4.1. Film thickness versus electrochemical potential for

Fe, Fe–10 Ni, Fe–10 Cr, and Fe–10 Ni–10 Cr alloys after 1 h of

polarization at 25�C measured in pH 8.4 in borate buffer solution.

(After Goswami and Staehle [9].)
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Regardless of whether corrosion, fracture, or wear is

considered individually or as their interactions (i.e., corrosion-

accelerated wear) the generic subject covered here is

“degradation.”However, the term“corrosion” ismoregeneral,

as it is derived from the Latin word that means “to gnaw,” and

this term is used.

This chapter takes a bottom up approach. Here, predic-

tions start with individualmaterials in individual components

as these materials sustain different environments on their

surfaces. Such an approach is characteristic of corrosion

problems; they must be dealt with specifically at the inter-

faces between materials and environments. In contrast, other

approaches to reliability (e.g., HAZOP) ask the questions

about the performance of components as they interact to

produce a reliable system. Unfortunately, many of these

approaches ignore questions of the chemical and mechanical

stability of materials, and the conclusions of these exercises

are often incomplete since the degradation of materials was

not considered.

Predicting the performance of materials in components

usually involves more than one possible mode of failure in

more than one location. Figure 4.2 illustrates different sub-

modes� [9] of corrosion that have occurred at different

locations on an example U-tube in a recirculating steam

generator of a pressurized water nuclear power system. Here,

at seven different locations, eight modes and submodes of

corrosion have occurred. For a prediction of performance in

the application typified in the case of Figure 4.2, the seven

different locations have to be identified explicitly together

with the possible modes and submodes which can occur at

each of the locations. A complete consideration of possible

failures in the case of Figure 4.2 would require a matrix of 56

different possible interactions; approaching such apparent

complexity is dealt with in this chapter. Each combination of

locations and modes which is analyzed for corrosion in this

chapter is called a “mode–location” case.

Generally, in predicting corrosion performance, the best

guidance is obtained from applicable and prior engineering

experience. Such experience provides bases for determining

what mode–location cases should be considered and where

additional research is necessary. Engineering experience

may also bemisleading in the sense of providing unwarranted

confidence; small changes of environments in new applica-

tions often produce enormous differences in corrosive con-

ditions, especially where concentration processes occur.

Also, the experience obtained from several units operating

for relatively short times is often mistakenly used to assure

long-time experience. In developing predictions, the CBDA

method includes both engineering experience and potentially

important effects that may not have been obvious in previous

applications.

Predicting the performance of materials as a part of a

larger system of components is not accomplished with a

single model for a single process. Predicting performance is

more generally a “bookkeeping” problem as described here.

Predicting performance requires, above all, both accounting

for numerous possible circumstances that can produce failure

and developing explicit responses. Some of these responses

that describe specific mode–location cases can be intensely

mathematical but as parts of this larger framework. The

bookkeeping approach described here requires that explicit

decisions be made either to include or to neglect considera-

tions of certain possible failure conditions. Such decisions

can become part of the design assumptions and part of the

written record of the design.

The approach taken here considers “design” to embrace

the full set of factors that affect reliable performance. Thus,

considerations of corrosion, as they affect reliability, are as

important as the product meeting its initial commitments to

functions. Design, then, should include the elements of the

CBDA.

The CBDA is based on the premise that materials have

properties that depend on their environments. For example,

the strength of a stainless steel listed in a reputable handbook

may be useless in the presence of chloride ions since the

useful strength is no longer the handbook strength but rather

is the threshold stress for the occurrence of stress corrosion

cracking, SCC†; this threshold strength may be 10% of the

yield stress. The same is true for nominally high strength

materials; in the presence of small defects, the actual strength

of these materials decreases with increasing strength when

exposed to many common environments. This modified

strength is called “situation-dependent strength” and has

been described in detail [11].

Predicting performance should also be considered in the

context of the “cause” and “mode” of failure. The cause of

failure is what has to be fixed and is generally in the realm of

institutional and economic decisions. The mode of failure

refers to the process by which failure occurs. For example,

SCC occurs via the mode of a chloride- and oxygen-contain-

ing aqueous environment being exposed to austenitic stain-

less steel. How this process occurred, the sources of chloride,

oxygen, temperature, and stress relate to themode. The cause

of this failure may be related to the choice of stainless steel

for reasons of false economics, lack of instrumentation (or

maloperation or lack of redundancy) to detect the conduc-

tivity that results from chloride leaking from a condenser, or

lack of training of operators. The emphasis in the present

�The concept of “modes” and “submodes” is explained in Section E. The

mode is a generic term (e.g., SCC), and submodes of SCC have, respectively,

different dependencies.

† The abbreviation SCC is used throughout for “stress corrosion cracking.”

Also, the abbreviation. IGC and CF are used, respectively, for “intergranular

corrosion” and “corrosion fatigue.” The terms IGSCC and TGSCC refer

similarly to “intergranular SCC” and “transgranular SCC.”
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 FIGURE 4.2. Schematic relationship of location to possible mode–location cases of corrosion

for a U-tube steam generator used in pressurized water nuclear reactor systems. Tube sheet

shown at bottom. Full-width tube support shown above tube sheet; other periodic locations of

tube sheets noted. (a) Single tube of U-tube in steam generator of pressurized water reactor (PWR)

systems. (Numbers in brackets indicate similar submodes although they may occur at different

stresses or temperatures. Curved vignettes indicate that the view is perpendicular to the axis of the

tube; straight vignettes indicate that the view is parallel to the axis of the tube.) (b) High stress from

bending and forming in U bend produces axial SCC, [1], from primary side. (c) Immediately above

the tube support with circumferential corrosion fatigue, [1], from secondary side. (d) Free span from

secondary side with, [1], wastage on cold leg. (e) Free span from secondary side with axial SCC on

hot leg side, [1]. (f) Tube at tube support with axial SCC, [3], and IGC, [2]. (g) Denting at intersection

of tube support and tube gives stresses in tube which produce axial SCC, [1], from the primary side.

(h) Tube inside sludge pile above the tube sheet with corrosion on secondary side: pitting

[1]; wastage, [2]; IGC, [1]; axial SCC, [1]. (i) Roll transition with circumferential SCC, [3], on

secondary side and axial SCC, [1], on the primary side. (j) Expanded tube in tube sheet with axial

SCC, [1], from primary side. (After Staehle [10].)
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approach to prediction is upon using a format that requires

explicit considerations of all the possible modes by which

failure can occur. Avoiding serious consideration of a mode–

location case for reasons of economics or haste is a “cause” of

failure.

There is an approach to analyze failures used in some

industries called “root-cause” analysis. This is a misnomer

since these exercises usually deal with mode and not cause.

Furthermore, these exercises almost never get to a root of

anything. In many cases, identifying real cause would em-

barrass the responsible organization.

The comprehensive approach to predicting and assuring

lifetime used here is based on the CBDA. This CBDA is

implemented according to the following steps�:

[1] Environmental Definition. Defining the environment

involves specifying the conditions inwhich amaterial is

required to perform reliably. Themost broadly acknowl-

edged “environments” are usually chemical, but envi-

ronment should be considered more broadly to include,

for example, thermal conditions and conditions of

stressing as described in Sections C3 and C4.

[2] Material Definition. Defining a material involves

more than specifying, for example, a stainless steel of

some well-known composition and properties; the

reactivity of even well-known materials is affected by

seemingly subtle processes such as the preferential

concentration of impurities at grain boundaries.

Defining a material means to define it with respect to

its reactivity as such reactivity may be exacerbated, for

example, by the composition of grain boundaries,

second phases, cold work, or particular combinations

of impurities.

[3] Mode Definition. Defining the mode of corrosion

means to define the morphology of the degradation,

or the avenues followed by the degradation and their

dependence on the “principal variables” (for metals in

aqueous environments the principal variables are po-

tential, pH, species, temperature, stress, alloy compo-

sition, and alloy structure).When there ismore than one

occurrence of a mode, and the dependencies of such

occurrences (e.g., alkaline and acidic SCC) on the

principal variables are different such different occur-

rences are called “submodes.” Figure 4.3 shows sche-

matically the morphologies of the intrinsic† modes of

degradation.

[4] Superposition. Superposition involves comparing, for

a specific material, the various possible modes of deg-

radation and their dependencies with the prevailing

environments identified in the “environmental

definition.” If the modes of degradation can occur

within these environments for a defined material, then

further work may be required to analyze performance,

or the conditions of the overlap should be avoided and

the design should be changed. At this point, it is

common to add inhibitors to the environment or change

the material, change the operating conditions (e.g.,

lower the temperature), lower themean stress,minimize

residual stress, change aspects of the design, eliminate

crevices, or eliminate stress intensifications.

[5] Failure Definition. Defining failure means to define

the objectives of the prediction. Failure implies quite

different outcomes in different industries as well as

within even a single component, depending on re-

quirements for reliable performance and/or safety.

Failure in the food or the architecture industries may

involve the appearance of rust on steel parts, although

FIGURE 4.3. Schematic views of five intrinsic modes of corrosion penetration: general (including

wear, erosion, and fretting), intergranular, pitting, SCC, and fatigue cracking.

� In this text, boldface numbers in brackets are used to indicate an action or an

event that requires checkingor action as opposed to a numerical list of aspects

or features.

† The term “intrinsic” refers to modes thai are sustained by the material

regardless of the geometric features of die environment. For example,

“crevice corrosion” is not a mode of corrosion but rather is general corrosion

that occurs inside a crevice just as the same general corrosion could occur

outside the crevice. Similarly, “microbiological corrosion” is not a mode of

corrosion but an environment that can produce any of the intrinsic modes.
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there is little loss of material; in other industries, while

a crack may exist and may be propagating, it is not

considered a failure until it approaches some fraction

of KIc .
� Failure may involve the perforation of a single

tube in a heat exchanger consisting of several thou-

sands of tubes; on the other hand, failure may not be

defined until some larger fraction, say 10%, of the

tubes are failed and plugged. (Although individual

tubes would have been plugged at early outages.)

Furthermore, failure or approaching the possibility

of failure implies certain responses and actions;

developing or defining such action levels is also a

part of defining failure.

[6] Developing a Statistical Framework. All degradation

phenomena are inherently statistical, even under ideal

conditions, owing to the multiple pathways by which a

single corrosion mode can proceed. Furthermore, even

when the same nominal materials are used (but with

different vendors and different times of manufactur-

ing), subtle and not so subtle differences occur among

them (e.g., heat-to-heat variations). Finally, the prop-

erties of environments vary even, again, under ideal

conditions. Thus, to account for these intrinsic and

extrinsic variabilities, it is necessary to treat the prop-

erties of materials and environments in a statistical

framework. It should be recognized that failure does

not usually occur when the mean or median of failure is

reached (e.g., failure of half the tubes in a condenser); by

this point the equipment is generally decimated. Rather,

failure occurs when possibly 0.01 or 0.1% of subcom-

ponents (e.g., tubes, welds, and area) fail. Thus, it is

usually necessary to predict the very earliest failures;

such predictions are necessarily based on statistical

methods.

[7] Accelerated Testing. Since most equipment is in-

tended to perform for many years, whereas the tune

available for prior testing is short, some accelerated

testing may be necessary. Accelerated tests are invoked

for obtaining quantitative predictions or at least some

indication of the capacity of materials to endure

extended circumstances. Results from such testing

provide credibility to predictions. Acceleration is

achieved through the use of various “stressors” (higher

temperatures, higher stress, lower pH, higher chloride

concentration, and cold work of the material) that can

be used to intensify the exposure; using several differ-

ent stressors helps to confirm that correlations being

used are credible. The essential requirement of accel-

erated testing is that the acceleration produce the same

mode of failure that is expected under the nonacceler-

ated nominal and longer term conditions.

[8] Prediction. In predicting performance, the foregoing

seven steps are integrated to determinewhen failure can

occur and how such failures would relate to the criteria

for failure.

[9] Monitoring, Inspection, and Feedback. Perfect pre-

dictions could require generally large efforts and

possibly prohibitively long times; further, some even-

tualities cannot be readily predicted. Most engineer-

ing systems can be monitored and inspected, and the

data can be “fed back” to designers and operators. This

feedback process is implicit in prediction although

there are some engineering circumstances (storage of

radioactive waste) where feedback from inspection

and monitoring is not practical over the life of the

project.

[10] Modification in Design, Materials, Manufacturing,

Operation, Monitoring, and Inspection. Data taken

from operation, including failures, can be compared

with predictions and design life objectives to determine

what changes need to be made in the design, materials,

manufacturing, operation, monitoring, and inspection.

This chapter describes the implications and implementa-

tion of these 10 steps of the CBDA. Certain of these steps

(e.g., environmental definition) is emphasized in proportion

to their importance to reliable performance.

B. SCOPE OF PREDICTION

B1. Chronological Stage

It is often assumed that prediction applies mainly to steady-

state operation of equipment Actually, failure can occur at

any time in the life of a component starting from the earliest

stages ofmanufacturing. The stages atwhich degradation can

occur, and therefore needs to be considered, are identified

in Figure 4.4; examples of failures at these various stages

are well known. The stages in Figure 4.4 apply to complex

equipment. Less complex equipment and products may

involve fewer stages, but analyzing the successive stages,

as in Figure 4.4, is still incumbent upon designers.

B2. Hierarchical Levels

Often, a single failure in a component causes an entire system

to be shut down. On the other hand, the failure in this single

component may result from ingesting chemicals produced in

another part (although connected) of the system. Further-

more, any system contains many subsystems, components,

andmaterials all ofwhich are vulnerable to failure oneway or

another. Thus, in general, predicting failure means consid-

ering a larger system than a single component and a single

material. While such a comprehensive approach may not� See Section C5 for a discussion of KIc .
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always be necessary, it needs to be considered, and the

relevant parts of connected systems need to be identified.

Such an integrated consideration involves eight hierarchical

levels:

[1] Stage [SGj].
� The chronological or sequential stages

which need to be considered are enumerated in

Figure 4.4. Analysis needs to be carried out at each of

the chronological stages with the extent appropriate to

the stage. Failures caused at early stages in the chro-

nology of Figure 4.4 are sometimes helpful in refining

the manufacturing process or in reacting to fullscale

testing. More important is the possible initiation of

failure that develops during the early stages and that

produces eventual failures during steady-state opera-

tions (e.g., improper processing, machining lubricants

that contain MoS2, or cleaning operations that contain

HF where subsequent rinsing has been inadequate).

[2] Site [STj]. An overall sitemay include several systems.

A power station contains the transmission equipment,

electrical transformers, power plant, fuel handling, and

others.

[3] System [SYj]. A single system may have a higher pri-

ority for analysis. This is often the power plant in a

power station. The overall analysis of a system is

usually the province of HAZOP- and HAZAN-type

analyses.

[4] Subsystem [SSj]. Within a power plant there are nu-

merous subsystems. These would include, with their

connected parts, turbine, primary water system, second-

ary cooling water system, and tertiary cooling system.

[5] Component [CMj]. Within a subsystem [SSj] there are

numerous components. For example, a secondary sys-

tem of a pressurizedwater nuclear power plant includes

a steam generator, condenser, feedwater heaters, and

turbine.

[6] Subcomponent [SCj]. In a particular component there

are subcomponents. For example, in a nuclear steam

generator there are tubes, vessel walls, steam separa-

tors, baffles, tube supports, and tubesheets.

[7] Locations for Analysis [LAi]. At the LAi the analysis

begins. An LAi is a location where failure is likely and

should receive careful considerations. Such locations

are usually identified by some combination of corro-

sion-prone materials, locally high stresses, stress in-

tensifications, high heat transfer rates, high flows, and/

or the occurrences of crevices and deposits. At an LAi it

is possible to be specific and consider the surface of a

material with respect to predicting its performance.

However, as described in Section C.3, the possible

failure at any LAi may be influenced by factors such

as corrosion products from other components within

the proximate system or from other systems (copper

from condensers, leaks through turbine seals, insoluble

iron products from piping). Further, there may be

multiple LAi on a single component as noted in the

example of Figure 4.2.

[8] Modes and Submodes of Degradation [MDj, SDj]. The

MDj or SDj are illustrated in Figure 4.3. The full set of

MDj, or SDj need to be identified as they apply to each

of the LAi. At this point, the analysis begins and may

include either approximate correlations or detailed

FIGURE 4.4. Schematic illustration of the 15 stages in the chronology of equipment. Stages

separated in two categories according to whether they relate to conditions before startup or after.

At each of these stages the possibility of aggressive degradation has to be considered.

� In each of the hierarchical levels, the subscripts i and j arc used since there
may be multiple elements. The subscript j is used when the elements have a

horizontal character; i is used when the elements have a vertical character.
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mathematical models as they are required to describe

a given mode–location case.

B3. Mode–Location Approach:

Explicit Considerations

The central activity of the CBDA involves identifying and

analyzing specific combinations of locations and modes

called “mode–location” cases. The details of how locations

and modes are identified is discussed in Sections C and E.

Figure 4.2 shows examples of 14 mode–location cases on a

single subcomponent. The specific steps in implementing the

mode–location approach follow:

[1] Identify reference subcomponent for analysis.

[2] On the reference subcomponent, identify the LAi. At

this step, it is necessary to recognize that there may be

multiple LAi on a single component, as shown in

Figure 4.2. While they may vary depending on how

failure is defined (see Section G) and with other con-

siderations in the overall system, the LAi are selected

by identifying where failure, or aggressive conditions,

are reasonably most likely. LAi include locations, for

example, where:

a. Chemical environments are the most aggressive,

most concentrated, at the extremes of pH, include

geometries that produce deposits, involve electro-

chemical cells, or have crevices.

b. Stresses are high due to combinations of applied and

residual contributions, and stress intensifications

are present.

c. Thermal conditions provide the highest stresses,

highest surface temperatures, and highest heat

fluxes.

d. Flows are highest, flows change direction, flows are

stagnant, or flows are erosive.

e. Other aggressive conditions.

Identifying such locations, generally, is based upon the

judgment of experienced engineers but needs to include

considerations of disciplines familiar with special in-

puts such as stress analysis, fabrication, material prop-

erties, and corrosion. Initially, it may be useful to select

more locations rather than fewer since predicting failure

is the inverse of justice: guilty until proven innocent.

[3] Identify the set ofmodes,MDj, and submodes, SDj, that

may reasonably occur over the range of LAi. Disci-

plines that are knowledgeable in such modes should be

involved.

[4] Develop a matrix where the relevant LAi and MDj/SDj

can be related. Such a matrix together with examples

of LAi and MDj/SDj is shown in Figure 4.5(a and b).

Here, for the steam generator component that connects

the primary (inside of tubes) with the secondary (out-

side of tubes) system, the significant locations for

analysis are shown in Figure 4.5(a). For each of these

locations, the possible modes and submodes of degra-

dation are also shown in Figure 4.5(a). Figure 4.2

provides perspective for Figure 4.5.

In Figure 4.5(b), a table is shownwhere the locations

for analysis, LAi, are listed in the vertical column and

possible modes, MDj, and submodes, SDj, are shown

along the horizontal axis. Also, in the second and third

columns, the locations on the inside (primary) and

outside (secondary) of the tubes where the LAi, are

relevant are noted. The table in Figure 4.5(b) is the focal

point of analysis in the CBDA.

[5] Define specific actions that might be taken at each

cell of Figure 4.5b. Figure 4.6(a) shows the explicit

actions that can be considered for each of these matrix

elements defined by LAi and MDj/SMj. For example,

in the j¼ 13, i¼ 2 cell, no action is necessary because

wear at this location is not reasonable; also fatigue in

the sludge, j¼ 12, i¼ 5, can be rejected. On the other

hand, wastage in the sludge pile, j¼ 10, i¼ 5, can

occur and needs to be considered as a possible failure

mode at that location.

Continuing to consider how the chart of Fig-

ure 4.5(b) might be used, after substituting a new alloy

such as alloy 690 for the older alloy 600 in the steam

generator shown in Figure 4.5, the mode of LPSCC,

j¼ 1 can be omitted from consideration at all locations

on the primary side, i¼ 1, 3, 6, 10; and pitting, j¼ 11,

might be eliminated from the primary and in some

instances from the secondary side. The justification for

eliminating other cells is based on likely risks. Fig-

ure 4.6 shows how the mode–location chart might

appear for two different alloys in Figure 4.6(b).

[6] Develop quantitative models for each of the mode–

location cells. Many of the cells in Figure 4.5(b)

can be modeled by well-known relationships. While

there is always an academic interest in modeling

phenomena such as those in the cells of Figure 4.5(b)

using relationships developed from first principles,

such relationships are rarely better or more general

than good correlations. Further, the development of

such fundamental models after requires more than

the available time.

For most of the SCC submodes, the mean-value

data might be modeled with a simple equation of a

power law-exponential type as shown in Eq. (4.1):

x ¼ A½Hþ �n½x�psmeE�E0=beQ=RTtq ð4:1Þ
Pitting might be modeled as Eq. (4.2):

x ¼ B½Hþ �n½x�peE�E0=beQ=RTt1=3 ð4:2Þ
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 Linear processes such as wastage might be modeled

as Eq. (4.3):

x ¼ C½Hþ �n½x�peE�E0=be�Q=RTt ð4:3Þ

where

A, B, C, n, p, m, b, q¼ constants unique to specific

correlations

x¼ depth of penetration

H¼ hydrogen ion concentration

x¼ concentration of relevant species (e.g., chloride)

s¼ stress

E¼ electrochemical potential

E0¼ equilibrium or corrosion potential

Q¼ apparent activation energy

R¼ gas constant

T¼ absolute temperature

t¼ time

The constants in Eqs. (4.1)–(4.3) can be determined

often from previous engineering experience or from

laboratory experiments; these values might also be

determined by extrapolations from accelerated tests

as described in Section I. Depending on what consti-

tutes failure (Section G), various statistical functions

(Section F) can be inserted into these cells as described

in Section H.

[7] Develop statistical expressions. Developing stati-

stical expressions for describing failure data is de-

scribed in Section H. However, how such expressions

are developed depends on what constitutes failure.

FIGURE 4.5. Bases for mode–location analysis. (a) Schematic view of steam generator with

different locations for analysis, LAi, and possible modes, MDi, and submodes SDi noted for a single

tube (out of several thousands), (b) Chart for aggregating mode–location cells as applied to a steam

generator in a pressurized water nuclear power plant. The prefixes LP, HP, Ac, MR, Ak, and Pb for

SCC and ICG refer to “low potential,” “high potential,” “acidic,” “mid-range pH,” “alkaline,” or

“lead” for “stress corrosion cracking” and “intergranular corrosion.”
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For example, if a description of the mean behavior

is acceptable for the application, equations

like (4.1)–(4.3) are adequate. However, if an appli-

cation fails when 0.01 or 0.1% of the elements fail,

then a statistical interpretation is necessary for quan-

tifying the cells in Figure 4.5(b), and this is discussed

in Section H.

B4. Explicitness and Simplification

There may be practical limits to the extent of work that can be

undertaken in responding to the cells inFigure 4.5(b). To some

extent the process can be simplified since many of the modes

follow the same general patterns as shown in Eqs. (4.1)–(4.3).

Also, some of the cells can be neglected, as in Figure 4.6, as

FIGURE 4.6. Possible actions and results for preparing mode–location charts. (a) Possible actions

for each cell. The use of statistical results is discussed in Section H and Figure 4.30. Here the time to

fail at a cumulative fraction failed of 0.001 is noted. Also, the cumulative expression F(t) is inserted.

(b) Examples of possible charts where two different alloys, alloy 600 (76 Ni–16 Cr–7 Fe) and alloy

690 (60 Ni–30 Cr–10 Fe), are applied to the pressurized water nuclear steam generator application

shown in Figure 4.5. Where a cell can be neglected, it is noted as crossed out.
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irrelevant to the specific application, that is, mechanical wear

may not occur at the free span.

The mode–location matrix shown in Figure 4.5(b) pro-

vides a simple but rigorous basis for prediction in that it

requires explicit considerations of each cell. Thus, explicit

action has to be taken for each mode–location cell, and

possible explicit actions are described in Figure 4.6(a). These

actions can include developing a specific experimental pro-

gram to develop the necessary correlation, or they may

include deciding to not consider or include the cell. Such

decisions could then become a matter of record, the wisdom

of which can be reviewed over time.

Once the array of necessary information is defined from

explicit consideration of the cells in Figure 4.5(b), a program

of experiments and/or review of engineering experience can

be organized to obtain the information in some efficient way,

that is, some of the cells may depend on the same or similar

variables or exhibit similar dependencies.

Responses to completing the information for each cell

depend on the application. For example, failure (as defined in

Section G)may occur when 10% of tubes in a heat exchanger

fail. Thus, the information needed in a cell is the time to fail

10% of tubes. In other cells, the time to penetrate 50% of the

wall is the appropriate information. In the case of welded

pipes, failure can occur when one weld out of 1000 fails

(0.1%). Thus, the information to be gathered for each of the

cells could be different possibly even in the same subcom-

ponent and would depend on the definition of failure from

Section G.

C. CBDA STEP [1]: ENVIRONMENTAL

DEFINITION

C1. Perspective

The environments to which materials are exposed dominate

considerations in predicting and assuring their reliable

performance. Further, defining environments is often

the most poorly treated part of design. Environments, at

best, are difficult to define, and their broad and uncertain

variability increases the difficulty of prediction. Environ-

ments include a broad array of chemical and nonchemical

considerations as noted in Section C2. In addition, envir-

onments that constitute aggressive conditions are not al-

ways obvious; for example, many corrosion reactions that

proceed by complexing in the liquid or gas state are not

commonly appreciated (e.g., the SCC of zirconium alloys in

dilute iodine gas and the SCC of titanium in alcohols).

Sometimes, pure environments (e.g., pure water) are very

corrosive, as for the case where pure water produces SCC of

alloy 600 in the range of 250–400�C. For these reasons,

special emphasis is placed on step 1 of the CBDA, envi-

ronmental definition.

Environments of concern are local environments on the

surface, and their characters are often quite different from

bulk environments. Such differences are produced, for

example, by heat transfer, evaporation, flow, and electro-

chemical cells. Differences between bulk environments and

the surface environments, where corrosion actually occurs,

are illustrated in Figure 4.7(a).

Environments act in corrosion when the necessary con-

ditions are simultaneously present in time and are congruent

is location. An environment that promotes SCC is significant

onlywhen the necessary stress is also present at the same time

(the principle of “simultaneity”). An environment that pro-

motes SCC in sensitized stainless steel may be significant

only when it is exposed to welds where the heat-affected

zones have been sensitized, and the stresses are high (the

principle of “congruence”). These conditions are illustrated

in Figures 4.2 and 4.7.

As shown in Figures 4.2 and 4.5(a), multiple and different

environments can occur on the same subcomponent (e.g.,

“multiplicity” of environments). Thus, to have evaluated the

environment at one crevice location, for example, a tube

sheet crevice noted in Figure 4.5(b), may have nothing to do

with the sludge crevice owing to the different chemistries in

the two cases.

The discussion in Section B1 concerning chronological

stages indicates that length of exposure and the circum-

stances associated with each of the stages are important in

predicting and assuring performance. Also, time spent within

a stage affects environments on surfaces owing to possible

gradual buildup or changes in the identity of chemicals.

In addition to the stages shown in Figure 4.4 having

different conditions, the compositions of environments, even

in the steady state, change with time. Such changes involve,

for example, accumulations of chemicals and the buildup of

deposits, as shown schematically in Figure 4.8. For example,

during steady state, the depth of a sludge pile shown in

Figure 4.5(a) increaseswith time, as shown in the three stages

of Figure 4.8. In tube sheet crevices, the concentration of

chemicals increases with time as more solution enters the

crevice and is evaporated by the high heat flux. In the case of

reinforced concrete, the original pH is in the rangewhere iron

is maximally corrosion resistant (pH of 12–13); however,

with time, CO2 enters the concrete and causes the pH to be

lowered through a process called “carbonation” [12]. This

lower pH surrounding the steel accelerates its corrosion and

the consequent degradation of the reinforced concrete.

Environments are also changed, and made possibly more

aggressive, as inhibitors are added to mitigate corrosion. For

example, chemicals such as ammonia or phosphate are often

added to control the pH; hydrazine or sulfite may be added to

minimize the oxygen concentration. These species together

with their possibly aggressive byproducts need to be con-

sidered in predicting corrosion performance. Ammonia from

hydrazine may accelerate the corrosion of copper alloys;
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sulfite may be reduced to sulfide, which accelerates the

corrosion of iron-based alloys; precipitation of phosphate

compounds above the retrograde temperature produces phos-

phoric acid.

C2. Components of Environment

As conceived by those who think about the subject of

corrosion, “the environment” is often thought to be the

FIGURE 4.7. Schematic views showing that, for corrosion to occur, (1) the local environment needs

to be specifically considered and (2) the chemical environment, the stress, and the corrosion-prone

metallurgymust occur at the same locations at the same time. (a) Tube expanded into a tube sheet with

surrounding sludge. (b) A welded pipe with heat-affected zone and welding stresses at the same

location but with an environment the same on both welded and nonwelded regions.
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chemical environment; this is an inadequate conception.

Rather, considerations and components of the environment

that affect degradation and that need to be included in

predicting are the following:

[1] Environmental type refers to whether the environment

is aqueous, organic, molten salt, liquid metal, hot gases

of various types (oxygen, chlorine, sulfur species),

electrolytes, and nonelectrolytes. The environments of

principal practical interest are usually aqueous or high-

temperature air, and the examples in this discussion are

taken from such environments, mainly aqueous. How-

ever, the framework provided by the CBDA applies to

predictions in all environments.

[2] Chemical composition is the chemistry of the environ-

ment on the surface at a specific LAi, as shown in

Figure 4.7. It is not the chemical composition of the

bulk, although this is useful in assessing eventual

chemical composition at an LAi. The chemical com-

position includes the major and minor species in their

dissolved, gaseous, or solid forms.

Figure 4.9 shows a schematic view of the chemical

composition in a tube-to-tubesheet crevice of a steam

generator of the type shown in Figure 4.5(a) where the

bulk environment was virtually pure. These chemicals

have concentrated as a result of the high temperature in

the crevice within a lower temperature enclave on the

secondary side. This high temperature and lack of flow

in the secondary crevice concentrate even the most

dilute chemicals from the bulk environment. Figure 4.9

emphasizes that the environment, which is relevant to

corrosion, at the location of tube support crevices is not

the very dilute bulk environment but the very con-

centrated environment in the heat transfer crevice.

Figure 4.9 also shows the chemical and physical

complexity of this heat transfer crevice. Numerous

chemicals are present and can transform to complex

compounds and different soluble chemicals. Further-

more, four local gradients cause movement and reac-

tions: electrochemical potential, temperature, concen-

tration, and density.

[3] Electrochemical composition is both the chemistry of

those species and the geometric conditions that affect

the electrochemical parameters mainly of potential and

pH or equivalent properties. In aqueous environments,

this includes oxygen as it increases the potential or

hydrazine as it decreases the potential. The electro-

chemical potential produces a powerful effect on chem-

ical reactions and is the product not only of environ-

mental chemistry but also of separated electrochemical

cells, especially where the relative areas of anodes and

cathodes are different.

[4] Microbiological species [13] include organisms that

metabolize the surrounding chemistry to produce

FIGURE 4.8. Schematic view showing how local environments, such as depths of deposits, change

with time during steady-state operation: (a) initial condition; (b) after short-time operation; (c) after

longer time operation.
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different and possibly corrosive species. Some species,

for example, metabolize SO2�
4 to produce sulfide;

others metabolize oils and greases to produce organic

acids. Microbial colonies, owing to their geometry

alone, can produce sequestrations that accelerate lo-

calized corrosion. These microbiologically induced

transformations lead to local environments that are

often very corrosive, producing all the modes of

FIGURE 4.9. Schematic illustration of chemical processes that can occur in heat transfer crevices at

the intersection of tubes and tube supports on the secondary side of steam generators used in

pressurized water nuclear reactors, (a) The crevice geometry occurs between a tube containing hotter

water than the secondary side and a tube support that is cooler, (b) Chemicals concentrate and react in

the sequestered geometry. Typical species of products are shown. (c) Inside the crevice, gradients in

potential, temperature, concentration, and density occur; these cause movements, further concentra-

tions, and electrochemical cells.
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corrosion identified in Figure 4.3. Effects of microbial

species on corrosion are more pervasive than are com-

monly recognized.

[5] Surface alterations involve exterior coatings of organic

and inorganic materials as well as changes in the

substrate produced by carburizing/decarburizing, deal-

loying, surface machining, and adsorbed contaminants

(e.g., fluorine remaining from pickling processes).

Each of these surface alterations involves its own

chemistry and sequestration (e.g., some organic coat-

ings permit filiform corrosion).

[6] Flow (chemical and erosive effects) [14–16] affects the

rates of reduction and oxidation reactions as it affects

the boundary layer thickness; mixing inside pits and

SCC depending on the axis of flow relative to the

surface axis especially of SCC; cavitation and asso-

ciated mechanical damage; deposits of suspended

solids that result when flow is reduced; erosion due

only to the fluid velocity when it is locally very high

(e.g., wire drawing); gradients in electrochemical

potential produced by flow-induced streaming poten-

tials; and erosion due to the presence of abrasive

particles. Examples of effects of flow on electrochem-

ical parameters, flow-assisted corrosion (FAC) and

sequestered geometries, are shown in Figure 4.10.

[7] Phase of the environment refers to there being gas,

liquid, or solid but also to two phase circumstances such

as at liquid–gas interfaces (water lines), solid–

liquid–gas interfaces (such as at deposits), nucleate

boiling, and film blanketing.

[8] Geometrically induced chemical environments are

those due to crevices, deposits, heat transfer crevices,

galvanic juxtapositions, differences in pH of nearby

areas, relative area ratios, and gravitational effects

(accumulation of deposits). This category includes

what, in the past, have been called crevice corrosion

and galvanic corrosion.

[9] Temperature effects (affect chemical environments)

are those related to reaction rate, surface temperatures,

heat flux and associated surface concentrations, and

temperature gradient chemical transfer.

[10] Stress environments are those related to applied and

residual stresses “together with variations in time” that

affect cyclic stresses, R ratio, frequency, randomness,

and wave shape. Here, the importance of residual

stresses is always and greatly underestimated; over

50% of all SCC is related to residual stresses [18].

Considerations of differences due to plane stress and

plane strain are included here, although their distinction

is usually small relative to environmental effects.

[11] Stress environments affected by (a) fluid flow that

produces stresses owing to differences in velocity and

produces vibrations in certain critical ranges;

(b) temperature gradients that produce stresses and

very rapid rates of temperature change that produce

thermal shock; (c) geometric effects that intensify

stresses at sharp comers, crack tips, irregular shapes

such as threads, and corrosion pits.

[12] ‘Relative motion of adjacent surfaces produces wear,

fretting, galling, and seizing.Wear and frettingmay be

greatly influenced by the chemical environment.

[13] Neutron flux (mainly relevant to nuclear reactors)

produces several different effects on materials: First,

neutrons, depending on their energies, produce trans-

mutations or changes in chemical identities of many

isotopes. Such transmutations may be chemically sig-

nificant. For example, iodine produced in the fission of

uranium produces SCC of zirconium alloy fuel ele-

ments in nuclear reactor cores. Second, neutrons, es-

pecially at higher energies, displace atoms from their

lattice sites and produce hardening of the material. This

hardening increases the strength and, thereby, increases

the proneness to SCC. Third, the often large concen-

trations of vacancies that are produced in the displace-

ment of atoms lead to vacancy condensation with

consequent increases involume; this increase involume

leads to the inevitable stresses and dimensional

incompatibilities in adjoining subcomponents [19].

Fourth, neutrons produce the well-known fissioning of

uranium, thorium, and plutonium with the consequent

fission fragments of greatly different chemistries and

increase in volume.

[14] Electromagnetic radiations such as gamma rays, X

rays, and solar rays produce some important effects:

First, gamma rays produce internal heating depending

on their energy, intensity, absorption rate, and geometry

of the subcomponent. Second, solar rays produce deg-

radation of some polymers such as crazing and forms of

SCC. Third, electromagnetic radiations catalyze some

chemical reactions.

[15] Charged particles such as alpha particles (helium

nuclei) and beta particles (electrons) can displace atoms

in materials and can produce transmutations.

Thus, when environments are defined at any LAi in the

chart of Figure 4.5(b), items [1]–[15] need to be considered.

In subsequent sections, only a few of the 15 environments

are considered. However, the list of 15 provides a more

general view of environments than the only chemical ones

that are often considered These environments affect the

modes and submodes differently. For example, the stresses

noted in Section C5 and the accompanying Figure 4.13 are

relevant not usually to general corrosion but mainly to SCC

and CF. Neutrons, energetic electromagnetic radiation

(gamma rays), and other energetic particles are not relevant

except in applications involving nuclear reactors.
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FIGURE 4.10. Three different effects of flow on corrosion. (a) Increasing flow accelerates the

rate of the reduction of reducible species such as oxygen. Schematic polarization curves represent-

ing increasing velocities of flow are shown, (b) Corrosion potential versus velocity is shown

corresponding to the effects of velocity on the polarization behavior in (a). (c) Total corrosion versus

time for low-alloy steel exposed in 300�C pure water exposed to increasing velocities. (After

Berge [17].) (d) Schematic relationship between FAC and pH, increasing oxygen concentration, and

increasing chromium and/or molybdenum added to low-alloy steels. (e) Schematic view of

advancing SCC (could be pitting) exposed to flow. (f) Schematic view of effects of flow on

convection inside an advancing SCC. Here, the effective “electrochemical mouth” of the advancing

SCC is moved inward as a result of mixing induced by external flow. (After Andresen and

Young [14].)
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C3. Chemical Environment

The “chemical environment” as described here is that iden-

tified in item [2] of Section C2. Figure 4.11 illustrates

schematically how to approach defining the chemical envi-

ronment. The objective noted in Figure 4.11 is to develop the

chemical conditions at the LAi (i.e., the i column of Fig-

ure 4.5(b) and [8] in Figure 4.11). Defining the chemical

environment starts, [1], with defining the major and minor

species in “nominal chemistry” as they occur at the specific

surface of an LAi.Major species includewatermolecules and

whatever is intentionally dissolved; minor species may

include impurities, such as those in tap water. Considering

the prior chemistry history, [2] supplies information on

possible contaminants that may have formed on surfaces

that would affect the LAi either directly or as these species

may dissolve and find their way to the LAi. [2] refers

generally to contaminants that may preexist in the system

from construction (e.g., lead hammers left in the system),

contaminants from cleaning operations, or defects produced

by prior corrosion.

System sources, [3] in Figure 4.11, refer, for example, to

copper that is released from copper alloy tubed condensers

and then deposits on other surfaces in a secondary system to

accelerate localized corrosion such as pitting. Species enter

turbines from steam sources that are contaminated by river

water that leaks into condensers. Oxygen enters through

leaks in turbine seals. Chloride may be leached from plat-

inum catalysts that have been prepared with chloroplatinate.

System sources, [3], then are those that are not normally

expected to be produced or related to the component but may

be transported from other parts of the system. These can be

readily identified and in most cases predicted.

Physical features, [4], refer to crevices, deposits, flow,

phases, and local electrochemical cells that influence the

chemistry of an LAi. An LAi with a crevice involves a quite

different situation from the nominal chemistry of the bulk, as

indicated in Figures 4.7, 4.8 and 4.9. An LAi involving a

waterline involves an electrochemical cell that changes the

local oxidizing conditions.

Transformations, [5], involve changes in chemical iden-

tity: for example, the process of microbes changing a hy-

drocarbon to an organic acid. Another transformation might

involve the reduction of a sulfate (SO4
2� ) to a lower valence

such as thiosulfate or bisulfide in a low-potential environ-

ment such as one containing hydrogen or hydrazine. These

lower valences of sulfur are usually more chemically ag-

gressive and, in some cases, accelerate hydrogen entry

leading to SCC; sulfate by itself is not so aggressive.

Concentration, [6], involves the concentration of species

usually from the bulk; thus, whereas the bulk may contain

chloride at a few parts per million (ppm) or even a few parts

per billion (ppb), heat transfer crevices such as shown in

Figure 4.9 or evaporation or a wicking process may concen-

trate the environment at an LAi. Thus, the environmental

species can attain concentrations much greater than the bulk;

often such local concentrations are fully saturated.

Inhibition, [7], involves chemical species added to min-

imize corrosion usually by affecting the pH, lowering the

oxygen, or preferentially blocking anodic sites. Depending

on the nature of the environments, as noted in Section C2,

there are many possible approaches to inhibition. Adding

inhibitors needs to be undertaken with the recognition that

inhibitors may produce undesirable and possibly aggressive

byproducts. For example, phosphate that is added to buffer

and control pH can undergo a precipitation, as temperatures

are increased, through a retrograde insolubilization process

that produces local phosphoric acid. Using hydrazine for

lowering the concentration of oxygen sometimes accelerates

FIGURE 4.11. Analysis sequence for determining chemical environment at a location for

analysis, LAi.
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the corrosion of copper-based alloys through the complex-

ation of the copper with the ammonia produced in the

decomposition of hydrazine.

Consideration of items [1]–[7] together provides the bases

for defining the chemical environment at a single LAi at [8]

and in Figure 4.5(b).

C4. Thermal Environment

Figure 4.12 shows factors of the thermal environment which

affect the conditions for a given LAi. Temperature enters this

discussion first because of its direct proportionality to some

function of the rate of most corrosion reactions noted in

Eqs. (4.1)–(4.3). Temperature gradients affect corrosion

reactions as heat fluxes concentrate environments and pro-

duce thermal stresses.

For this illustrative discussion, corrosion on the process

side is discussed. The temperature of the process side is

usually lower than the other side as noted in [3] and [4] of

Figure 4.12.� This means that the temperature on the surface

of the process side is higher than that of the surrounding

bulk environment. The process side is chosen for discussion

since it is usually the side where chemicals concentrate on

surfaces or in heat transfer crevices; furthermore, the thermal

stresses on the process side are generally tensile, providing

that the process side is cooler.

The process side bulk temperature, [1] in Figure 4.12, is

cooler than the surface, [2]; however, corrosion occurs at the

temperature of the surface and not at the bulk so that

degradation is occurring at [2]. This difference is exacerbated

when the bulk environment is a gas where the resistance to

heat transfer is higher. Regardless, the temperature of main

interest for corrosion is at the surface and not the bulk.

At the process side, the next important factor is the heat

flux [6] which influences the concentration of species as well

as affects the surface temperature. Such a concentration is

illustrated in Figure 4.9. Increasing heat fluxes tend to

concentrate species, especially when the surface may be

sequestered by a crevice or a deposit. Such concentrations

change the local environments and need to be accounted for

in Section C3.

Temperatures influence the onset of retrograde solubili-

ties where increasing temperaturemay cause some phases to

precipitate and produce simultaneously new compositions

of supernatant liquids. In the case of the retrograde precip-

itation from phosphate solutions, phosphoric acid may be

produced adjacent to the precipitated compounds.

Temperature enters the chemical aspect of corrosion at

LAi as temperature gradients. For example, thermal gradi-

ents produce tensile stresses on the process side (if cooler);

thermal gradients in exothermic hydrogen-occluding

FIGURE 4.12. Analysis sequence for assessing effects of thermal environment on a location for

analysis, LAi.

� Not all “process sides” are at the lower temperature side of a tube.
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metals cause hydrogen to redistribute to the colder loca-

tions, thereby increasing brittleness. Thermal cycling pro-

duces fatigue effects as the associated stresses are cycled,

and a very high rate of temperature change produces thermal

shock.

C5. Stress Environment

The stress environment is usually considered to be the

province of mechanical engineering and mechanics as they

analyze stresses for the purpose of sizing components. These

disciplines are also interested in cyclic stressing as it affects

dry fatigue and design life. However, the stress analysis and

corrosion communities have common interests in stresses as

related to SCC and CF. Analyses by both communities are

affected by residual stresses which, while difficult to analyze

and predict, cause a large fraction of all failures by SCC [18].

Figure 4.13 shows how factors of the stress environment

combine to produce conditions at an LAi.

Generally, the applied stresses, [1], are well defined and

are produced by the usually obvious pressures, bending,

tensile loads, flow, and temperature gradients. Applied stres-

ses include those due to cyclic stressing, including various R

ratios, cyclic frequencies, andwave shapes. Lesswell defined

but often the critical contribution to modes of corrosion such

as SCC are residual stresses [2]. Whereas the applied stresses

are usually required to be something less than half the yield

stress or lower, residual stresses are usually in the range of the

yield stress. Residual stresses result from fabrication pro-

cesses such as welding, cold deformation, and surface ma-

chining.Quantifying such residual stresses is often omitted in

design with the erroneous conclusion that such stresses are

irrelevant to design and performance.

“Other stresses” [3] result from sources such as corrosion

products forming in restricted geometries where the specific

volume of the corrosion product is greater than that of the

metal that is corroded [20]. Such stresses can cause cracks to

initiate and grow, as shown in Figure 4.14(a). Here, the

stresses to cause SCC have been produced in a crevice

between an insert and a notched specimen. These cracks

then continue after the insert is removed, thereby indicating

that the stresses to propagate SCC are totally due to the

action of expanding corrosion products inside the advanc-

ing cracks.

Stresses from expanding corrosion products can readily

cause adjacent metals to flow plastically as occurs in nuclear

steam generators; this process, called “denting” [21], is

illustrated schematically in Figure 4.14(b). Here, corrosion

of the adjacent tube support produces corrosion products that

expand and begin to strangle the tube. The chemistry that

produces such corrosion is described also in Figure 4.9. This

process is called “denting” since, when seen from the inside

FIGURE 4.13. Analysis sequence for determining stress environment at a location for analysis, LAi.
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of the tubes, these deformations seem to produce dents at

the tubesheet locations. Similar stresses from the buildup of

corrosion products cause the degradation of reinforced

concrete [22].

These other stresses can also be produced by the precip-

itation of bubbles resulting from the lattice disarray due to

neutron bombardment [19], from the formation of helium

from the nuclear degradation ofB10, which produces an alpha

FIGURE 4.14. Schematic views of effects of oxide growth on stresses. (a) Formation of oxides

produce stresses between insert and specimen that propagate SCC; when the insert is removed, SCC

continues due to stresses from corrosion products inside the cracks. (After Fontana, Beck, and

Pickering [23].) (b) Growth of oxides from corroding carbon steel tube support [see Fig. 4.5(a)]

constricts the diameter of alloy 600 tube and produces dynamic stressing that causes SCC in the pure

water on the inside surface. (Adapted from the Steam Generator Reference Book [21].) This

phenomenon is called “denting” since, from the inside of the tube, it appears to be dented at the

locations of expanding corrosion products.
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particle andLi, or from the formation of hydrogen ormethane

bubbles that embrittle grain boundaries or produce blisters,

usually in steel.

Stresses can be modified or minimized, [4] in Fig-

ure 4.13, by thermal stress relief, shot peening, or surface

treatments such as carburizing. Appropriately placed welds

can produce intentional contractions in locations where

material is prone to SCC as a result of high local tensile

stresses.

Stresses interact, [5] in Figure 4.13, with geometries and

sharp cracks to intensify the local stresses. Such interactions

have been studied in great detail as part of fracture mechan-

ics [24]. A principal interest in fracture mechanics is to

determine circumstances under which the intensified stresses

that result from sharp geometries reach a critical intensity for

catastrophic fracture. Catastrophic or fast fracture occurs

when the value of a critical stress intensity,KIc (I corresponds

to the opening mode of the crack), is exceeded. This criterion

is given by Eq. (4.4):

KI ¼ sm

ffiffiffiffiffiffiffiffiffi
C�a

p
ð4:4aÞ

KIc ¼ sm

ffiffiffiffiffiffiffiffiffi
C�a

p
ð4:4bÞ

where

sm¼ mean stress

a¼ depth of defect

C¼ geometric constant

KI¼ stress intensity for any combination of mean stress

and defect depth less than KIc

KIc ¼ critical stress intensity at which catastrophic frac-

ture occurs

Stresses are additive, [6] in Figure 4.13, and the total

stressing condition needs to be applied to the LAi[7] in

Figure 4.13. The stress environment needs to be considered

together with the chemical environment of Figure 4.11 in

assessing the location conditions in the chart of Figure 4.5

(b). At the point where stresses are being calculated in detail

and in the presence of discontinuities, careful attention

needs to be given to stresses at LAi. This is usually under-

taken with finite-element stress analysis together with

detailed considerations of geometries of defects.

The interactions between mechanical and corrosion con-

siderations are illustrated in Figure 4.15. In Figure 4.15(a)

the continuum of stress intensity [following Eq. (4.4a)] is

plotted schematically to emphasize the relative contribu-

tions of corrosion and purely mechanical fracture. First,

there is a relatively low critical value, usually called KIscc ,

KIH , or KICF as these symbols relate to SCC, hydrogen

effects, or corrosion fatigue. When these lower thresholds

are exceeded, cracks start to grow, but slowly. This slow

growth may occur at constant stress as for SCC or may be

more related to a small increment of crack growth, Da/Dn,
for each cycle of stressing, DK, in fatigue. The fatigue crack
growth rate may be increased by environmental contribu-

tions as noted in Figure 4.15(b). This increase due to

environments in Figure 4.15(d) often corresponds to the

threshold stress intensity for the onset of SCC (see

Fig. 4.15c) although some environments accelerate CF

while they do not produce SCC.

For a given material (assuming that the material prop-

erties are constant) at a definite temperature, the value ofKIc

is more or less invariant; however, the onset of slow crack

growth, especially for SCC, is not. The value of KIscc for a

given alloy depends greatly upon the environment on the

surface and may easily vary by factors of 2 or 3. Thus,

precision in KIc is not nearly so critical to predicting

performance as precision in KIscc (as well as in defining the

local environment), which is more difficult to determine

owing to its dependence on subtle combinations of envir-

onments and materials.

Once a crack starts to grow, reaching KIc is inevitable

unless there is some intervention to changematerials, change

the environment, lower the mean stress, or blunt the crack.

Thus,KIscc and similar onset criteria are possiblymore critical

to long-term performance thanKIc . In addition, it is desirable

to know the growth rate, either for SCC or CF, reasonably

well so that intervention strategies can be developed: That is,

if the crack growth is sufficiently slow and the instantaneous

depth produces aKI significantly less thanKIc , a crackmay be

allowed to grow until it reaches a value below KIc that is

regarded as a safe upper limit.

This discussion has not considered the region ofKI below

the thresholds, for example, KIscc . In the subthreshold re-

gion, SCC and other forms of localized corrosion produce

magnitudes of K that are less than KIscc . These subthreshold

modes are usually corrosion related, as noted in

Figure 4.15b, unless they relate to defects in the material,

design or accidental nicks, and notches. Thus, the first stage

of degradation in the subthreshold corrosion may be pitting

or SCC. When these reach some critical depth and KIscc is

reached, then the crack growth follows a pattern shown in

Figure 4.15(c or d). Thus, there are three sequential stages

for the growth of defects:

1. Subthreshold (mainly chemically-related growth): cor-

rosion (localized corrosion as SCC, IGC, or pitting);

fatigue (dry and wet). Generally, the chemical environ-

ment dominates here.

2. Above chemical growth threshold (slow growth):

chemical–mechanical (static and cyclic) interaction.

In the absence of necessary environments, the static

load cracks stop, and the magnitude of Da/Dn
decreases.

3. Above KIc : catastrophic fracture. Totally mechanical.
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 In the subthreshold regime, the stress at which SCC

initiates depends greatly on the combinations of environ-

ments and materials. These interactions are discussed in

Section E. The useful stress belowwhich SCC cannot initiate

depends on the local situations and is called “situation-

dependent strength” [11].

C6. Other Environments

In Section C2, 15 classes of environments are identified, and

Figure 4.11 shows how these enter considerations in the LAi

of Figure 4.5(b). All of these environments deserve detailed

considerations; however, here, we emphasize the broad and

illustrative views of environments; the details of how they are

envisioned and incorporated depends on specific applications.

D. CBDA STEP [2]: DEFINING MATERIALS

It would seem that a material such as type 304 stainless

steel is well defined and should respond reproducibly

when purchased to historically well-established specifica-

tions. Unfortunately, this is not always so, and such well-

known and extensively used materials sometimes exhibit

unexpected behavior—mainly because important details

(surface cold work or erroneous heat treatments) of the

material are not identified. Sometimes the term “space age

material” applied to materials such as titanium is also

misleading. Despite the often excellent corrosion resis-

tance of titanium, for example, and partly due to its very

high reactivity, it may corrode rapidly and sometimes

unexpectedly.

FIGURE4.15. (a) Schematic view of relativemagnitudes ofKI shownwith transitions and principal

dependencies. The KI parameter for threshold range is shown to be variable. (b) Morphological

regimes. (c) The da/dt versus K for SCC and similar environmentally dependent slow growth (e.g.,

hydrogen), (d)Da/Dn versusDK for fatigue crack growth showing possible effect of SCC in increasing

the slow growth.
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Usually, in environments that can be reasonably well

defined, unexpected corrosion results from lack of definition

of the material itself. Defining a material by its specification

is often, especially for new designs, if not usually, quite

inadequate.

As shown in Figure 4.16, defining a material starts with

defining itsmajor alloy composition, [1]. This step is usually

straightforward and is not the reason for unexpected behav-

ior. The next step, [2], involves defining the “minor alloy

composition”; this would include carbon, manganese, and

sulfur in stainless steel. Such species often increase the

intensity of corrosion reactions, especially SCC. Impurities,

[3], identify the importance of defining the impurities in the

material; some materials, like titanium, are prone to

absorbing (e.g., in welding) high concentrations of species

such as oxygen, nitrogen, and carbon owing to the high

affinity of titanium for these species. Sometimes, the

aggregation of even minor elements all on the high side

accelerates degradation reactions. Impurities are sometimes

absorbed during fabrication operations such as welding and

heat treating; this is especially a concern in reactive materi-

als such as titanium.

Probably the most important consideration in defining

materials is defining the compositions of their grain bound-

aries, since many degradation reactions either follow grain

boundaries or are initiated at grain boundaries. In addition to

corrosion reactions that follow compositionally altered grain

boundaries, embrittlement processes often follow the same

compositionally altered boundaries, producing, for example,

the phenomenon of “temper embrittlement.”

Figure 4.17 shows schematically the composition of

grain boundaries depending on whether adsorption to grain

boundaries occurs as in Figure 4.17(a) or a compound is

formed (e.g., a carbide), as in Figure 4.17(b). In the case of

FIGURE 4.17. Schematic view of concentration versus distance from grain boundaries for circum-

stances where atomic species are adsorbed to the grain boundaries or where precipitates are formed.

(a) Four options for concentration versus distance where atoms are adsorbed or rejected at grain

boundaries. (b) Principal features of composition versus distance for the case where precipitates are

formed at grain boundaries. (After Staehle [11].)

FIGURE 4.16. Analysis sequence for defining materials at a location for analysis, LAi.
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adsorption, impurities may be concentrated by factors as

much as 105; alloying species are concentrated less. In the

case of compound formation, its composition may be en-

riched in either a passivating or nonpassivating species.

Immediately adjacent to this compound there may be a

narrow region of enriched species that are rejected as the

compound forms. Finally, there are the “solute-depleted

regions” the deficiency of which has supplied the necessary

species for forming the compound. A good example of such a

region is the depletion of chromium associated with the

formation of chromium carbides at grain boundaries in

stainless steels when they are exposed to a particular range

of temperatures that produces “sensitization” (because the

resulting low chromium concentration adjacent to the grain

boundaries sustains rapid corrosion in acidic environments).

Degradation reactions are also affected by the presence

and distribution of second phases whether at grain bound-

aries or distributed through the grains. Such second phases

are often loci of pitting or, when lined up, may provide

preferential paths for chemical degradation. Second phases

also produce certain embrittlements such as the formation of

sigma phase in Fe–Cr base alloys.

Surface alterations, [7] in Figure 4.16, affect corrosion

behavior through altered compositions or changed mechan-

ical properties due to surface finishing.

Figure 4.16 shows that [4] (processing) affects [5] (struc-

ture), [6] (embrittlement), [7] (surface), and [8] (mechanical)

properties. “Processing” generally includes cycles of

temperature, time, and extent of deformation. The fact that

unexpected and undesirable behaviors occur involving

[5]–[8] usually results mostly from processing, the important

details of which are often obscure. Therefore, it is necessary

to determine the aspects of [5]–[8] by direct measurements

(e.g., of grain boundary composition or cold work) as ap-

propriate to their relevance to degradation.

Processing and alloy chemistry also affect the fracture

toughness as shown in Figure 4.18.Here,while increasing the

strength generally lowers the fracture toughness, improving

the purity and the methods of processing can increase the

fracture toughness significantly. Other embrittling processes

(e.g., temper embrittlement) are similarly affected by alloy

composition and processing.

During the design and prototyping processes it is not

uncommon for materials to be changed for reasons of per-

formance, compatibility, or cost. When such changes occur,

the materials need to be reevaluated according to the steps

defined in this section.

E. CBDA STEP [3]: DEFINING MODES (MDj)

AND SUBMODES (SDj)

Figure 4.3 identifies five modes by which corrosion-related

degradation proceeds through solids. These modes occur in

every type of engineering solid with some, usually minor,

differences that account for the structure and composition of

FIGURE 4.18. Effects of strength of iron-based alloys on their toughness (a) and SCC velocity (b).

(Adapted from Speidel and Attens [25].)
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the solid. Similarly, the various submodes of these principal

modes also follow the same morphologies except that their

dependencies upon principal variables are different

Defining modes and submodes means to define (a) the

morphologies as shown in Figure 4.3 and (b) the dependen-

cies of the modes and submodes upon principal variables.

These modes and submodes are inserted into the chart of

Figure 4.5(b).

Not extensively discussed here are the totally mechanical

modes of fast fracture,wear, andwear-related processes (e.g.,

fretting) [26] and dry fatigue. Fast fracture is not discussed

as a mode since its morphology, while possibly important to

analyzing failure, is of little importance to prediction.

The dependence of KIc on relevant principal variables and

the theory of KIc are not discussed here since this chapter is

concerned primarily with environmental effects. Much of

wear producesmorphologies similar to general corrosion and

pitting as depicted in Figure 4.3; however, wear in either its

dry or environmental conditions is not considered here,

although such a topic in the context of environmental effects

as discussed in Section C would be appropriate.

Defining possible modes of degradation is important

because they vary so much in their penetration velocity and

their extent At a single LAi it is possible that all modes could

occur or only a single one. Such possibilities are illustrated in

Figure 4.2.

Defining modes means specifically to define their depen-

dencies upon the “primary variables,” as illustrated in Fig-

ure 4.19. The primary variables, as defined for metals in

aqueous solutions, are potential, pH, species (e.g., chloride as

opposed to species that affect potential or pH), temperature,

stress, alloy composition, and alloy structure. The dependent

variable here would be either penetration or penetration rate

depending on which is useful. When a given mode (e.g.,

SCC) exhibits several submodes (as for alkaline and acidic

SCC), they are distinguished by their different dependencies

on these principal variables.

The various modes of corrosion (Fig. 4.3) differ greatly in

their response to these principal variables depending on

whether the initiation or propagation stages are important.

The array of possible modes and submodes can be un-

derstood more readily using a diagram such as that in

Figure 4.20, which shows submodes of SCC for alloy 600

in aqueous solutions in the range of 300–350�C. These

submodes are shown with reference to a potential–pH dia-

gram containing pertinent lines for both iron and nickel

(two alloy constituents) in water. The development of this

diagram and similar ones is discussed in separate

publications [27].

In Figure 4.20, four submodes of SCC are shown for alloy

600. One occurs in the alkaline region, AkSCC, and is

bounded at higher and lower potentials to occur in a range

FIGURE 4.19. Schematic view of principal variables that control corrosion of metals in aqueous

solutions illustrated here for SCC [as in Eq. (4.1)].
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of potential of about 300mV with the onset being about

100mV above the standard hydrogen equilibrium. This

submode is common to many alloys in the Fe–Cr–Ni system,

including low-alloy steel. A second submode, AcSCC,

occurs in the acidic region and seems to include about the

same extent of potential and pH as the alkaline submode;

however, the data describing this submode are not so

extensive, and the boundaries are not so well defined,

although they are better defined for low-alloy steels in the

same submode. A third submode occurs generally below a

line corresponding to 0.1 atm of hydrogen pressure. This is

called low-potential SCC (LPSCC); historically this sub-

mode was called “primary water SCC” since it was often

observed in the primary side of steam generators in PWR-

type nuclear plants [28]. This latter nomenclature is not

useful since it would compel this process to occur only in

one location and to lack generality. Finally, a fourth sub-

mode, high-potential SCC (HPSCC), occurs at higher po-

tentials and generally in a range of about 50–300mVabove

the standard hydrogen line. The pH dependence of this

submode is not well defined.

Figure 4.20 is called a “mode digagram.” A similar mode

diagram for various modes of mechanical deformation has

been developed by Ashby and Tomkins [29].

Additional modes and submodes of SCC occur for alloy

600 and could also be shown on the same coordinates in

Figure 4.20; however, the information becomes less clear,

and using separate mode diagrams is more convenient. A

separate mode diagram for minor environmental species

(e.g., Cu, Pb, S, Si, Al) is not shown here.

The mode diagram of Figure 4.20 is useful for identifying

the general conditions for the occurrence of modes and

submodes of corrosion. This presentation is useful also for

comparing with prevailing environmental chemistries, as

discussed in Section F on the subject of superposition.

Figure 4.20 does not give the detailed dependencies of

penetration or rate of corrosion as a function of principal

variables; rather, this figure provides perspectives for the

occurrence of the modes and submodes.

It appears that diagrams such as Figure 4.20 relate pri-

marily to conditions of surface chemistry that relate to the

initiation of SCC. As SCC progresses, it is progressively

more controlled by conditions at the tip of the advancing SCC

and less controlled by conditions at the surface. It is likely

that the propagation phase of each of the submodes in

Figure 4.20 is controlled by the same crack tip chemistry [30],

whereas the initiation phase is controlled by the electro-

chemistry defined in Figure 4.20. Evidence for the pH

independence of crack propagation in the same chemical

system is shown in Figure 4.21. Thus, while the AkSCC and

AcSCC submodes are well defined and are limited, respec-

tively, by a lower and higher pH, the propagation of SCC as

shown in Figure 4.21 shows no such dependence. Whether

the propagation of SCC can be properly considered as a

FIGURE 4.20. Occurrence of modes, MDi, and submodes, SDi, of

SCCand IGC formill-annealed alloy 600 in the range of 300–350�C
in the framework of the electrochemical potential and pH. Selected

lines, taken at 300�C, from the Fe–H2O and Ni–H2O equilibria

shown for reference; also domains of selected species and com-

pounds shown.

FIGURE 4.21. Effect of pH on the velocity of SCC for alloy 600.

Constant Extension Rate Test (CERT) results obtained at 350�C
and constant-load test results obtained at 330�C, (After Szklarska-
Smialowska et al. [31].)
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single chemical process independent of the surface environ-

ment is not clear.

In developing the dependencies of SCC in the initiation

and propagation stages, it is useful to understand the depth of

the transition between initiation and propagation. Figure 4.22

provides such bases. Figure 4.22(a) shows a schematic plot of

log stress, s, on the ordinate and log defect depth, a. The

horizontal line,sth, corresponds to a threshold stress for SCC

based on testing smooth specimens; a linewith a slope of � 1
2

[cf. with Eq. 4.4(a)] is shown in Figure 4.22(a) corresponding

to KIscc (see Fig. 4.15) obtained from SCC testing with

precracked specimens. The intersection between the hori-

zontal and sloping lines defines the transition between ini-

tiation and propagation.

Aparametric plot is shown inFigure 4.22(b)where specific

values of horizontal and � 1
2
sloping lines are plotted.

Suppose, for example, using the plot in Figure 4.22(b), that

the threshold stress for SCC is 100MPa and the KIscc is

5MPam1/2; these lines intersect at a defect depth a of 800mm
or 32 mils, which is most of the wall thickness of the tubes

shown in Figures 4.2 and 4.5(a). This depth is the nominal

transition between initiation and propagation for a specific

material in a specific environment; the numbers of this

example are typical for AkSCC of alloy 600 at 300�C.
In addition to there being multiple submodes of SCC as

shown in Figure 4.20, multiple submodes often occur for

general corrosion, pitting, and intergranular corrosion as

these submodes depend differently on principal variables.

Other submodes than for SCC are noted in the chart of

Figure 4.5(b).

These differentmodes of corrosion and degradation, in the

past, have been described as “forms” of corrosion. However,

in the formulation of the historic so-called forms of corro-

sion, differences between the intrinsic response of materials

and the prevailing geometric conditions were never distin-

guished. For example, in addition to the forms of corrosion

being identified as general corrosion, pitting, intergranular

corrosion, SCC, and corrosion fatigue (as in Fig. 4.3), such

geometry-dependent forms of corrosion were identified as

“crevice corrosion” and “galvanic corrosion.” The latter are

not intrinsic to the materials but are rather consequences of

how local geometries affect chemical environments on local

surfaces. For example, intergranular corrosion can initiate

from a free surface or within a crevice or in a galvanic cell.

Similarly, all modes of corrosion can initiate within a mi-

crobiological enclave.

This chapter defines modes of corrosion in Figure 4.3 as

the intrinsic response of materials regardless of the geometry

and environment. Geometric effects as they affect local

chemistries are discussed in Sections C2–C6.

F. CBDA STEP [4]: SUPERPOSITION

At theCBDA step of superposition the domains ofmodes and

submodes are compared with the domains of the environ-

ments as they are known at this point in the analysis. These

domains can be compared as shown in the simple schematic

illustration of Figure 4.23. Figure 4.23 compares a schematic

view of an environment in potential–pH spacewith amode of

FIGURE 4.22. Procedure for distinguishing between initiation and propagation. (a) Schematic view

of log stress versus log of defect depth for the cases of initiation stress as determined from smooth

surface and SCC growth as determined from a precracked specimen. (After Staehle [1].) (b) Log–log

plot of parametric values of threshold stress (horizontal lines) and KIscc (–
1
2
slope).
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corrosion plotted in the same coordinates. Where the shaded

regions overlap is where significant degradation can be

expected. In this region of overlap, it is desirable to determine

how rapidly degradation can advancewithin whatever design

life is expected. This depends on evaluating the principal

variables that describe both the mode and the environmental

conditions that apply to a specific LAi.

If the overlap determined at this step of superposition

involves significant corrosion, then changes may be required

Such changes might involve changing alloys, revising the

environment, changing the temperature, lowering stresses, or

changing the design. Inhibitive environmental species can be

identified at this point.

The step of superposition is, generally, the first where the

need for changes is identified. The need for changes also

becomes apparent during accelerated testing (Section I),

prediction (Section J), and operation (Section K). There is,

naturally, an obvious incentive to make necessary changes

early.

G. CBDA STEP [5]: DEFINE FAILURE AND

ACTION LEVELS

Failure needs to be defined because it provides the objective

for analyses and ultimately for prediction. For example, in

the food or architecture industries, a barely visible rusting

may be a failure since it is unsightly. In much industrial

equipment, a corrosion rate of 0.001 in./year for steel is quite

acceptable, whereas such amounts of rust from the point of

view of the food industry would be unacceptable. Each of

these applications would be analyzed differently.

It is not uncommon for growing cracks to be considered

acceptable (see Fig 4.15) so long as they are substantially less

than a critical crack size [Eq. (4.4b) and Fig. 4.15(a)] and can

be repaired at the next outage or shutdown. Until an inspec-

tion identifies a rate of crack growth or general corrosion that

would produce penetration before the next outage (with some

safety factor), remedial actions are usually not taken.

In the development of sites for storing radioactive waste,

failure is taken as a minimum amount of radioactivity appear-

ing in the groundwater after some time in the range of

10,000–106 years. Thus, the overall concept of failure here

may have nothing to do with the integrity of the storage

container but everything to dowith the transport of radioactive

species in the surroundings. This particular problem is chal-

lenging since it is not so easy to monitor the performance of

containers of the radioactive waste owing to the long times

and their relative inaccessibility associated with radioactivity.

Defining failure also involves statistical implications.

Failure may not relate to failure at the mean lifetime (i.e.,

50% failure) but to the occurrence of failure of 1%, 0.01%, or

0.001% of the tubes, welds, area, or units. Thus, failuremight

be defined for an entire heat exchanger, for example, as

perforation of the first 10% of tubes; failure might be defined

for other applications as failure of 0.1 or 0.01% loss of the

elements. If the analysis and testing has not considered such a

statistical objective, which occurs at times substantially less

than the mean time to failure, the analysis is deficient, The

application of statistical methods is discussed in Section H.

In designing components, it is common to define a “design

life” [design life objective (DLO)]withinwhich a component

is expected to perform reliably. Sometimes a conservative

additional life [“design life conservative objective” (DLCO)]

is required so that there is no question about reliable perfor-

mance within the desired design life. This design life or the

conservative version becomes the target for prediction, and

failure is defined when perforation occurs earlier than either

DLO or the DLCO.

In addition to the initial DLO and DLCO concepts, certain

equipment is built initially ormodified later for life extension.

Such an objective carries with it the need for even longer life.

Thus, a life extension objective (LEO) and a life extension

conservative objective (LECO) can be defined. At each

FIGURE 4.23. Schematic views of a corrosion mode diagram (a) (see Fig. 4.20), an environmental

definition diagram (b), and their superposition (c). Shaded regions define boundaries of existence of a

specific mode and a relevant environment. (After Staehle [27].)
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increment in these objectives longer life is needed from the

components.

In addition to defining failure, it is necessary to define the

extent of response in the event that failures occur. Such

responses take the form of “action levels.” Presumably,

following the steps in the CBDA would minimize or even

prevent the occurrence of failures. However, when failures

occur and, almost by definition, are unexpected despite the

attention given during a responsible CBDA, a clear idea of

response is necessary. Such responses can be calibrated in

terms of the DLO, DLCO, LEO, and LECO objectives. Thus,

when failure occurs at a time less than that DLO, a substantial

response is required. Such a response would be defined as

“action level number one” (AL-1). Action levels are dis-

cussed in connection with Figure 4.36 in Section J. Thus,

five action levels can be defined in terms of life objectives

(where tf is time to failure).

Action Level Corresponding Time to Failure

AL-1 tf < DLO

AL-2 tf < DLCO

AL-3 tf < LEO

AL-4 tf < LECO

AL-5 tf > LECO

The implementation of these action levels is discussed in

Section J on prediction. Such targets as DLO, DLCO, LEO,

and LECOprovide objectives for the durations overwhich no

failures should occur. Choosing which of these is a reason-

able objective for design is a management problem.

In defining failure there are certain implications that need

to be considered as follows:

[1] Small Cumulative Fractions. Most experimental work

and resulting correlation equations are based on obtain-

ing mean values, although such a condition is rarely

stated (i.e., failure of 50% of the population). Often, the

time required to fail 50% of anything is significantly

beyond a practically acceptable fraction failed. More

likely, failure occurs when a small fraction of elements,

welds, or areas fail; and such small fractions failed may

be taken as 0.001, 0.01, or 0.1%. Such smaller fractions

of failure often occur several orders ofmagnitude earlier

in time than the mean failure time depending greatly on

the slope of the statistical dispersion curve. This situ-

ation is discussed in connection with Figures 4.27

and 4.33 in Section J.

Thus, if a small fraction failed is, in fact, an operating

definition of failure, then serious considerations need to

be given to how such a failure is actually predicted since

there is no prevailing theory for the physical bases of

dispersion, and there are few data available that describe

dispersion (dispersion relates to the distribution of data

and is discussed in Section J) as applied to corrosion

data. This subject is considered in Section J, where step

[6] of the CBDA, establish statistical framework, is

discussed.

[2] Location of Initial Perforation Relative to a Cata-

strophic Path. If perforation were to occur in che

middle of a relatively tough material, its significance

might be relatively minor except for the leak that might

ensue. On the other hand, if the same perforation occurs

in the path of a low-toughness element (e.g., a weld),

the perforation is more important, especially since one

perforation rarely occurs by itself. Owing to a possibly

much lower KIc or lower KIscc in the weld region

compared with the surroundings, an initially minor

penetration could become critical at a relatively small

size. Such possibilities are illustrated in Figure 4.24.

Figure 4.24(a) shows a circumferential weld, Fig-

ure 4.24(b) shows a longitudinal weld, and in Fig-

ure 4.24(c) a multiple welded vessel is shown.

In Figure 4.24, a relatively small defect is magnified

in its influence by the extensive low-toughness paths

available for propagation.

FIGURE 4.24. Schematic illustrations of continuous weld paths in

piping and fabricated vessels. (a) Circumferential weld in pipe. (b)

Longitudinal weld in pipe. (c) Longitudinal and peripheral welds in

a weld-fabricated vessel.
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[3] Simultaneous Penetration Due to Multiple Similar

Conditions. In the case of a cylindrically welded pipe,

there are three factors that act to promote simultaneous

penetration around the periphery: (a) similar weld

heating conditions that might, for example, produce

a corrosion-prone microstructure such as sensitization;

(b) similar stresses owing especially to automatic

welding; and (c) a uniform crevice, for example, from

a peripheral thermal shield (similarly uniform crevices

are often produced in heat transfer crevices and in

sludge piles). These are illustrated in Figure 4.25. Fig-

ure 4.25 shows three cases of uniform conditions around

a circular geometry where combinations of uniform

environment, uniformmetallurgy, and/or uniform stres-

ses can be simultaneously present (“congruent” condi-

tion). Figure 4.25(a) shows the case of a tube in a

tubesheet [similar to Figs. 4.2 and 4.5(a)]; Figure 4.25

(b) shows the case for a circumferential weld of a pipe;

Figure 4.25(c) shows the case for a thermal sleeve in a

nozzle attached to a pressurevessel. The occurrence of a

failure related to the uniform conditions illustrated in

Figure 4.25(c) is shown in Figure 4.26, where the SCC

penetration extended 270� of the periphery and the

penetration was approximately uniform. All of the

penetration noted in this figure occurred before leaking

was detected.

While Figure 4.25 suggests that all three factors of

metallurgical structure, stress, and crevice chemistry

can produce extensive penetration before leaking is

observed; such relatively uniform penetration can occur

when only one of these factors exists. Such a circum-

stance is favored in some cases where the velocity of

cracks is independent of stress intensity in the “plateau

region” in the plot of crack velocity versus stress

intensity shown in Figure 4.15(c). The main factor that

affects uniform penetration is uniformity in any or

several of the three main influences.

[4] Direction of Defect Relative to “Double-Ended

Rupture.” When a corrosion defect occurs and is

parallel to the axis of a tube or pipe (an axial defect),

its perforation produces a leak. However, when a

similar defect occurs and is circumferential, then the

leak may lead to the rupture of the total cross section of

the pipe. Thus, the direction of perforation relative to

FIGURE 4.25. Schematic views of circumstances where relatively uniform conditions occur around

periphery of components with circular cross sections. The major uniform peripheral conditions, when

they occur, are usually, metallurgy, stress, and aggressive environments. (a) Sludge pile adjacent to

cold-expanded tube in tubesheet at the bottom of a heat exchanger. (b) Weld around pipe with process

fluid inside, uniformmetallurgy, and uniform stresses. (c) Thermal sleeve in nozzle of pressure vessel

with uniform crevice, uniform weld metallurgy, and uniform weld stresses. (d) Summary of uniform

conditions leading to uniform SCC or other corrosion.
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the axis of a tube determines whether the tube will

sustain only leaks or a rupture of the total cross section.

The latter is called a double-ended rupture.

[5] Redundant and Nonredundant Elements. An example

of redundant and nonredundant elements is found in

bridge suspensions. The failure of the Silver Bridge in

Ohio involved the complete collapse of a suspension

bridge [33]. The suspension was provided by a series of

bars connected by dowel joints. Failure occurred when

a SCC defect propagated, eventually exceeded KIc , and

catastrophic fracture occurred.

The type of nonredundant suspension used in the

Silver Bridge is no longer used. Instead multiple cables

are used which, in turn, havemultiplewires; such cables

are also substantially overdesigned. If a wire breaks, it is

a minor problem, and its failure can usually be detected.

The cable-type suspension is a redundant structure

whereas the Silver Bridgewas a nonredundant structure.

In a nonredundant structure, more attention has to be

given to corrosion protection and to fracture toughness

(a highKIc ) as well as tomore frequent andmore careful

inspections.

[6] Sequential Failures. Figure 4.15 identifies the se-

quence of events that lead to exceedingKIc . The earliest

step may involve simply a penetration due to localized

corrosion. When this defect exceeds either a SCC or CF

threshold (e.g., KIscc ), slow growth is initiated. After an

SCC crack grows to a critical depth for an existing mean

stress, KIc is exceeded, and fast fracture occurs.

Figure 4.15 suggests that when localized corrosion is

observed, the eventual occurrence of catastrophic failure

can be foreseen. This predictable sequence of events

suggests that the occurrence of the initial defects should

be prevented and that, should they occur, they or their

cause should be removed.

[7] LBB and BBL. It is common to assume that corrosion-

related failures will produce detectable leaks before any

serious failure occurs. Such a condition is called “leak

before break” (LBB). Such an assumption is supported

by the fact that many industrial alloys have relatively

high fracture toughnesses so thai any penetration by

corrosion would be less extensive than could be reason-

ably expected before KIc would be exceeded. Thus, a

leak due to corrosion would occur before KIc is ex-

ceeded.However, the considerations associatedwith the

discussion of Figures 4.25 and 4.26 indicate that

the LBB criterion for design may not be justified in

some cases and especially where the simultaneous

conditions described in Figure 4.25d obtain.

Had a serious mechanical transient occurred before

the leak associated with Figure 4.26, a “break before

leak” (BBL) would have occurred. Assuming that the

BBL will not occur is not justified, in general, although

such an occurrence is much less frequent than LBB.

[8] Fraction Penetrated as Determined by Nondestuctive

Examination (NDE). A common means of defining

failure or of defining when an element should be

removed or repaired is related to a fraction of the

crosssection penetrated by corrosion. These penetra-

tions arc usually determined by some NDE method.

However, these NDEmethods are often quite inaccurate

unless they have been carefully calibrated and are

FIGURE 4.26. Crosssection of a recirculation inlet nozzle safe end from the Duane Arnold boiling

water nuclear reactor. (a) Crosssection of safe end. (Pressure vessel to the left.) (b) Plan view of crack

depth and peripheral distribution looking in the direction of the axis of the pipe. (After [32]modifiedby

Staehle [1].)
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applied by experienced personnel. Even under the best

of circumstances, results from NDE measurements are

inaccurate. Thus, if 50%penetration (relative to anNDE

method) is defined as the criterion for removal or for

some kind of repair action, it needs to be recognized that

the NDE measurement can be substantially inaccurate;

thus, ameasured penetration (byNDE)of less than some

target extent could exceed the criterion for failure.

H. CBDA STEP [6]: ESTABLISH A

STATISTICAL FRAMEWORK

Statistical methods are widely used for characterizing prop-

erties of environments, materials, and modes of failure.

Generally, statistical methods are used to characterize both

central tendencies and the dispersions about these central

tendencies. There are numerous statistical methods used for

such applications, and these are described in numerous

textbooks [34, 35]. Distributions such as the normal, log-

normal, Weibull, and extreme value are often used in char-

acterizing failure phenomena. In this discussion only the

Weibull distribution is discussed since it usually provides the

best and most flexible characterization for corrosion and

failure data.

Corrosion phenomena are particularly suited to statistical

characterization owing to the inherently variable behavior of

environments, materials, and modes even under the best of

circumstances. While statistical methods have potentially

great utility for characterizing and interpreting corrosion

phenomena, such methods have not been used extensively.

A useful overview of applying statistical methods specifi-

cally to corrosion has been prepared by Shibata [36]. Also,

statistical methods have been applied to characterizing SCC

by Akashi and Nakayama [37], where they have character-

ized several sequential steps with different statistical expres-

sions and then combined the results in a single mathematical

expression.

In addition to using statistical methods for characterizing

the central tendencies and the dispersions of data, these

methods can be used for predicting and analyzing the very

early stages of failure where relatively small fractions of a

systemhave failed (e.g., failure of a few tubes from thousands

in a heat exchanger). The application of statistical methods is

essential for predicting both central tendencies and the very

early stages of failure; some of the important approaches are

discussed here.

In many applications, it is necessary to predict when a

small fraction or a single element of a system (e.g., one of

many welds) would fail; that is, when does the first tube in a

heat exchanger or the first weld of many in a long pipe fail?

When does the first canister of radioactive waste fail?

Unfortunately, achieving such predictions is not often an

objective of experimental work. Most experimental work is

organized to determinewhen the mean failure occurs, and no

methods or data are produced to predict the first failure or

even to predict the functionality of the dispersion of data

which would be required to predict trends relevant to the

occurrence of the first failure.

This section concerning step [6] of the CBDA considers

the statistical framework for predicting failure in the context

of themode–location chart of Figure 4.5(b). Thus, each of the

mode–location cases, or a given j–i combination, if it is

relevant and needs to be evaluated, should be characterized

by some kind of statistical construction. Such constructions

can be estimated, can be based upon prior engineering

performance, or can be based upon laboratory data.

For the purpose of this discussion, we are not concerned

with the more gross cases of the failure of automobiles, jet

engines, or other complex machinery where failures can

occur and can bemodeled by statistical procedures but where

the details of failure may be related to multiple mechanical

and human, but not necessarily degradation, factors.

There are numerous texts that describe the application of

statistical methods to problems such as the mode–locations

of concern here. Such texts from Abernethy [38] and

Nelson [39, 40] should be reviewed.

There are three main sources of variability in considering

the statistical predictions necessary for evaluating the j–i

cells of the mode–location matrix in Figure 4.5(b). The first

source is the mode or submode itself. While sentiment has

been expressed for the “deterministic” prediction of modes

and submodes of corrosion (or any degradation), the occur-

rence of these modes under the best of circumstances is

inherently variable. For example, the location of initiation

sites is inherently variable. Local stresses vary by a factor of

about 3, and propagation of stress-related modes depends

generally on a power law function. Any intergranular path

contains variable chemistries. As the mode propagates, the

region in which propagation has occurred is filled with

reaction products of nondefined porosity and chemistry.

Thus, the initiation and propagation of anymode is inherently

and intrinsically variable.

The second source of variability arises from the heat-to-

heat, weld-to-weld, or fabrication and processing variability.

These sources are extrinsic to the inherent variability. The

third source of variability arises from the environments

(Section C2)], which are both variable and often difficult to

specify.

The most widely used statistical correlation for charac-

terizing failures is the Weibull distribution. Its probability

density function is given by Eq. (4.5) and its cumulative

distribution (probability of failure) is given by Eq. (4.6):

f ðtÞ ¼ b

q� t0

t� t0

q� t0

� �b� 1
" #

exp � t� t0

q� t0

� �b
" #( )

ð4:5Þ
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FðtÞ ¼ 1� exp � t� t0

q� t0

� �b
" #

ð4:6Þ

where
t¼ time

f(t)¼ probability density function

F(t)¼ cumulative distribution [integral of f(t)]

q¼ Weibull characteristic value

t0¼ initiation time (a statistical constant)

b¼ Weibull slope (higher values indicate less

dispersion)

Figure 4.27 shows examples of the probability density

function and cumulative distribution for a constant value of

the Weibull characteristic, q¼ 10, and the t0¼ 0. Of partic-

ular interest in prediction is Figure 4.27(b), which showsF(t)

versus time; typical slopes for materials-related failures vary

from b¼ 0.5 to b¼ 10, although some failure processes occur

outside this range. Taking, for example, the lower slopes of

b¼ 1 or 2, the time of occurrence of failure at 0.01 or 0.001 (1

or 0.1%) in Figure 4.27(b) is seen to be substantially less

than theWeibull characteristic q (close to themean), which is

taken as 10 in this schematic plot. Thus, having determined

the mean behavior is useless for predicting early failures

without a knowledge of the dispersion or slope of the

probability plot of Figure 4.27(b).

Some clear quantification of the Weibull slope b (disper-

sion) is desirable for predicting performance, although, in

practice, such information is not often available. In fact, the

slope of the dispersion, the Weibull b, is often developed

initially by plotting the fractions failed versus time for early

field failures; such fractions would be in the range of

0.001–0.1% for large numbers of elements (e.g., tubes in a

heat exchanger). Such fractions are shown on the ordinate of

FIGURE 4.27. Weibull plots for constant characteristic, q¼ 10, and various slopes, b¼ 0.5, 0.8, 1.0,

2, 5, 10. The parameter t0 is taken as zero. Time in arbitrary units. (a) Probability density function, f(t),

versus time. (b) Cumulative fraction failed, F(t), versus time. (After Staehle et al. [42].)
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Figure 4.27(b). The procedure for developing cumulative

distributions from early failure data is particularly well

described by Abernethy [38].

An example of data from the SCC failure of welds in

stainless steel piping plotted inWeibull coordinates is shown

in Figure 4.28 from the work of Eason and Shusto [41]. The

data here are taken over a large population of welds in

stainless steel pipes in numerous boiling water reactor

(BWR)–type nuclear plants. In the case of leaking at a weld,

as noted in Figure 4.24, even a single leak in a pipe requires

that the plant be shut down for repairs. Furthermore, if

leaking of radioactive water is involved, such a failure is

even more serious. The data in Figure 4.28 emphasize that

important failures can occur at times much shorter than the

mean value, that is, 0.50 of cumulative fraction. From

Figure 4.28, it is evident that predicting the mean value of

failure is not adequate; a method for predicting the disper-

sion, the Weibull slope, is required for predicting the very

earliest failures. While the failures noted in Figure 4.28 have

occurred over times as long as � 20 years, the Weibull

characteristic time q (0.632 fraction failed) occurs at 144

and 1675 years for the large and small pipes, respectively.

This large difference between the Weibull characteristic and

the times observed in Figure 4.28 results from the large

dispersions of data that are characterized by low values of

the Weibull slope b, which are 1.2 and 1.4 [for comparison,

the effects of slopes are shown in Fig. 4.27(b)] for the large

and small pipes, respectively.

From the discussion concerning the mode–location cases

in Figure 4.5(b), it is clear that whatever statistical formu-

lation is developed needs to incorporate dependencies on

the principal variables, as shown in Figure 4.19 and

Eqs. (4.1)–(4.3). Furthermore, these dependencies need to

be developed in such a framework that predictions from

accelerated tests can be integrated into the statistical expres-

sions. If a general correlation of data, starting with

Eqs. (4.1)–(4.3) has the form of Eq. (4.7), for example, for

SCC, involving simple dependencies on hydrogen ion con-

centration, stress, and temperature, then the Weibull para-

meters of Eqs. (4.5) and (4.6) would be expected to have the

forms shown in Eqs. (4.8)–(4.10) [42]:

x ¼ D½Hþ �nsme�Q=RTtq ð4:7Þ

q ¼ q0½Hþ �nqs�mqeQq=RT ð4:8Þ

1

b
¼ 1

b0
½Hþ �� nbs�mbeQb=RT ð4:9Þ

t0 ¼ t0;0½Hþ �� nt0s�mt0 eQt0
=RT ð4:10Þ

where the equations have the same meanings as for

Eqs. (4.1)–(4.3), (4.5), and (4.6). The constants would be

particularized to the Weibull parameters. Note that Eq. (4.8)

is given as 1/b; in this sense an increasing value corresponds

with increasing dispersion. In Eqs. (4.7)–(4.10), some terms

have been omitted for simplicity; more extensive expressions

are given in Eqs. (4.1)–(4.3).

An example of relating Weibull parameters to a physical

variable has been investigated by Shimada and Nagai [43]

where they determined the effect of stress as shown in

Figure 4.29; here, they determined the cumulative distribu-

tions for the SCC failure of Zircaloy-2 in iodine gas and from

these data obtained correlations for the Weibull parameters.

The correlation equations for the Weibull parameters were

calculated by Fang and Staehle [44].

If data for use in Figure 4.5(b) are obtained from statistical

methods, it is likely that the information to be entered into the

i–j cells would be failure times for some cumulative failure

fraction. For example, time to failure of 0.1%might be taken

as the appropriate data. For comparison, it might also be

useful to enter the mean time to failure (i.e., time for 50%

failure). The relationship between statistically defined data

and j–i cells of Figure 4.5(b) is shown schematically in

Figure 4.30.

As a final note, despite the great importance of the

dispersion as well as the initiation time to predicting early

failures, there is no theory or physical foundation for their

character. Most physical theory in corrosion is relevant only

FIGURE 4.28. Cumulative fraction of welds failed in terms of

repair rates in stainless steel pipes designated as “large diameter,�4

in.” or “small pipe diameter,<4 in.” fromBWR-type nuclear plants.

The larger diameter pipes include only IGSCC, and the smaller

pipes include all failure modes. The Weibull characteristic q and

the Weibull slope b for the larger diameter data are approximately

144 years and 1.2 and for the smaller diameter are approximately

1675 years and 1.4, respectively. (After Eason and Shusto [41].)
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to themeanvalue or theWeibull characteristic, and even such

theories require adjustable parameters.

I. CBDA STEP [7]: ACCELERATED TESTING

The purpose of accelerated testing is to confirm or improve

the credibility of predictions that support achieving an

objective such as design life (DLO). Accelerated testing is

usually carried out by conducting experiments at more

intense conditions using specifically intensified variables,

“stressors,” and, then, extrapolating the results to the con-

ditions of interest. Such stressors might include temperature,

stress, pH, increased concentrations of species, number of

fatigue cycles per unit time, and similarly more intense

conditions. For example, the “salt spray test” is often used

to qualify materials and components for use on salted high-

ways or for ocean and seaside use. In this case, the stressor

involves more salt and more frequent applications together

with continued high humidity relative to conditions expected

for automobiles on winter highways. Incidentally, this test

does not always provide reliable results.

Themost important consideration in accelerated testing is

that the mode of failure in the accelerated test must be the

same as the mode of failure expected in the operating

equipment. A well-known problem of erroneous accelerated

testing involves corrosion fatigue. In much of the fatigue

testing over the years, it has been found that the effects of

stress cycling expected of a component over time can

be assessed by conducting experiments where the number

of expected stress cycles is accelerated by using higher

cyclic frequencies in order to obtain data in a relatively

short time.

However, when fatigue is affected by environments, the

incremental propagation of fatigue cracks has been shown

to depend on cyclic frequency with increasing propagation

per fatigue cycle occurring at lower cyclic frequencies in the

range of 1 Hz and lower with little effect of environments

observed above 10 Hz. Thus, to have conducted experi-

ments in excess of 1 Hz, when assessing the effects of

environments on fatigue, would give a nonconservative

result [45]. Premature failures, especially of ship propellers,

have occurred because of such errors.

Figure 4.31 illustrates three stressors (temperature, stress,

and pH) that could be used relative to an application involv-

ing relatively less intense conditions (i.e., target performance

conditions). Along the coordinates for each stressor is noted

the amount of acceleration based on a key parameter such as

the activation energy (temperature), the stress exponent

(stress), and the hydrogen ion exponent (concentration of

hydrogen ions). In practice, these accelerations have to be

determined.

Following the suggestion from Figure 4.29 [43], Fig-

ure 4.32 suggests that the effect of temperature could be

studied at more intense conditions within a statistical frame-

work and then extrapolated to lower temperatures. This plot

suggests that both themeanvalue and the distributions can be

extrapolated.

Statistical interpretations of data provide insights into

apparent inconsistencies that result from accelerated testing.

Figure 4.33 shows two hypothetical lines on a cumulative

distribution plot similar to Figure 4.27(b). Line N-l corre-

sponds, schematically, to a typical result for the mean and

dispersion for the nominal condition. It is similar to the low

Weibull slopes of Figure 4.28. The schematic line A-l

corresponds to a cumulative distribution for a hypothetical

accelerated test, and b is taken as 5.0, which is typical of such

FIGURE 4.29. Effect of stress on the cumulative failure rate of

Zircaloy-2 (1.5 Sn–0.15 Fe–0.10 Cr–0.05 Ni) in iodine gas. (a)

Cumulative distributions for three stresses. (b) Effect of stress on

Weibull characteristic q, Weibull slope b, and Weibull initiation

time t0. (Adapted from Shimada and Nagai [43].) Correlation

equations in (b) calculated by Fang and Staehle [44]. The coefficient

of correlation for these curves with the data are given as R.
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accelerated tests. Line N-l represents a real result from field

performance after the equipment was designed, built, and

operated. For the accelerated test, which might have been

conducted ahead of time, the mean value of line A-l is

determined to be 0.4 year. Thus, for the accelerated test the

mean value occurs at 0.4 year, which is 100-fold less than

the expected mean based on extrapolating early failure

points on line A-l. A 100-fold acceleration is a common

objective for accelerated tests, although such a factor

of acceleration is often considered to be at the edge of

credibility.

Comparing the hypothetical field result, N-l, with the

hypothetical accelerated tests, A-l, shows that the ratio of

themean of the field results to themean of the accelerated test

is 100; however, comparing these results at a cumulative

fraction failed of 0.01 gives a ratio of 3.4 rather than 100

between the two. At a cumulative fraction failed of 0.001, the

ratio is <1 and is � 0.7. This ratio means that the failure of

the field elements would occur earlier than the failure

of the accelerated test at a cumulative fraction failed of

0.001. The ratio would be even less at 0.0001, which is in

the early range of the field data of Figure 4.28.

The implication of the comparison in Figure 4.33 is that

themeanvalues from accelerated tests are not generally good

predictors for failure. Thus, ameanvalue from an accelerated

test, following the pattern of stressors in Figure 4.31, would

be both inadequate and misleading. This dilemma can be

rationalized by referring to Eqs. (4.7)–(4.10). The compar-

ison of mean values essentially follows Eq. (4.8). However,

the dispersion follows Eq. (4.9); the dispersions provide the

primary differences in lines N-l and A-l at the lower cumu-

lative fractions.

FIGURE 4.30. Including statistically calculated results in j–i cells of the mode–location matrix of

Figure 4.5(b). From the mode–location chart of (a), sample cells are shown in (b), where values from

two schematic data plots are shown in (c) and (d). Included in the cells are the times to failure for

cumulative fractions failed of 0.001 and 0.50 (mean) together with the expressions for F(t) from (c)

and (d).
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Equation (4.9) suggests that increased values of the

stressors decrease the dispersion. While this is assumed in

the formulation of Eq. (4.9), the pattern is well known. Thus,

the steeper slope of A-l in Figure 4.33 compared with N-l

results from the more narrow dispersion (greater slope of the

Weibull b) produced by the accelerating stressors.

Line A-2 in Figure 4.33 shows how a predicted failure

rate would appear if the Weibull slope did not change from

the accelerated test in A-1 for a 40-year life. However,

even with such a prediction the cumulative failure would be

� 10 years for the 0.001 fraction. This does not provide

the 40-year life if the 0.001 cumulative fraction is taken as

the 40-year objective. In fact, if the Weibull slope remains

5.0, then a cumulative rate of the type in A-3 would be

required with a mean time of � 170 years. Line N-2 shows

the characteristic failure rate that would be required if

the criterion for failure is a cumulative failure fraction of

0.001 and the Weibull slope is 1.0.

Comparing Figure 4.33 with Figure 4.32 suggests an

inconsistency. However, had several cumulative distribu-

tions been determined as suggested in Figure 4.32, the

result of Figure 4.33 could have been predicted by

extrapolation.

Validating accelerated tests is a continuing concern. On

the other hand,were it not for accelerated tests, performance

of equipment would have to be guessed, or substantial

delays would be required until credible data could be

accumulated. To develop useful accelerated tests, it is

necessary to quantify and predict both the mean and the

dispersion.

J. CBDA STEP [8]: PREDICTION

Predicting failure (as defined in step 5 of the CBDA, Section

G) and assuring performance are the goals of steps [1]–[7].

Step [8], prediction, then involves synthesizing the results of

steps [1]–[7] of the CBDA. The format for organizing the

necessary data to support predictions is that in Figure 4.5(b),

and the steps are identified in Section B3. Possible ap-

proaches for responding to each of the j–i cells are shown

in Figure 4.6(a), and the application of statistical analyses to

answering the questions of each cell is illustrated in

Figure 4.30.

At this point, it is necessary to decide what specific

information should be placed in each of the j–i cells and

how the information in all the cells for a given subcomponent

should be aggregated. [Actually, such a step would have been

resolved in connection with CBDA steps [5] and [6]—define

failure and action levels and establish a statistical framework

FIGURE 4.31. Stressors of temperature, stress, and pH relative to target performance conditions.

Possible test conditions shown along each stressor with the magnitude of acceleration shown for

selected values of stressor constants. (After Staehle [1].)
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(Sections G and H)]. A simple approach could involve

determining the time for (e.g., 0.1%) failure in each of the

cells assuming that something is known about the relation-

ship between accelerated testing and field performance as

described in Section I. Such an approach is illustrated in

Figure 4.30. If the necessary statistical distributions are

available, then this or any percent failure as a criterion can

be calculated and used in the j–i cells. Other approaches can

be developed, especially when the statistical distributions

can be developed from either laboratory data or field

experience.

A specific approach to evaluating the contribution of

multiple mode–location cases is illustrated in Figure 4.34

for the case of a steam generator considered in Figures 4.2

and 4.5 [46], Themode–location cases of Figure 4.34 include

many of those that are illustrated in Figure 4.2. The data for

cumulative failures (dots) shown in Figure 4.34 are based on

information taken by NDE methods when examining tubes

during outages.

At each outage, the total probability of failure is calculated

by the relationship in Eq. (4.11). Equation (4.11) is based on

the relationship that the total probability of success is 1 –

FT(t), that is, 1 minus the total probability of failure, FT(t).

The total probability of success is then the product of the

individual probabilities of success, that is, 1 – Fj–i(t), where

Fj–i(t) is the cumulative probability of failure of each

FIGURE 4.32. (a) Schematic cumulative failure plots showing curves for high temperatures

associated with acceleration tests and for a reference temperature associated with the expected

application. Confidence limits are also noted. (b) Plot of 1/T versus time showing probability density

functions corresponding to cumulative probability plots. (After Staehle et al. [42].)
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mode–location case. For simplicity, the Fj–i (mode–location

cases) are given as F1, F2,. . ., Fn:

FTðtÞ ¼ 1� ½1�F1ðtÞ�½1�F2ðtÞ� � � � ½1�FnðtÞ� ð4:11Þ

After the last measurements shown in Figure 4.34, given

by the last dot on the respective plots of Fj–i, the curves are

extrapolated using expected functionalities. The individual

cumulative probabilities can then be summed as in Eq. (4.11)

to give the overall aggregate of all mechanisms. In the case

of steam generators failure occurs at some point where the

number of tubes that have been “plugged” (i.e., taken out of

service by plugging to prevent access of the primary to

secondary side because perforation failures were identified

by NDE) exceeds a designated fraction of the total number of

tubes that corresponds to excessive loss of power. This point

of overall failure might be, for example, 10% of all tubes or a

0.10 cumulative fraction failed of “the aggregate of all

mechanisms.” A prediction such as that in Figure 4.34 results

from an orderly aggregation of all failures as identified in

Figure 4.5(b).

Once specific versions of Figure 4.5(b) are organized for

various subcomponents, then it is possible to predict overall

performance. Another layer of analysis may be required to

deal with the collected functionalities of the data in

Figure 4.5(b). Such an approach is followed in applying

Eq. (4.11) for the separate mode–location cases in

Figure 4.34. However, the most appropriate approaches for

aggregating data from the set ofmode–location cases depend

on both the forms of the results in the cells of Figure 4.5(b)

for the various components and the criteria for failure of the

engineering project.

The process of engaging in the CBDA and developing

predictions is dynamic. As the j–i cells are evaluated, the

design is changed to minimize the intensity of degradation in

any cell. The overall performance will then be based upon a

set of modified and rejected j–i cells. Once the conditions of

individual cells are stabilized and agreed upon, it is possible to

predict the overall performance, recognizing, of course, that

certain cells have been assumed to be irrelevant or that certain

approximations to their functional character can be devel-

oped. However, even such decisions would be (could be) a

matter of record for later review and possible modification.

Once the j–i matrices are completed for various subcom-

ponents, they can be aggregated as shown in the first step of

Figure 4.35 for components. The results from the various

components can then be aggregated as shown in the succes-

sive steps of Figure 4.35.

The predicted times to failure or similar results, as sum-

marized in the appropriate versions of Figure 4.5(b), need to

be compared with objectives for DLO, DLCO, LEO, and

LECO as described in Section G,where step [5] of the CBDA

is described. Providing that the predicted times to failure

exceed the goals forDLO,DLCO,LEO, or LECOas required

FIGURE 4.33. Schematic comparison of hypothetical actual field results with hypothetical accel-

erated testing using cumulative distributions versus time. The lineN-1 corresponds to the nominal field

failure ratewith b¼ 1. Line A-I with b¼ 5.0 corresponds to an accelerated test. Line N-2 is the desired

field failure rate that does not exceed0.001 cumulative failures in 40 years. LineA-2 has the same slope

as A-l for a mean life of 40 years; line A-3 has the same slope but with 0.001 failure in 40 years.
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by the application, no further work of prediction is required.

Such conclusions assume that the j–i cells, which have been

judged irrelevant or where correlations have been assumed

based on marginal data, do not pose excessive risks.

One of the major benefits of the CBDA approach

implicit in Figure 4.5(b) is the necessity for explicit action

on every cell. Presumably, the design group would require

that every cell be accounted for by some formal procedure.

Whether the cell is evaluated (as in Figs. 4.6 and 4.30) by

laboratory data, prior history, engineering judgment, as-

sumption of irrelevance, or assumption of no problem,

these actions would become part of the written record of

the design.

The times specified for DLO, DLCO, LEO, and LECO

then become action levels for operators; if failures occur in

times less than these objectives, then certain actions are

required. Figure 4.36 indicates hypothetically possible

responses if failures in the field occur earlier than predicted.

For example, if action level 1 (AL 1) is taken as failures

occurring at times less than DLO, then numerous and

serious actions might be required. These are illustrated by

the black dots in Figure 4.35. If failures occur at longer

times, the action levels require less extensive responses;

progressively lower priority actions are noted by shaded and

then nonshaded dots.

Figure 4.35 becomes the agenda for amajor design review

with respect to theCBDA.By the time it is possible to prepare

a complete version of Figure 4.35, sufficient information

should be available for a comprehensive assessment of the

design.Often, owing to the necessities of schedules and costs,

it is sometimes thought necessary to move ahead on con-

struction before all the detailed designs are completed. The

CBDA, through the chart of Figure 4.5(b), provides a con-

tinuing framework for assessing what decisions are neces-

sary as detailed designs are completed.

In some designs, there are circumstances where inspec-

tion and design are not possible, although such circum-

stances should be avoided. For example, in the storage of

radioactive waste where times of possibly 1 million years of

nonfailure (i.e., nonrelease ofmore than aminimum amount

FIGURE 4.34. Cumulative fraction of tubes failed versus service time in equivalent full power years

(EFPY) for seven mode–location cases from the set of steam generators in the Ringhals 4 pressurized

water nuclear plant: TTS refers to “top of tube sheet,” TS to “tubesheet,” Circ. SCC to “circumferential

SCC,” P� to a special location where SCC may not be serious, RT to SCC at the “roll transition”

location, and the AVB to “antivibration bars” (at top of steam generator to stabilize the tops of the

U–bends), (Unpublished data provided by L. Bjornkvist of Vattenfall and J. Gorman of Dominion

Engineering.)
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of radioactivity)may be desired, a greater emphasis needs to

be placed upon reliability than cases where much shorter

design lives are specified. Other cases where explosions,

release of radioactivity, or failure of implantable medical

devices could occur, higher levels of assurance are required

and need to be acknowledged in preparing Figure 4.5(b).

Finally, in some relatively ordinary lifetimes certain sub-

components are not inspectable or cannot be monitored.

Here, again, higher priorities need to be given to assuring

performance in preparing Figure 4.5(b).

K. CBDA STEP [9]: MONITORING,

INSPECTION, AND FEEDBACK

Monitoring and inspection provide feedback to designers and

operators for comparing with predictions and for defining

action levels. These responses vary greatly with applications

and industries.

A discussion of monitoring, inspection, and feedback is a

large subject and is not elaborated upon here. However, the

choice of methods for monitoring and inspection should be

based upon cues provided by the CBDA steps [1]–[5] (Sec-

tions C to G). Furthermore, the frequency of monitoring and

inspection should consider the statistical character, step [6]

(Section H), of the mode–location combinations.

Certain components and subcomponents are not readily

inspectable, which implies that certain features of failure

must be assumed, and higher levels of certainty of reliable

performance should be required for such applications.

L. CBDA STEP [10]: MODIFICATION

As failures occur, certain inadequacies in the assumptions of

high-priority mode–location cases and in what i–j cells can

be neglected become apparent The occurrence of premature

failures guides appropriate modifications and reconsidera-

tion of these assumptions. Once indications of performance

and failures are available, then designers and operators can

act to modify the design and/or operation.

As modifications are implemented, steps in the CBDA

need to be repeated since modifications change the system

and its response to various stressors.

FIGURE 4.36. Schematic view of relationships among hypothet-

ical times to failure, targets for design life (DLO, DLCO, LEO, and

LECO), action levels (AL 1, AL 2, AL 3, AL 4, and AL 5), and

responses appropriate for each action level. Black dots indicate

high-priority actions; shaded dots indicate lower priority actions;

open circles indicate no action.

FIGURE 4.35. Mode–location, MDj/SDj–LAi, charts aggregated

for successively higher levels of system hierarchy.
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A. INTRODUCTION

Metal loss corrosion is one of the major causes of pipeline

failures. For example, failure statistics collected by the U.S.

Department of Transportation indicate that 17%of reportable

gas pipeline failures and 27% of reportable liquid pipeline

failures are caused by corrosion [1]. InAlberta, where there is

a large percentage of gathering pipelines and consequently

more significant internal corrosion problems [2], corrosion

accounts for approximately 40% of all pipeline failures.

As the pipeline network ages, it is important to understand

the risk of failure due to corrosion and take appropriate

measures to keep it at tolerable levels. Risk is defined in the

Concise Oxford Dictionary as “the chance of loss,” which

captures the two main components of risk, namely an un-

certain event (chance) that can cause adverse consequences

(loss). In the context of pipeline corrosion, risk R can be

defined as the probability of a corrosion-caused failure

P multiplied by a measure of the failure consequences C

(i.e., R ¼ PC).

There is a significant body of literature dealing with

pipeline failure risks due to corrosion [3–10]. Existing

approaches can be classified as either qualitative or quanti-

tative methods. Qualitative methods provide approximate

rankings of pipeline segments with respect to the risk of

failure. These rankings are based on combining subjective

scores assigned to each attribute that affects the risk of

corrosion (e.g., age, operating temperature, cathodic protec-

tion, and soil corrosivity). Quantitative risk assessment

methods on the other hand attempt to provide actual esti-

mates of the probability and consequences of failure based on

historical data and analytical models. As such, they require a

more significant effort to implement; however, they have the

potential to provide more objective and reliable results.

The objective of this chapter is to describe an approach for

estimating the risk of pipeline failure due to corrosion and for

making efficient maintenance decisions to control corrosion-

related problems. Although the focus is on pipeline corro-

sion, the overall framework and many of the concepts are

applicable to other systems such as downhole casing, boilers,

and pressure vessels.

B. CHARACTERIZING PIPELINE

CORROSION

Figure 5.1 shows a sketch of a typical external corrosion

defect, which usually consists of a number of individual pits

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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that grow until they join together into a single feature. The

parameters used to characterize a corrosion feature are shown

on the figure. They may include defect length (defined as the

maximum length of the corrosion feature along the pipe axis)

and defect depth (which can be characterized by either the

maximum depth or the average depth along the deepest route

through the feature).

There are several inspection technologies that can be used

to provide direct or indirect information on pipeline corro-

sion defects. These include the following:

Coating damage survey methods such as Pearson surveys,

current attenuation surveys, close interval potential

surveys (CIPSs), and the direct-current (dc) voltage

gradient (DCVG) survey technique. These methods

detect coating damage and provide an indication of

the severity (or size) of damage. Differences between

thesemethods relate to the physical principles used and

the type of information and interpretation required.

Some survey methods produce additional information

(beyond coating damage indications) that is relevant to

corrosion. The CIPSs, for example, determine the

effectiveness of cathodic protection, whereas DCVG

surveys provide an indication of whether or not cor-

rosion is active at a given location. Harvey [11] gives a

summary of the capabilities and limitations of different

coating damage survey methods.

Low-resolution or high-resolution in-line inspection

tools. Low-resolution tools generally provide the

location of metal loss corrosion defects and a coarse

estimate of the maximum defect depth (e.g.,< 30%,

30–50%, and> 50% of the pipe wall thickness). High-

resolution inspection tools provide information on the

number, location, and geometry of defects (including

estimates of defect length, width, and average or

maximum defect depth). Some inspection vendors

offer an incremental approach in which low-resolution

data are provided, with the option of an information

upgrade that provides high-resolution inspection data.

Regardless of how sophisticated a certain inspection

method is, there are always accuracy limitations associated

with the information provided.

C. PRESSURE RESISTANCE OF CORRODED

PIPELINES

The degree of reduction in the pressure capacity of a pipeline

at a corrosion defect depends on the defect size (specifically

depth and length). The pipe resistance R can be calculated as

a function of defect geometry, pipe geometry, and material

yield strength using the following relationship [12]:

R tð Þ ¼ 2:3T

D
S

1�H tð Þ=T
1�H tð Þ=M tð ÞT

� �
þC ð5:1aÞ

M tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:6275

L tð Þ½ �2
DT

� 0:003375
L tð Þ½ �4
D2T2

s
ð5:1bÞ

where T is the wall thickness, D is the pipe diameter, S is the

yield strength, M(t) is a geometric factor (called the Folias

factor) that accounts for bulging of the pipe before failure, L

is the defect length, C is a model uncertainty factor (see

below), and t is time. It is noted that the resistance is a

function of time since both defect depth and length are treated

as functions of time to account for defect growth:

H tð Þ ¼ H 0ð Þþ tGh ð5:2aÞ

L tð Þ ¼ L 0ð Þþ tGl ð5:2bÞ

FIGURE 5.1. Geometry of a corrosion defect.
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where H(0) and L(0) represent the defect depth and length

at present, and Gh and Gl are the defect depth and length

growth rates.

Equation (5.1) is based on a semiempirical relationship

that was developed in the early 1970s [13, 14]. Figure 5.2

shows the results of this model plotted against the results of

burst tests carried out on corroded pipe taken out of ser-

vice [15]. This figure indicates that there is some uncertainty

associated with the results of the model—hence the model

uncertainty factor C in Eq. (5.1). Regression analysis of the

data in Figure 5.2 shows that C has an average value of

1.38 MPa.

Example 5.1. Consider a 914-mm outside diameter (OD)

X60 pipeline with a wall thickness of 8.74mm and an

operating pressure of 5.7 MPa. Assume that the line has a

corrosion feature with a length of 75mm and an average

depth of 1.5mm. Also assume that defect depth and length

have growth rates of 0.35 and 1.0mm/year, respectively.

Figure 5.3 shows the resistance of this corrosion defect as a

function of time as calculated from Eqs. (5.1) and (5.3).

Figure 5.3 shows that, if not repaired, this feature will fail

after 17 years.

D. PROBABILITY OF FAILURE DUE TO

CORROSION

As demonstrated in Section C, a corrosion failure occurs

when the pressure resistance at the defect drops below

the maximum operating pressure (see Figure. 5.3). Because

of the uncertainties associatedwith defect sizes, growth rates,

pipe material yield strength, and model error, there is some

uncertainty regarding the calculated value of the time to

failure for a specific corrosion defect. The time to failure is

therefore best characterized in probabilistic terms. The prob-

ability of failure on or before time t, pf (t), is equal to the

probability that the resistance, R(t), will drop below the

applied pressure, A. This can be expressed as follows:

pf tð Þ ¼ p R tð Þ < A½ � ¼ p R tð Þ�A < 0½ � ð5:3Þ

Substituting thevalue ofR(t) fromEqs. (5.1a) and (5.2a) gives

the probability of failure as the probability of occurrence of a

particular combination of pipeline and defect attributes (viz.

diameterwall thickness,yieldstrength,defectdimensions,and

growth rates) that lead to a lower resistance than the applied

pressure. There are a number of standard methods that can

be used to calculate this probability from the probability

distributionsof thebasicpipelineanddefectattributes [16,17].

It isalsopossibletocalculatetheprobabilityoffailureduring

agiven time interval (t1 to t2) given that thepipeline survives to
the beginning of this interval from Eg. (5.5) [17, p. 287]:

p t1 < t < t2ð Þ ¼ p t < t2ð Þ� p t < t1ð Þ
1� p t < t1ð Þ ð5:4Þ

Ifthetimeintervalistakenasoneyear,Eq.(5.4)givestheannual

probability of failure as a function of time.

Finally, if it is assumed that failures at individual corrosion

features are independent events, the probability of failure per

kilometer of pipe can be calculated by multiplying the

probability of failure per defect by the number of defects

per kilometer.

Example 5.2. Assume that the pipeline in Example 5.1 has

an average of 2.5 corrosion defects per kilometer and that the

pipeline and defect attributes used in Eqs. (5.1) and (5.2) are

as given in Table 5.1. Figure 5.4 gives the annual probability

of failure as a function of time [as calculated from Eqs. (5.3)

and (5.4)] for this pipeline.

E. IMPACT OF MAINTENANCE ON

RELIABILITY

E1. Characterization of Inspection Accuracy

E1.1. Detection Power. An inspection method is not

guaranteed to detect all defects and therefore there is a

FIGURE 5.2. Burst test versus corrosion model results.

FIGURE 5.3. Resistance at a single corrosion defect as a function

of time (Example 5.1).

IMPACT OF MAINTENANCE ON RELIABILITY 77



 

chance that an existing defect will bemissed. The probability

of detecting a specific defect can be characterized as a

function of defect size; the larger the defect, the higher the

probability that itwill be detected.Rodriguez andProvan [19]

suggested the following characterization of the probability of

detection:

pd=h ¼ 1� e� qh ð5:5Þ

where pd=h is the probability of detection for a defect with

size h, and q is a constant that determines the overall power

of the detection method.

E1.2. Sizing Accuracy. There is also a random measure-

ment error E associated with defect sizes estimated from in-

line inspection.Measurement errors are usuallymodeled by a

normal distribution. The mean value of E is equal to the

systematic bias of the measurement (or zero if there is no

bias) and the standard deviation represents the random error

component. These parameters can be obtained from vendor

specifications or from verification excavation data [20].

E2. Effect of Inspection andRepair on Defect Size

The process of inspection and repair improves the pipeline

condition bymodifying the probability distributions of defect

size and defect frequency. The degree of modification

depends on the accuracy of the inspection method and the

threshold used for repair.

Figure 5.5 illustrates the steps involved in characterizing

the remaining defects after inspection. Initially, the inspec-

tion divides the population of original defects into detected

and undetected defects. Since larger defects are more likely

to be detected (see Section E1), detected defects are likely to

be larger on average than the original defects. Similarly,

undetected defects will be smaller on average than the

original defects. This is illustrated in Figure 5.6 [21], which

shows that the size distribution is shifted to the right for

detected defects and to the left for undetected defects. The

inspection tool used in developing the plots in Figure 5.6 is

assumed to have a detection constant q¼ 0.4 [see Eq. (5.5)].

The inspection tool will provide a measured size of

detected defects, which will be somewhat different from the

actual size because of tool accuracy limitations. A repair

TABLE 5.1. Probability Distributions of Input Parameters (Example 5.2)

Parameter Mean Value COV (%) Distribution Type Data Source

Yield strength 461 MPa 3.5 Normal Mill data

Pipe wall thickness 8.74 mm 1.0 Normal Mill data

Pipe diameter 914 mm 0.06 Normal Mill data

Model error A 1.0 0 Fixed Regression analysis

Model error B 1.38 110 Normal Regression analysis

Defect depth 1.8 mm 45 Lognormal Assumed

Defect length 120 mm 40 Lognormal Assumed

Depth growth rate 0.1 mm/year 0 Fixed Shannon and Argent [18]

Length growth rate 5 mm/year 0 Fixed Assumed

Note: COV ¼ coefficient of variation.

FIGURE 5.4. Probability of failure as a function of time for pipeline in Example 5.2.
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criterion will typically be applied to each detected defect to

identify ones that require repair. The repair criterion may be

based on the measured defect depth or the calculated failure

pressure (from the measured defect depth and length) at the

defect location. The population of remaining defects will

then consist of defects that did not meet the repair criterion.

Because the repair decision is based on the measured (rather

than the actual) defect size, some critical defects may have

been undersized by the inspection tool and will therefore be

left not repaired.

The population of remaining defects can be obtained

by combining undetected defects with defects that were

detected but not repaired. Figure 5.7 shows a comparison

between the size distributions of an original defect popula-

tion and the corresponding population of defects remaining

after inspection and repair of all defects with a failure

pressure< 1.25 and 1.5 of the maximum allowable operating

pressure (MAOP). Themeasurement error parameters for the

inspection tool used are assumed to be as shown in Table 5.2.

The figure shows that the inspection and repair shifts the

defect size to the left (lower values). The average number of

defects per kilometer remaining after repair can be obtained

by subtracting the number of defects that are detected and

repaired from the original average number of defects per

kilometer.

Details of the calculations used to produce the results in

this section are given by Nessim and Pandey [21].

FIGURE 5.5. Modeling the impact of inspection and repair on

corrosion defect population.

FIGURE 5.6. Size distributions of original, detected, and unde-

tected defects.

FIGURE 5.7. Probability distributions of defect size before and

after repair.

TABLE 5.2. Measurement Error Parameters for a Typical

High-Resolution In-line Inspection Tool

Parameter

Average

(mm)

Standard

Deviation

(mm)

Distribution

Type

Defect depth

measurement error

0 0.68 Normal

Defect length

measurement error

15 27 Normal
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F. APPLICATION TO MAINTENANCE

PLANNING

F1. Problem Definition

Consider the gas pipeline used in Examples 5.1 and 5.2

(914-mm OD X60 with a wall thickness of 8.74mm and an

operating pressure of 5.7 MPa) with the corrosion defect

population given in Table 5.1. Assume that the pipeline is

being considered for a high-resolution in-line inspectionwith

the tool characterized in Table 5.2.Amaintenance plan in this

case involves answering the following questions:

1. What is the optimal time interval to first inspection of

the pipeline?

2. Once the first inspection is performed, what are the

optimal repair criterion and interval to next inspection?

F2. Time to First Inspection

The annual failure probability for this pipeline in its initial

state is plotted in Figure 5.4. The time to first inspection can

be estimated from this figure by defining a maximum allow-

able probability of failure and finding the time at which this

probability will be exceeded. Figure 5.4 shows that if the

maximum allowable probability were 10� 3/km�year, the
inspection would be required after 3 years.

It is also possible to base the decision on a cost optimi-

zation analysis. The expected total annual cost ct for each

choice can be calculated from

ct ¼ pf cf þ ci þ nrcrð Þ u

1� 1þ uð Þ� ti

� �
ð5:6Þ

in which the first term is the expected annual failure cost

calculated as the annual probability of failure, pf, multiplied

by the cost of failure, cf, in present-day currency, and the

second term is the total maintenance cost per kilometer

amortized over the time to next inspection. The total

maintenance cost is calculated as the sum of the inspection

cost per kilometer, ci, and the average number of repairs per

kilometer, nr, multiplied by the cost per repair, cr. This cost

is amortized over the interval to next inspection, ti, based on
a real interest rate of u.

If we assume that the cost of failure is $1 million, the

inspection cost is $4000/km, the cost of repair is $5000 per

defect, and the real interest rate is 5%, the total expected

cost will be as shown in Figure 5.8. This figure plots the

results for the status quo and for an inspection followed by

repair of all defects with a failure pressure less than 1.25

MAOP. The minimum cost associated with the inspection

option is $1.8 million, corresponding to an inspection

interval of �7 years. The cost associated with the status

quo is less than $1.8 million for the first 9 years. This means

that the optimal solution is to carry out the inspection after

9 years.

F3. Inspection Interval and Repair Criterion

It is now assumed that the inspection has been carried out

after 9 years and that an average number of 1.3 defects per

kilometer is found, with the depth and length distributions

given in Table 5.3. The maintenance planner wishes to

choose a repair criterion and an interval to next inspection.

Figure 5.9 can be used to make this decision on the basis of

the maximum allowable failure probability. It shows that a

repair criterion of 1.25 MAOP is inadequate to meet a target

annual failure probability of 10� 3. A repair criterion of 1.5

MAOP would lead to an acceptable probability of failure for

the next 15 years. Based on this, a repair criterion of 1.5

MAOP should be used and the next inspection should be

carried out after 15 years.

The cost optimization calculations lead to the results in

Figure 5.10. The lowest cost is associated with a repair

criterion of 1.5 MAOP and an interval to next inspection of

14 years.

FIGURE 5.8. Total annual costs for the inspection and no-inspec-

tion options.

TABLE 5.3. Corrosion Parameters Obtained from an

Inspection

Parameter Average

COV

(%)

Distribution

Type

Defect depth 2.5 mm 60 Lognormal

Defect length 120 mm 50 Lognormal

Number of

detected flaws

1.3 per km 0 Fixed
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G. SUMMARY

This chapter described a framework for risk-based assess-

ment of pipeline corrosion risk and demonstrated mainte-

nance planning with a risk-based approach. The examples

developed serve to demonstrate the benefits associated with

risk-based planning:

1. Consistent Safety Levels. Minimum safety targets can

be set and actions taken to ensure that they are met

across a whole system.

2. Optimal Balance between Maintenance Costs and

Failure Risks. Maintenance plans that achieve safety

goals at a minimum possible cost can be defined. This

can result in significant savings in overall operating

costs.

3. Documentation of Rationale Behind Decisions. The

analysis process provides the reasoning and docu-

mentation needed to communicate prudent risk

management
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A. INTRODUCTION

The choice (and detailed specification) of a material known

to be chemically resistant to a given environment is one step

in the selection process. Another step, of equal importance,

is the choice of proper design configurations and principles to

permit the material to perform in the desired manner. Listed

below are a number of design-related causes of corrosion in

metallic systems:

1. Dissimilar metals

2. Improper drainage

3. Joints between metals and nonmetals

4. Crevices

5. Stray currents

6. Complex cells

7. Relative motion between two interacting parts or

between a part and its environment

8. Selective loss of one or more ingredients of the alloy

9. Inability to clean the surface properly

There is a third step in assuring good performance,

which unfortunately is often given inadequate attention. That

is careful inspection and verification that design specifica-

tions and recommendations actually are carried out in the

installation.

The detailed methods by which corrosion may be miti-

gated by design are listed below and are illustrated in the

accompanying figures:

1. Where dissimilar metals are involved, select materials

that have a minimum difference in electrode potential

under the conditions of temperature and electrolyte

composition encountered.

2. Where feasible, design structures so that butt joints

rather than lap joints are employed, use drip skirts to

avoid moisture collecting under structures.

3. Support tanks on stanchions rather than pads if possi-

ble. If pads are required for tanks, provide sufficient

“crown” on the pads to assure drainage and to avoid

“oil can” effects. For large field-erected tanks use

domed, compacted, oiled sand where appropriate as

a support for tank bottoms.

4. Employ resilient sealants to exclude moisture from

potential crevices.

5. Employ cathodic protection where appropriate. This

includes the use of galvanized steel or alclad aluminum

products or sprayed metals to provide cathodic pro-

tection in crevices.
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6. Equalize the electrode potential between electrically

interfering structures that are exposed in the same

electrolyte (e.g., underground or in large tanks).

Cross-bonding, use of cathodic protection, and careful

grounding are important methods for accomplishing

this.

7. Use special care to avoid turbulence. This involves

study of flow patterns, avoidance of constrictions, or

sharp changes in direction and attention to the rela-

tionship between pressure and amplitude of motion

between parts.

8. Select materials known to be compatible with the

environment and with each other. For important struc-

tures this implies pretesting.

9. Provide redundant systems for critical applications.

This includes spare heat exchanger bundles, replace-

able spools in pipe systems, or scavengers for removal

of dissolved heavy metals.

10. Use nonmetallic materials when required.

B. DESIGN-RELATED CAUSES OF

CORROSION

B1. Dissimilar Metals

The electromotive force (emf) series can be of qualitative

guidance in predicting which material is likely to be sacri-

ficed in a dissimilar metal couple. Unfortunately, the emf

series (which lists pure metals in solutions of their own ions

of unit activity) bears little relationship to actual applications.

Consequently, the predictions of the emf series are likely to

be reliable only for those circumstances where there is a very

large difference in electrode potential. An example might be

aluminum versus copper (Fig. 6.1). In most circumstances,

aluminum would sacrifice itself to protect copper in a con-

ductive electrolyte. The actual electrode potential of a given

metal will be strongly influenced by the composition of

the electrolyte and the temperature. In practical cases, pure

metals seldom are used as materials of construction. More

commonly alloys are employed. The addition of alloy

ingredients changes the electrode potential from that of the

predominant pure metal ingredient. Thus it is important to

know the electrochemical relationships between dissimilar

metal alloys under the real conditions of exposure in order to

assess the likelihood of dissimilar metal action. Figure 6.2

shows a galvanic series for alloys exposed in seawater.

The intensity of dissimilar metal action will be strongly

influenced by the relative areas of the dissimilar metals

exposed in the electrolyte that is common to them both. Of

FIGURE 6.1. Insulating material between dissimilar metals, such as copper and aluminum, prevents

galvanic corrosion.

Alloys are listed in the order of the potential they exhibit in flowing sea
water. Certain alloys indicated by the symbol:          in low–velocity or
poorly aerated water, and at shielded areas, may become active and exhibit
a potential near –0.5 volts.
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FIGURE 6.2. The galvanic series in seawater.
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particular interest is the anode current density. In most metal

systems exposed to aqueous environments, the corrosion

process is under “cathodic control.” Thismeans that the size

of the cathode will control the anode current density. The

larger the area of the cathode as compared to the anode area,

the greater will be the anode current density. Thus the

design should maximize the anode area and minimize the

cathode area where possible. It is good practice to avoid

using rivets that are anodic to metal parts being joined since

such a practice would lead to failure of the joint by

corrosion of the rivets.

B2. Drainage

Drains should always be located at the lowest point in a tank.

The joint between the tank and the drain pipe should be

designed to permit free drainage (Fig. 6.3). Usually, this will

mean the avoidance of weld beads projecting into the tank

that could trap residues or moisture. The use of sumps in

large tanks is a useful procedure to mitigate problems

related to drainage; however, special care must be made

in the design of sumps to be sure that they are also free

draining or can be inspected and cleaned easily. Inspection

flanges are convenient for such purposes. Large flat-bottom

tanks present a particular problem from the standpoint of

drainage because of the difficulty of assembling such tank

bottoms in a manner that will avoid areas that are difficult to

drain. The design should incorporate some positive means

of providing drainage, perhaps by sloping the bottom. Rain

water or othermoisture on the exterior of tanks can be drawn

under flat-bottom tanks by capillary action. Use of “drip

skirts” around the edges of such tanks will direct moisture to

the ground rather than allowing it to cling to the tanks and be

drawn under the tanks and will reduce danger of trapping

moisture (Fig. 6.4).

Particularly for pipes and small- tomoderate-size tanks, it

is good practice to support them on stanchions rather than on

pads. This provides free access of air around the bottoms of

the tanks and facilitates periodic inspection, Metal cradles

welded to the tanks for support above grade provide another

option (Fig. 6.5).

Flat cement pads should be avoided as a supportingmeans

for flat-bottom tanks. Instead, the pads should have a crown

from center to edge of �1mm/12mm radius (1 in./foot of

radius). It is difficult to manufacture a flat-bottom tank with

a tank bottom that is actually flat. Consequently, when the

tank is empty, the tendency is for the tank bottom to stand

away from the base irregularly. When the tank is filled, the

tank settles onto the pad. However, each time the contents of

the tank are emptied, there is a tendency for portions of the

bottom to rise away from the pad. Thus the bottom can snap

Stagnant
Area

Stagnant
Area

Stagnant
Area

Preferred

FIGURE 6.3. Design for drainage.

FIGURE 6.4. A drip skirt reduces moisture collection under flat-

bottom tanks.
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back and forth much in themanner of the bottom of an oil can

and in so doing “pump”moisture under the tank. The use of a

crowned pad will prevent this pumping action. The diameter

of the supporting pad should be smaller than the tank being

supported. The use of smaller size pads in conjuction with

drip skirts is effective in reducing the amount of moisture

that collects under a tank. For very large tanks set on the

ground (e.g., large field storage tanks for oil), it is customary

to use a cement ring to support the edge of the tank and

support the bottom on compacted, crowned, oiled sand. The

use of oiled sand serves to provide corrosion protection for

the underside of the tank bottom.

The use of butt welds rather than lap welds in piping

systems tends to reduce the danger of entrained solids collect-

ing in the bottoms of pipes. It may be desirable in critical

applications to employ special procedures (e.g., grinding) to

reduce the tendency for weld beads to trap solids.

B3. Sealants

For lap joints and other “designed” crevices, special atten-

tion is warranted to avoid the introduction of moisture

(Fig. 6.6). In the presence of moisture, such crevices

represent a serious likelihood of crevice corrosion. Such

action usually is initiated by differential aeration cells. In

such cells, the “oxygen-starved” regions (within the cre-

vices) normally are anodic with respect to the “oxygen-

rich” areas outside the crevice and tend to corrode prefer-

entially. Sealants (Fig. 6.7) used must be selected with care.

Ideally, a sealant will remain resilient during its expected

life. Special attention should be given to avoid sealants that

harden or change dimensionswith time under the conditions

of exposure. Where sealants cannot be employed the use of

galvanized steel mating parts or the use of alclad aluminum

mating parts (e.g., in a riveted structure) can provide

cathodic protection within the crevice, thereby mitigating

the corrosion problem.

B4. Cathodic Protection

The use of cathodic protection either by use of galvanic

anodes or by driven electrodes can be effective in preserving

the integrity of a designed structure. Attention must be given

to adjacent structures that may inadvertently either provide

cathodic protection to the structure under consideration or

receive cathodic protection from the structure. Examples are

buried pipelines that may be in close proximity. It is not

uncommon under these circumstances for current to flow

from one structure to the other. When this occurs, special

corrosion is observed where current flows from the structure

into the electrolyte and protection occurs where the current

flows from the electrolyte into the structure. A common

design procedure is to connect the neighboring structures

FIGURE 6.6. Crevices lead to concentration cell corrosion.

FIGURE 6.5. Sealing and a metal cradle avoid accumulation of water under a pipe in outdoor

construction.
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electrically with a suitable bond so that their potentials will

become the same. Often such cross-bonding procedures are

incorporated with installation of cathodic protection.

B5. Grounding

Leakage currents have been discovered on a number of

metallic structures because of inadequate grounding. Partic-

ularly in environments where there is a considerable fluctu-

ation in the water table, buried structures have suffered

serious deterioration from leakage currents. The grounding

of electrical services to buried water lines is a common

practice. Such structures should then be connected to ground

rods that are deep enough to be in permanent soil moisture.

If the water table falls below the level of the grounding

system, there is increased danger that leakage currents will

result in wastage of the water piping.

B6. Flowing Systems

In flowing systems, the relative motion between the envi-

ronment and the parts operating in the environment can lead

to erosion corrosion, cavitation, or abrasivewear. All of these

types of damage are related exponentially to the flow rate

(relative motion). Thus it is good practice to reduce the flow

rate if feasible and to avoid localized constrictions or sharp

changes in direction in flowing systems. The entrance end of

heat exchanger tubes is an example of a location where

special damage may occur. One way to mitigate inlet end

corrosion (or erosion) of heat exchanger tubes is by the use of

metallic or nonmetallic ferrules inserted in the ends of the

tubes. Damage ultimately requires the replacement of such

ferrules; however, the integrity of the system is maintained.

Where ferrules are cemented in place, special care must be

exercised to avoid extruding sealant beyond the ends of

the ferrules since “stalactites” or collections of sealant can

serve as local sources of turbulence in the flowing system.

Entrained trash, sand, or marine organisms such as crusta-

ceansmay collect in flowing systems setting up not only local

turbulence but also the possibility of crevice corrosion from

differential aeration cells. Structures should be designed so

that they may be cleaned periodically by use of “pipe pigs,”

brushes, or sponge balls that can be pumped through the

system. Such procedures can result in dislodging of collected

debris and can restore heat transfer in heat exchangers.

At sharp (unavoidable) changes in direction, localized im-

pingement damage can be mitigated by incorporation of

wear-resistant devices (Fig. 6.8).

FIGURE 6.7. Gasket or sealant to avoid crevices.

FIGURE 6.8. Wear-resisting designs to minimize corrosive wear.
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B7. Liquid–Vapor Systems

Conditions that permit evaporation of splashed liquids or

localized condensation of vapors, which then can evaporate

and become more concentrated, often can lead to special

corrosion. Splashing can be avoided by designs such as those

shown in Fig. 6.9. Localized condensation usually can be

avoided by thermal insulation or by preheating liquids so that

surfaces of piping or equipment are above the ambient

temperature (and dew point).

B8. Redundant Systems

In critical process applications, such as heat exchangers, it is

common practice to design the system so that several extra

heat exchanger bundles are installed on a manifold to permit

periodic inspection and/or repair or replacement of systems

without shutting down the entire plant operation. In piping

systems, it also is common practice to install heavy wall

“spool” sections to bear the brunt of special corrosion

problems. An example is a piping system involving steel

and aluminum alloy pipes (Fig. 6.10). To mitigate the

effects of this potential dissimilar metal cell, a short length

of heavy wall (Schedule 80, e.g.) alclad aluminum pipe

may be inserted between the steel pipe and the aluminum

pipe. The alclad coating will provide cathodic protection to

both the adjacent steel and aluminum pipes and also will

scavenge dissolved copper ions that may be present in the

flowing aqueous system, thereby sparing the aluminum

FIGURE 6.9. Designs to minimize evaporation and concentration of solutions.

FIGURE 6.10. Design that allows inspection to be carried out without interrupting operation.
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pipe downstream from dissimilarmetal action. Periodically,

the system is shut off and the spool is examined and/or

replaced if necessary. It is possible to put in two such spool

sections in parallel with suitable valving so that the system

need not be taken out of service during inspection and/or

replacement.

Some flowing systems are significantly contaminated by

heavymetal ions such as copper, lead, and so on. These ions

tend to be plated out on steel or aluminum piping down-

stream and can result in corrosion of the downstreampiping.

This can be avoided readily by the inclusion of a “heavy

metals trap” upstream from the steel or aluminum piping

(Fig. 6.11). A typical trapmight be a tank or drum filledwith

aluminum machinings. Periodically, it would be necessary

to dispose of exhausted machinings by replenishing with

new machinings.

B9. Welded Joints

In design of equipment involving use of carbon steel to

stainless steel welded joints, there is the possibility of alloy

dilution in the welded joints. This presents the potential

problem of reduced corrosion resistance at welded joints.

This problemmay bemitigated by designs such as that shown

in Figure 6.12. Joints in piping systems provide opportunities

for the inadvertent incorporation of crevices. Vigilance to

avoid such crevices is urged (see Fig. 6.13). When attaching

dished heads to the sidewall of pressure vessels it may be

necessary to machine the surface of the dished head to

FIGURE 6.11. Heavy metals trap to remove heavy metals from a

process stream.

FIGURE 6.12. Design to prevent base metal dilution.

FIGURE 6.13. Designs to avoid crevices caused by incomplete weld penetration.
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accommodate the thickness transition. It is recommended

that the dished heads be sized such that this final machining

operation be performed on the exterior of the vessel

(Fig. 6.14).

B10. Nonmetallics

Nonmetallic materials can be exceedingly valuable in pro-

viding corrosion resistance or ease of maintenance under

circumstances where metallic systems are inadequate. The

use of nonmetallic materials such as fiber-reinforced plas-

tics requires special design attention to avoid premature

failure. In the case of the fiber-reinforced products, special

attention must be given to avoid wicking of moisture up

the fibers. This normally means that a finish coat is

required, which will prevent exposure of the environment

directly to the “raw ends” of the reinforcing material.

Attention also must be given to the effect of temperature

on the mechanical properties of plastic materials. Plastics

are considerably more susceptible to fatigue failure than

FIGURE 6.14. Design of attachments to the sidewall of pressure vessels so that the final machining

operation is carried out on the exterior of the vessel.

FIGURE 6.15. Joint designs.
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are metals. They must also be protected from degradation

by ultraviolet light. Thermal expansion of plastic materials

is considerably greater than metals, a particularly impor-

tant consideration when considering piping systems or

composite structures such as plastic-lined pipe. Special

attention must also be given to the possibility of fire

damage. A number of suggested joint details are given

(Fig. 6.15). Table 6.1 lists a number of types of failures that

have occurred in plastic systems. Many of these could

have been avoided by careful design, fabrication, and

installation.

There are numerous applications of ceramic or glass

materials in the chemical and pharmaceutical industries.

Successful use of this class of materials requires that they

be protected from impact loadings or flexure.
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TABLE 6.1. Major Types of Failures in Reinforced Plastics and Their Causes

System Type of Failure Cause

Piping Cemented joint Failure to follow recommended practice

Chemical attack Poor resin selection or change in environmental conditions

Impact damage Various (generally handling damage)

Tanks and process vessels Chemical attack Poor resin selection or environmental data wrong

Internal pressure Operational errors and poor process design

External pressure (vacuum) Poor equipment design

Secondary bond failure Faulty fabrication

Impact Handling damage

Scrubbers and absorbers Chemical attack Service conditions wrong and change in process specs

Vacuum damage Poor equipment design

Impact Handling damage

Fire Lack of maintenance, lack of adequate safeguards, lack of interlocks,

possible lack of employee training, or no scrubbing liquid

Ducts, fans, and stacks Joint failures Generally—glue line

Chemical attack Poor resin selection, wrong or changed service conditions

Fire 80% of fires originate from an internal or process source, while 20%

of fires originate externally. Lack of sprinkler protection is by far

the largest single reason for large losses occurring.
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A. INTRODUCTION

For the behavior of metals in aqueous solutions, one of the

most important contributions to the corrosion literature has

been the work of Pourbaix [1, 2] and his associates in

the development of thermodynamic equilibrium diagrams

(E vs. pH), called Pourbaix diagrams. A vast amount of

data may be presented simply and concisely in Pourbaix

diagrams. When the advantages and limitations of such

diagrams are understood, valuable inferences may be made

regarding corrosion phenomena. The selection of conditions

for cathodic and anodic protection is simplified. Candidates

for consideration as inhibitor species may be selected with

greater efficiency. Critical corrosion experiments may be

designed with equal efficiency.

Corrosion processes involve both chemical and electro-

chemical phenomena. In 1923, Evans [3] observed that,

if two samples of iron connected by a galvanometer are

immersed in two solutions of potassium chloride separated

by a porous membrane and if a stream of air is bubbled

through one of these solutions, an electric current circulates

between the aerated sample, which becomes the cathode, and

the nonaerated sample, which becomes the anode and cor-

rodes. On the other hand, if a sample of iron and a sample of

another metal (copper, zinc, or magnesium) are connected as

above, a passage of electric current is also observed. Under

these circumstances, iron becomes the anode and corrodes

when connected to copper, whereas zinc or magnesium

become the anode and corrode providing protection to iron.

Thus, it is necessary to consider not only chemical thermo-

dynamics but also electrochemical thermodynamics when

considering corrosion reactions.

Chemical equilibria are defined as those that do not

involve oxidation–reduction processes but do involve the

law of mass action and the law of solubility product (involv-

ing partial pressures or fugacities and concentrations or

activities). By contrast, electrochemical reactions are

defined as those in which free electric charges, or electrons,

participate.

B. THERMODYNAMIC BACKGROUND

The procedure for calculating Pourbaix diagrams is straight-

forward and is amenable to computer calculation. On the

other hand, certain assumptions are made that must be

borne in mind when applying the information available from

Pourbaix diagrams in “real” situations. First is the assump-

tion of equilibrium. Since Pourbaix diagrams are equilibrium

diagrams, they give no information on the kinetics of the

reactions considered. Kinetic information may be obtained

experimentally bymethods described elsewhere [4]. It also is

assumed that the reaction products are known and that the

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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free energy of formation of each solid and ionic species is

known for the conditions of temperature and pressure of

interest. The pH of the solution is assumed to be known and

constant in the bulk as well as at themetal or reaction product

surface. Temperature and pressure are considered to be

constant and are usually assumed to be 298K (25�C) and
1 atm, respectively. Pourbaix diagrams may be calculated for

other temperatures if thermodynamic data are available or

may be estimated [5]. Generally, the features of Pourbaix

diagrams are not significantly altered by increased pressures

since thermodynamic properties are relatively insensitive to

pressure (as compared with temperature).

The simple graphical methods described herein greatly

facilitate the practical consideration of the various equilib-

rium reactions involved. For chemical reactions, it is con-

venient to make use of the Van’t Hoff equation, which

involves the equilibrium constant:

DG� ¼ �RT lnK ¼ � 2:303� 1:987� 298 logK

for electrochemical reactions, the procedures involve

manipulation of the Nernst equation, which can bewritten as

f ¼ f� þ 0:0591

n
log

ðaPÞpðaHþÞh
ðaRÞrðaH2OÞw

ð7:1Þ

where

f ¼ reduction potential

f� ¼ DG�/nF
DG� ¼ standard free energy change

F ¼ Faraday’s constant

n ¼ number of free electrons

for the general reaction,

rRþwH2O! pPþ hHþ þ ne�

Note that electrochemical reactions are written as oxidation

reactions; that is, electrons are on the right.

Taking

aH2O ¼ 1

and

pH ¼ � log aHþ

then

f ¼ DG�

nF þ 0:0591

n
log

ðaPÞp
ðaRÞr þ

½� 0:0591h�
n

pH ð7:2Þ

The standard free-energy change, DG�, for the reaction can

be obtained readily from tabulated thermodynamic data.

Therefore, the first term to the right of the equality sign

in Eq. (7.2) is a constant. The second term also becomes a

constant when values of aP and aR are chosen in the normal

manner. In constructing Pourbaix diagrams, the concen-

tration of the ionic species at the boundary between a solid

substance and a dissolved substance is usually taken as a

very low value, such as 10�6M. The sum of the first two

terms in Eq. (7.2) gives a constant equal to the value of the

potential, f, at pH 0. The resulting expression is the

equation of a straight line of slope equal to the coefficient

of the pH term, � 0.0591h/n, and intercept equal to f
at pH 0.

Pourbaix diagrams are constructed from the three, and

only three, types of straight-line relationships, which result

from the analysis of the possible chemical and electrochem-

ical equilibria in the system under consideration. Depending

on the reactants and products of the assumed reactions,

these straight lines will be either horizontal, vertical, or

sloping:

1. A reaction involving a solid substance, a dissolved

substance, and hydrogen ion in water without free

electrons gives a vertical straight line, that is, inde-

pendent of potential (when n ¼ 0, the slope of the line

equals 1).

2. A reaction involving a solid substance and a dissolved

substance in water plus free electrons but without

hydrogen ion gives a horizontal straight line, that is,

independent of pH (when h ¼ 0, the slope ¼ 0).

3. A reaction involving a solid substance, a dissolved

substance, free electrons, and hydrogen ion will give

a straight line with a slope equal to �0.0591h/n.

After plotting the straight lines on potential versus pH

coordinates, the domain of the thermodynamic stability

for each individual species is determined by requiring

that all equations involving that species be satisfied

simultaneously.

Example 7.1. One solid substance, one dissolved sub-

stance, and hydrogen ion in water without free elections:

2Fe3þ þ 3H2O ¼ Fe2O3 þ 6Hþ ð7:3Þ

Assuming the activities of H2O and Fe2O3 to be unity, the

equilibrium constant may be expressed as

K ¼ ðaHþÞ6
ðaFe3þÞ2

ð7:4Þ

logK ¼ 6 logðaHþÞ� 2 logðaFe3þÞ
¼ � 6 pH� 2 logðaFe3þÞ

ð7:5Þ
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Referring to tabulated thermodynamic data and substituting

in the Van’t Hoff equation, log K may be calculated:

DG� ¼ �RT ln K ¼ � 2:303� 1:987� 298 log K

log K ¼ �DG�

2:303� 1:987� 298
ð7:6Þ

¼ � ð� 1970Þ
1373

¼ 1:43

ð7:7Þ

Substituting in Eq. (7.5) and rearranging, we obtain a gen-

eralized Pourbaix equation,

logðaFe3þÞ ¼ � 0:72� 3pH ð7:8Þ

In the case where

ðaFe3þÞ ¼ 10� 6

then pH¼ 1.76.

This gives a vertical line on the Pourbaix diagram.

Example 7.2. One solid substance, one dissolved substance,

and electrons, but without Hþ as a reactant or product:

Fe! Fe2þ þ 2e� ð7:9Þ
K ¼ aFe2þ ð7:10Þ

log K ¼ log ðaFe2þÞ ð7:11Þ

Using tabulated thermodynamic data, substitution in Eq. (7.2)

gives

f ¼ � 20; 300

2� 23; 060
þ 0:0591

2
logðaFe2þÞ ð7:12Þ

f ¼ � 0:440þ 0:0295 logðaFe2þÞ

which is a generalized Pourbaix equation.

In the case where

aFe2þ ¼ 10� 6

then

f ¼ � 0:617 V

This gives a horizontal line on the Pourbaix diagram.

Example 7.3. One solid substance, one dissolved substance

in water, plus free electrons, and hydrogen ion:

2Fe2þ þ 3H2O ¼ Fe2O3 þ 6Hþ þ 2e� ð7:13Þ

The equilibrium constant for this reaction may be expressed

as

K ¼ ðaHþÞ6
ðaFe2þÞ2

ð7:14Þ

and
log K ¼ 6 logðaHþÞ� 2 logðaFe2þÞ

¼ � 6 pH� 2 logðaFe2þÞ
ð7:15Þ

Substitution into Eq. (7.2) gives

f ¼ 33; 570

2� 23; 060
þ 0:0591

2
� 6 pH� 2 logðaFe2þÞ½ �

¼ 0:728� 0:1773 pH� 0:0591 logðaFe2þÞ ð7:16Þ

a generalized Pourbaix equation.

In the case where

aFe2þ ¼ 10� 6

then

f ¼ 1:0826� 0:1773 pH

This gives a sloping line on the Pourbaix diagram.

C. CONSTRUCTION OF DIAGRAMS

Table 7.1 lists the data for the iron–water diagram together

with the various reactions and equilibrium formulas [1].

Figure 7.1 shows a resulting Pourbaix diagram considering

that the only solid species are iron, Fe3O4, and Fe2O3.

Naturally, a number of other assumptions could have been

made. However, this serves to illustrate the construction of

a diagram. Lines �a and �b designate the limits of thermo-

dynamic stability ofwater at 298K and 1 atm pressure. Above

line �b , water is unstable with regard to the evolution of

oxygen, and below line �a , water is unstable with respect to

the evolution of hydrogen. The other dashed lines on the

diagram comprise an “ionic species diagram.” For ionic

species (dashed lines), the coexistence lines represent the

condition wherein the thermodynamic activity of the species

on each side of that line is the same. For example, on line 60,
the activities of Fe2þ and Fe(OH)2

þ are equal. The triple

point involving lines 10, 60, and 70 is an invariant point atwhich
the activities of Fe2þ , Fe(OH)2

þ , andHFeO2
� are the same.

A line on the diagram represents a univariant system,

whereas a family of lines, each of which is related to a value

of a parameter, represents a divariant or trivariant system

depending on whether the parameter contains one component

(concentration) or two components (a term containing two

concentrations). Heavy solid lines are used to separate solid

species,whereas lighterweight solid lines are used to delineate

the boundaries between a solid species and an ionic species.
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TABLE 7.1. Information, Reactions, and Equilibrium Formulas for the Iron–Water System at 298K (25�C) and 1 atm

A. Substances Considered and Substances not Considered

Oxidation

Number (Z) Considered

Not

Considered m�(cal) Name, Color Crystalline System

Solid

substances

0 Fe — 0 a-Iron, light gray, face-centered-cubic (fcc)
þ2 FeO hydr. — � 58,880 Ferrous hydroxide Fe(OH)2, white, rhomb.

þ2 — FeO anh. — Ferrous oxide, black, cubic

þ2.67 Fe3O4 anh. — � 242,400 Magnetite, black, cubic

þ2.67 — Fe3O4�xH2O — Hydrated magnetite, green-black

þ3 Fe2O3 anh. — (a)� 177,100 Haematite, red-brown, rhomb. or cubic

þ3 Fe2O3 hydr. — (b)� 161,930 Ferric hydroxide Fe(OH)3, red-brown, fcc

Dissolved

substances

þ2 Fe2þ — � 20,300 Ferrous ion, green

þ2 HFeO2
� — � 90,627 Dihypoferrite ion, green

þ2 — FeO2
2� — Hypoferrite ion

þ3 Fe3þ — � 2,530 Ferric ion, colorless

þ3 FeOH2þ — � 55,910 Ferric ion, colorless

þ3 Fe(OH)2
þ — � 106,200 Ferric ion, colorless

þ3 — FeO2
� — Ferrite ion

þ4 — FeO2þ — Ferryl ion

þ4 — FeO3
2� — Perferrite ion

þ5 — FeO2
þ — Perferryl ion

þ6 FeO4
2� � 111,685 Ferrate ion, violet

B. Reactions and Equilibrium Formulas

Two Dissolved Substances

Relative Stability of the Dissolved Substances

1.

Z¼ þ2

Fe2þ þ 2H2O ¼ HFeO2
� þ 3Hþ log

ðHFeO2
� Þ

ðFe2þ Þ ¼ � 31:58þ 3 pH

2.

Z¼ þ3

Fe3þ þH2O ¼ FeOH2þ þHþ log
ðFeOH2þ Þ
ðFe3þ Þ ¼ � 2:43þ pH

3. FeOH2þ þH2O ¼ FeðOHÞ2 þ þHþ log
½FeðOHÞ2 þ �
ðFeOH2þ Þ ¼ � 4:69þ pH

4.

þ2 ! þ3

Fe2þ ¼ Fe3þ þ e� E0 ¼ 0:771þ 0:0591 log
ðFe3þ Þ
Fe2þ

5. Fe2þ þH2O ¼ FeOH2þ þHþ þ e� E0 ¼ 0:914� 0:0591pHþ 0:0591 log
ðFeOH2þ Þ
ðFe2þ Þ

6. Fe2þ þ 2H2O ¼ FeðOHÞ2 þ þ 2Hþ þ e� E0 ¼ 1:191� 0:1182 pHþ 0:0591 log
½FeðOHÞ2 þ �

ðFe2þ Þ

7. HFeO2
� þHþ ¼ FeðOHÞ2 þ þ e� E0 ¼ � 0:675þ 0:0591 pHþ 0:0591 log

½FeðOHÞ2 þ �
ðHFeO2

� Þ

8.

þ2 ! þ6

HFeO2
� þ 2H2O ¼ FeO4

2� þ 5Hþ þ 4e� E0 ¼ 1:001� 0:0738 pHþ 0:0148 log
ðFeO4

2� Þ
ðHFeO2

� Þ

9.

þ3 ! þ6

Fe3þ þ 4H2O ¼ FeO4
2� þ 8Hþ þ 3e� E0 ¼ 1:700� 0:1580 pHþ 0:0197 log

ðFeO4
2� Þ

ðFe3þ Þ

10. FeOH2þ þ 3H2O ¼ FeO4
2� þ 7Hþ þ 3e� E0 ¼ 1:652� 0:1379 pHþ 0:0197 log

ðFeO4
2� Þ

ðFeOH2þ Þ

11. FeðOHÞ2 þ þ 2H2O ¼ FeO4
2� þ 6Hþ þ 3e� E0 ¼ 1:559� 0:1182 pHþ 0:0197 log

ðFeO4
2� Þ

½FeðOHÞ2 þ �
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Limits of the Domains of Relative Predominance of the Dissolved Substances

10. Fe2þ =HFeO2
� pH¼ 10.53

20. Fe3þ =FeOH2þ pH¼ 2.43

30. FeOH2þ =FeðOHÞ2 þ
pH¼ 4.69

40. Fe2þ =Fe3þ E0¼ 0.771

50. Fe2þ =FeOH2þ E0¼ 0.914 � 0.0591 pH

60. Fe2þ =FeðOHÞ2 þ E0¼ 1.191 � 0.1182 pH

70. HFeO2
� =FeðOHÞ2 þ E0¼ � 0.675 þ 0.0591 pH

80. HFeO2
� =FeO4

2� E0¼ 1.001 � 0.0738 pH

90. Fe3þ =FeO4
2� E0¼ 1.700 � 0.1580 pH

100. FeOH2þ =FeO4
2� E0¼ 1.652 � 0.1379 pH

110. FeðOHÞ2 þ =FeO4
2� E0¼ 1.599 � 0.1182 pH

Two Solid Substances

Limits of the Domains of Relative Stability of Iron and Its Oxides and Hydroxides

12. 0 ! þ2 FeþH2O ¼ FeOþ 2Hþ þ 2e� E0¼ � 0.047 � 0.0591 pH

13. 0 ! þ2.67 3Feþ 4H2O ¼ Fe3O4 þ 8Hþ þ 8e� E0¼ � 0.085 � 0.0591 pH

14. 0 ! þ3 2Feþ 3H2O ¼ Fe2O3 þ 6Hþ þ 6e� (a) E0¼ � 0.051 � 0.0591 pH

(b) E0¼ � 0.059 � 0.0591 pH

15. þ2 ! 2.67 3FeOþH2O ¼ Fe3O4 þ 2Hþ þ 2e� E0¼ � 0.197 � 0.0591 pH

16. þ2 ! þ3 2FeOþH2O ¼ Fe2O3 þ 2Hþ þ 2e� (a) E0¼ � 0.057 � 0.0591 pH

(b) E0¼ 0.271 � 0.0591 pH

17. þ2.67! þ3 2Fe3O4 þH2O ¼ 3Fe2O3 þ 2Hþ þ 2e� (a) E0¼ 0.221 � 0.0591 pH

(b) E0¼ 1.208 � 0.0591 pH

One Solid Substance and One Dissolved Substance

Solubility of Iron and Its Oxides and Hydroxides

Z¼ þ2

18. Fe2þ þH2O ¼ FeOþ 2Hþ logðFe2þ Þ ¼ 13:29� 2pH

19. FeOþH2O ¼ HFeO2
� þHþ logðHFeO2

� Þ ¼ � 18:30þ pH

Z¼ þ3

20. 2Fe3þ þ 3H2O ¼ Fe2O3 þ 6Hþ (a) logðFe3þ Þ ¼ � 0:72� 3pH

(b) logðFe3þ Þ ¼ 4:84� 3pH

21. 2FeOH2þ þH2O ¼ Fe2O3 þ 4Hþ (a) logðFeOH2þ Þ ¼ � 3:15� 2pH

(b) logðFeOH2þ Þ ¼ 2:41� 2pH

22. 2FeðOHÞþ2 ¼ Fe2O3 þH2Oþ 2Hþ (a) log½FeðOHÞ2þ � ¼ � 7:84� pH

23.

0 ! þ2

Fe ¼ Fe2þ þ 2e�
(b) log½FeðOHÞ2þ � ¼ � 2:28� pH

24. Feþ 2H2O ¼ HFeO�
2 þ 3Hþ þ 2e�

0 ! þ3

E0 ¼ � 0:440þ 0:0295 logðFe2þ Þ

25. Fe ¼ Fe3þ þ 3e�

E0 ¼ 0:493� 0:0886pHþ 0:0295 logðHFeO2
� Þ

þ2 ! þ2.67

26. 3Fe2þ þ 4H2O ¼ Fe3O4 þ 8Hþ þ 2e�

E0 ¼ � 0:037þ 0:0197 logðFe3þ Þ

27. 3HFeO2
� þHþ ¼ Fe3O4 þ 2H2Oþ 2e�

þ2 ! þ3

E0 ¼ 0:980� 0:2364pH� 0:0886 logðFe2þ Þ

28. 2Fe2þ þ 3H2O ¼ Fe2O3 þ 6Hþ þ 2e�

E0 ¼ � 1:819þ 0:0295 pH� 0:0886 logðHFeO2
� Þ

29. 2HFeO �
2 ¼ Fe2O3 þH2Oþ 2e�

(a) E0 ¼ 0:728� 0:1773 pH� 0:0591 logðFe2þ Þ
(b) E0 ¼ 1:057� 0:1773pH� 0:0591 logðFe2þ Þ
(a) E0 ¼ � 1:139� 0:0591 logðHFeO2

� Þ
(b) E0 ¼ � 0:810� 0:0591 logðHFeO2

� Þ

For reactions involving Fe2O3, (a) indicates anhydrous Fe2O3, whereas (b) indicates Fe(OH)3.

Source: Excerpted from [1].

TABLE 7.1 (Continued )
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Example Problem. It is suggested that the reader construct

the Pourbaix diagram for the Fe–H2O system (considering

the solid species Fe, Fe3O4, and Fe2O3) at 298K and 1 atm

pressure. Plot the diagram on graph paper using pH ranging

from � 2 to þ 16 and the electrode potential from � 1.8 to

þ 2.2VSHE. The equations for each coexistence already have

been calculated and are listed in Table 7.1. It will be necessary

to define what ionic activity will be considered to represent

“significant corrosion.” The establishment of what is consid-

ered to be “corrosion” evolves into a determination as to the

amount of metal dissolution which is permissible “for all

practical purposes.” It often has been found convenient to

consider the solubility of 10� 6 g atoms of soluble ion per liter

as representing “no corrosion for all practical purposes.”

On Figure 7.1, this assumption is represented by the lines

marked � 6 (the logarithm of the activity).

The domain of the metal is found at the bottom of the

diagram. For simplicity, it is suggested that the equilibrium

involving the metal and its least highly oxidized ionic form

is an easy equilibrium to start with. In this case, we are

considering Eq. (7.23) in Table 7.1 involving iron and ferrous

ion. In as much as no hydrogen ion is involved, it is apparent

that this equilibrium coexistence involves a family of hor-

izontal lines on potential versus pH coordinates the position

of which depends on the assumed value of thermodynamic

activity chosen for the ferrous ion. If you choose 10� 6 for the

ionic activity, you will obtain only one line. The question

arises as to whether the domain of iron is above or below the

line. Referring to the electrochemical equation,

Fe! Fe2þ þ 2e�

a “thought experiment” is helpful in answering this question.

If electrons were added, the reaction would be driven in the

direction of iron; thus, the addition of electrons (and hence

more negative potentials) favors iron rather than Fe2þ .
Therefore, Fe is below the line and Fe2þ above the line.

The next question is “How far along the pH axis does

the horizontal Fe/Fe2þ equilibrium coexistence extend?” To

the left, the boundary is usually chosen arbitrarily by select-

ing the range of pH of interest. The limit for this line in the

direction of higher pH depends on the activities of the ionic

species and the restrictions imposed by other equilibria, for

example, line 13 in Fig. 7.1, which is the coexistence between

iron and Fe3O4.

3Feþ 4H2O! Fe3O4 þ 8Hþ þ 8e�

This is a logical choice for next consideration, since Fe3O4 is

the solid species that involves oxide with the lowest level

of oxidation of iron. Reaction 13 in Table 7.1 involves both

FIGURE 7.1. Potential–pH equilibrium diagram for the system iron–water at 25�C (considering as

solid substances only Fe, Fe3O4. and Fe2O3) [1], Reproduced with permission from [1]. Copyright�
Marcel Pourbaix.
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electrons and hydrogen ion and will be a sloping line on the

diagram. Another thought experiment will reveal on which

side of line 13 iron is stable and onwhich side Fe3O4 is stable.

Since this is a sloping line, there are two ways in which this

decision can be made. Adding electrons will favor Fe; hence,

Fewill be on themore negative side of the line (i.e., below the

line). Addition of hydrogen ion (lower pH) also stabilizes

the species iron. Thus, iron should be to the left of (or below)

the line and Fe3O4 to the right (or above). Simultaneous

solution of the equations for lines 23 and 13 will reveal the

point of intersection and consequently the termination of

dominance of the Fe/Fe2þ coexistence.

A similar calculation for reaction 26 in Table 7.1 between

Fe2þ and Fe3O4 yields another line with a slope different

from reaction 13:

3Fe2þ þ 4H2O! Fe3O4 þ 8Hþ þ 2e�

Adding either Hþ or electrons to the right side pushes the

reaction to the left to restore equilibrium. This favors the

species on the left (Fe2þ ). By using the same procedures, it is

observed that lines 23, 26, and 13 in Figure 7.1 intersect at an

invariant point for a given activity of ferrous ion.

Line 20, the equilibrium between Fe3þ and Fe2O3, re-

presents a reaction in which there is no electron transfer.

Thus, by inspection of the equation, this coexistence will

appear as a vertical line on the Pourbaix diagram. The

decision of which species is on which side of the line can

easily be made by assessing the effect of adding hydrogen

ions and observing that this addition favors Fe3þ . Thus,
Fe3þ is on the low-pH side of the line.

It is suggested that the equilibrium coexistences be taken

one at a time progressing from the elemental state through

the various oxidized states to establish the limits of each of

the lines. It usually becomes complicated to draw all the

lines and to remove those lines and portions of lines that are

redundant or improper.

When the diagram is complete, it is possible to test the

predictions of the Pourbaix diagram you have just drawn.

Table 7.2 reports a number of experiments conducted by

TABLE 7.2. Corrosion and Noncorrosion of Iron at 298Ka,b

Experiment Sample No. Solution pH EH(V) State of Metalc Gas

a 1 H2O distilled 8.1 � 0.486 Y —

2 NaCl 1 g/L 6.9 � 0.445 Y —

3 H2SO4 1 g/L 2.3 � 0.351 Y H2

4 NaHSO4 1 g/L 6.4 � 0.372 Y —

5 NaOH 1 g/L 11.2 þ 0.026 N —

6 K2CrO4 1 g/L 8.5 þ 0.235 N —

7 K2CrO4 þ NaCl 1 g/L 8.6 � 0.200 Y/N —

8 KMnO4 0.2 g/L 6.7 � 0.460 Y —

9 KMnO4 1 g/L 7.1 þ 0.900 N —

10 H2O2 0.3 g/L 5.7 � 0.200 Y —

11 H2O2 3.0 g/L 3.4 þ 0.720 N O2

12 Brussels city water 7.0 � 0.450 Y —

b 13 NaOH 40 g/L degassed 13.7 � 0.810 Y H2

c 14 City water–iron–copper 7.5 � 0.445 Y —

15 City water–iron–zinc 7.5 � 0.690 N H2

16 City water–iron–magnesium 7.5 � 0.910 N H2

17 City water–iron–platinum 7.5 � 0.444 Y —

c0 140 City water–iron–copper 7.8 � 0.385 Y —

150 City water–iron–zinc 7.7 � 0.690 N H2

160 City water–iron–magnesium 8.7 � 0.495 N H2

170 City water–iron–platinum — — Y —

d 18 NaHCO3 0.1 M Pole � 8.4 � 0.860 N H2

19 NaHCO3 0.1 M Pole þ 8.4 � 0.350 Y —

20 NaHCO3 0.1 M Pole � 8.4 � 0.885 N H2

21 NaHCO3 0.1 M Pole � 8.4 þ 1.380 N O2

e 22 NaHCO3 0.1 M Pole � 8.4 � 0.500 Y —

23 NaHCO3 0.1 M Pole þ 8.4 þ 1.550 N O2

24 NaHCO3 0.1 M Pole � 8.4 � 1.000 N H2

25 NaHCO3 0.1 M Pole þ 8.4 þ 1.550 N O2

aExperimental conditions used to test the predictions of the Pourbaix diagram for the iron–water system.
bExcerpted from M. Pourbaix. Lectures on Electrochemical Corrosion, NACE, Houston, 1995 p. 18.
cAbbreviations: Y ¼ corrosion; N ¼ no corrosion.
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Pourbaix in which iron electrodes were immersed in various

solutions. The pH and the electrode potential were measured

in each case, and the specimens were allowed to stand in

beakers containing each of the indicated chemical environ-

ments. Now plot on the diagram the data from the experi-

ments numbered 1–25 in Table 7.2. For convenience, the

sample numbers should be written beside each data point.

This will make it possible to compare the experimental

results of Pourbaix with the predictions based on the

Pourbaix diagram. Remember, the term “immunity” is

reserved for noncorrosion and represents the case in which

corrosion cannot occur for thermodynamic reasons. The term

“corrosion” is reserved for areas of the diagram where an

ionic species is the stable species thermodynamically.

“Passivation” describes the portion of the diagram where

a solid reaction product is formed. Presumably, if the solid

reaction product is protective, corrosion will stop. Thus, the

term “passivation” might be said to apply to a region in

the diagram where (thermodynamically) corrosion is possi-

ble, but it does not occur, because of the formation of a barrier

coating. The diagram is not sufficient to decide whether

a solid reaction product is also protective. This information

can only be gained by performing an experiment, Compar-

ison between the data points on your diagram with the

information contained in Table 7.2 should reveal that in

each case shown the Pourbaix diagramwould have predicted

correctly whether or not corrosion would occur merely by

knowing the electrode potential and the pH of the solution.

FIGURE 7.2. Oxidizing corrosion inhibitors. The hatched regions indicate theoretical corrosion

domains in the presence of 0.01 M solutions of inhibitor. Reproduced with permission from [1].

Copyright � Marcel Pourbaix.
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D. APPLICATIONS OF POURBAIX

DIAGRAMS

It is possible to predict conditions under which corro-

sion, noncorrosion, and passivation are possible. It is

also possible to make a number of other useful predic-

tions. For example, the electrode potential for cathodic

protection is represented by the equilibrium coexistence

line between ferrous ion and iron in Figure 7.1. The

domain of potential and pH in which anodic protection

may be considered is represented by the passive region

(either Fe3O4 or Fe2O3), but care should be exercised to

avoid the domains where Fe2þ , Fe3þ , or HFeO2
� are

stable.

If the electrode potential falls in a corrosion regime (e.g.,

in the region where ferrous ion is stable), it is possible to

stop corrosion by adding an oxidant that would bring the

electrode potential into the region of stability for Fe2O3 by

raising the electrode potential, or by changing the pH in

the alkaline direction so as to move horizontally into the

passive region, or by cathodic protection that has the effect

of lowering the potential into the immunity region. It should

be emphasized that the predictions made by using the

Pourbaix diagram should be tested prior to actual use, since

the formation of a reaction product film does not necessarily

mean that this film is protective. In addition, cathodic

protection may result in hydrogen evolution at the cathode,

which could have an adverse effect on protective coatings

or might under some circumstances induce hydrogen

embrittlement of certain metals.

It is also possible to predict the types of ions that have

promise as oxidizing corrosion inhibitors. Superposition of

the chromium–water diagram over the iron–water diagram,

for example, shows that the region of stability for Cr2O3

coincides with a portion of the iron diagram wherein ferrous

ion is the stable species.

Consequently, in the absence of an inhibitor, corrosion of

iron would be anticipated in this domain of potential and pH.

The effect of adding chromates is to provide a means of

forming a protective Cr2O3 film that inhibits corrosion.

Figure 7.2 suggests the influence of various oxidizing in-

hibitors on the corrosion of iron [1]. These predictions should

be tested before actual use.
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A. INTRODUCTION

The thermodynamics of aqueous corrosion is conveniently

summarized for practical purposes in the diagrams devised

by Pourbaix [1]. These diagrams, assembled from the

Gibbs energy of formation of ionic species and phases,

draw attention to the combined importance of pH (abscis-

sa) and redox potential (ordinate) in distinguishing condi-

tions of active corrosion, passivity, and immunity. In their

original form, these isothermal diagrams indicate the re-

gions or domains of stability of one particular metal (or

element) in several possible chemical forms, including

complex ions and phases, limited, however, to those chem-

ical forms of the metal containing only hydrogen and/or

oxygen. Typical diagrams of this type are shown later for

Ag, Au, Cu, Fe, and Ni in Figures 8.1, 8.3, 8.5, 8.7, and 8.8.

A previous chapter reviews the principles involved in

constructing these classical three-element (M–H–O) dia-

grams from the underlying thermodynamic principles

related to the equilibrium between phases and species.

This chapter considers the issues that arise when additional

elements are introduced either as species in the aqueous

phase or as alloying in the metal [2].

It is important at the outset to realize that in general it is not

possible to progress in the understanding of an alloy corrod-

ing in a complex aqueous medium by superimposing a series

of conventional Pourbaix diagrams. The corrosion of pure

silver or gold in chloridemedia cannot be understoodwith the

conventional Pourbaix diagrams because important (quite

stable) compounds or complex ions involving chloride are

not represented in those diagrams. Likewise, the corrosion of

iron–nickel alloys cannot be understood by examining con-

ventional Pourbaix diagrams for Fe and Ni; this approach

overlooks the importance of NiFe2O4 that is not found in

either diagram [3]. The use of conventional Pourbaix dia-

grams not surprisingly, therefore, often leads to false con-

clusions or, worse, the belief that thermodynamic considera-

tions may be of little value generally in matters of aqueous

corrosion.

The inclusion of necessarily many more species and

phases in the development of multielement diagrams leads

to obstacles in diagram construction not encountered in

systems of the M–H–O type. The first of these obstacles is

the lack of a priori knowledge for a complex system of which

species and phases form an equilibrium associated with a

domain boundary on the diagram; a formal procedure is

required to exclude equilibria such as betweenAg2O2 andAg

(see Fig. 8.1), which in the traditional diagram development
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for Ag may be excluded because of independent knowledge

that these phases cannot coexist.

A second practical obstacle in dealing with systems of

several elements is that a comprehensive set of diagrams

leading to a compilation such as Pourbaix’s Atlas is not pos-

sible; the enormous number of diagrams resulting from the

combinatorial possibilities precludes publication. An easy-

to-apply systematic approach not based on any a priori

assumptions and therefore amenable to computing is

essential.

The third obstacle is more fundamental and subtle in

nature and requires decisions about how additional elements

are to be incorporated into the diagram development. To

oversimplify this matter for the present, it will suffice to say

that it is necessary, at the outset of diagram construction, to

know whether the additional elements are associated with

the corrosive media or with the alloy. The former places

constraint(s) on chemical potential(s) or concentrations; the

latter places constraints on mass balances. The topology of

the multielement Pourbaix diagram therefore depends on

how additional elements are treated.

B. COMPUTATION USING GIBBS ENERGY

MINIMIZATION

The circumvention of thematters raised in Section A is to be

found in the process of Gibbs energy minimization. It is

helpful in understanding this process as a basis for its

extension into multielement systems by first considering

the treatment of a simple M–H–O system. To be more

specific, consider the case of silver and the development

of the diagram in Figure 8.1. The reactions (involving only

H and O) whereby silver may become an ionic species, a

compound, or remain in its metallic form (as a degenerate

case) are

Ag!Ag ð8:1Þ

Ag!Agþ þ e� ð8:2Þ

Agþ 1
2
H2O! 1

2
Ag2OþHþ þ e� ð8:3Þ

AgþH2O! 1
2
Ag2O2þ 2Hþ þ 2e� ð8:4Þ

Agþ 3
2
H2O! 1

2
Ag2O3þ 3Hþ þ 3e� ð8:5Þ

Agþ 2H2O!Ag OHð Þ�2 þ 2Hþ þ e� ð8:6Þ

The Gibbs energy change for each reaction depends

not only on the standard Gibbs energy of formation [4]

of the reactants and products (Table 8.1) but also on the

activity or to a good approximation the molal concentra-

tion m of the aqueous silver–containing species [add RT

ln(m) to the standard Gibbs energy of formation] as well as

the pH and redox potential. The Gibbs energy of the Hþ is

given by

DGHþ ¼ � 2:303RT pHð Þ ð8:7Þ

and the effective Gibbs energy of the electron (which

represents an unspecified redox reaction) is given by

DGe� ¼ �` EHð Þ ð8:8Þ

At any particular condition of EH and pH there will be, in

general, one reaction that gives rise to the largest negative

FIGURE 8.1. The Ag Pourbaix diagram at 298K (25�C).
Concentration of aqueous species range from 1 to 10� 6m. Points

1, 2, and 3 should be compared with Gibbs energy changes in

Table 8.2.

TABLE 8.1. Thermodynamic Data

Species DG� (kJ/mol)

Hþ 0

H2O � 237.2

Ag 0

Agþ 77.0

Ag2O � 10.8

Ag2O2 27.4

Ag2O3 121.1

Ag OHð Þ�2 � 260.2

Cl� � 131.1

AgCl � 109.5

AgCl�2 � 215.5

AgClO2 75.7
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Gibbs energy change per mole of Ag; this is the species or

compound associated with the domain in which that point

resides. If all of the Gibbs energy changes are positive, the

EH–pH coordinate must reside in the domain of silver immu-

nity. As a convenience in understanding, the Gibbs energy

changes in Table 8.2 for reactions (8.1)–(8.6) should be

compared with arbitrarily selected points 1, 2, and 3 in

Figure 8.1. The domains for all species can be located as

precisely as required by repetition of the foregoing for a

suitably fine matrix of EH and pH points. The number of

computations can be considerably reduced when it is realized

that a domain for a particular phase/species must be contig-

uous. With any personal computer, this approach, which was

completely impractical in the not too distant past, leads to an

almost instant construction of the diagram for a particular

concentration of the aqueous species. The diagram in Fig-

ure 8.1 is actually four such figures superimposed for

concentrations of Agþ and Ag OHð Þ�2 of 1, 10� 2, 10� 4,

and 10� 6m (strictly speaking activity) developed using

data in Table 8.1. The dotted lines �a and �b correspond

to redox potentials determined by hydrogen and oxygen

saturation at one standard atmosphere, respectively.

C. ADDITIONAL ELEMENT IN THE
AQUEOUS PHASE

The flexibility of the Gibbs energy minimization approach is

particularly striking when, in addition to H andO, an element

such as chlorine (as Cl� ) is considered in the aqueous phase.
To continue with silver as the basis for discussion, the

reactions to consider in addition to those above are

AgþCl� !AgClþ e� ð8:9Þ

Agþ 2Cl� !AgCl�2 þ e� ð8:10Þ

Agþ 2H2OþCl� !AgClO2þ 4Hþ þ 5e� ð8:11Þ

By using the data in Table 8.1, the Gibbs energy change for

each reaction can be found as indicated in Section B. Some

of the Gibbs energy changes are shown in Table 8.2. In

examining Table 8.2 and Figure 8.2, it will be clear than the

Ag-containing phase/species associated with the lowest

Gibbs energy change is the one labeling the domain at the

corresponding EH–pH coordinate in Figure 8.2.

With the mechanics of construction summarized, it is

now appropriate to comment on the role of Cl� . Chloride
ion at the 1 m concentration used in developing Figure 8.2

results in a complete eclipsing of the Agþ and Ag2O fields

in Figure 8.1 with AgCl and AgCl�2 has become the most

important Ag-containing ion in all but the most concen-

trated alkaline solutions. Clearly, the corrosion of silver in

aqueous chloride media could not be properly understood

using the classical Pourbaix diagram in Figure 8.1, as

Pourbaix himself recognized.

Figures 8.3 and 8.4 show the influence of chloride on the

gold Pourbaix diagram. Note the solubility of Au as tetra-

chloraurate ion in acidic oxidizing media. This accounts for

both the well-known attack of gold by aqua regia and the use

of an acidic chloride electrolyte in theWohlwill gold electro-

refining process [5].

TABLE 8.2. Gibbs Energy Minimization at 1m Concentration

forAg-ContainingAqueous Species (and 1mCl� concentration

for the case of Figure 8.2)a

Point 1 Point 2 Point 3

EH ¼ 0.2 V EH ¼ 0.7 V EH ¼ 0.7V

pH ¼ 6.0 pH ¼ 6.0 pH ¼ 15.0

Species Reaction (kJ) (kJ) (kJ)

Ag 1 0 0 0

Agþ 2 57.7 9.4 9.4

Ag2O 4 59.7 11.4 � 39.9

Ag2O2 3 143.8 47.3 � 55.4

Ag2O3 5 255.7 111.0 � 43.1

Ag OHð Þ�2 6 126.4 78.2 � 24.5

AgCl 9 2.4 � 45.8 � 45.8

AgCl�2 10 27.7 � 20.6 � 20.6

AgClO2 11 448.0 206.7 1.3

aAgClO3 and AgClO4 have been excluded as possible phases.

FIGURE 8.2. The Ag Pourbaix diagram at 298K (25�C) in

chloride solution at 1 m Cl� concentration. The concentration of

the Ag-containing species AgCl�2 andAg OHð Þ�2 is shown at 10� 6,

10� 4, and 10� 2m. Points 1, 2, and 3 should be comparedwithGibbs

energy changes in Table 8.2. Note that AgCl completely eclipses the

Agþ and Ag2O fields on Figure 8.1 for this concentration of Cl� .
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The diagrams in Figures 8.5 and 8.6 pertain to the effect of

ammonia on copper corrosion. When deaeration additives

such as hydrazine, N2H4, are added in low concentration to

water, the slow chemical breakdown that consumes dissolved

oxygen [6] and lowers the redox potential to slightly above

line �a also contributes a low concentration (� 10� 3m) of

residual ammonia, which tends to raise the pH above neutral.

Furthermore, the residual ammonia forms very stable com-

plex ions with copper. Fortunately, as the diagrams show, the

FIGURE 8.4. The Au Pourbaix diagram at 298K (25�C) in

chloride solution at 1 m Cl� concentration. The concentration of

the Au-containing species is shown at 10� 6, 10� 4, 10� 2, and 1m.

The domain of gold immunity does not extend into strong acid

solutions for oxygen saturated conditions (line �b ) because of the

stability of AuCl�4 .

FIGURE 8.6. The Cu Pourbaix diagram at 298K (25�C) in

ammonia-containing solutions at 10� 3m NH3. The concentration

of copper-containing aqueous species is shown only at 10� 6m.

FIGURE 8.3. The Au Pourbaix diagram at 298 K (25�C). Con-
centration of aqueous species range from 1 to 10� 6m. Gold

immunity extends into the strong acid region even under oxygen-

saturated conditions (line b).

FIGURE 8.5. The Cu Pourbaix diagram at 298K (25�C). Con-
centrations of aqueous species range from 1 to 10� 6m. Compare

with Figure 8.6 to gauge the effect of a low NH3 concentration.
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stability of copper amines is not so great as to contribute to

corrosion of copper. Of course, if the ammonia concentration

were allowed to increase drastically, it would be necessary to

recompute Figure 8.6 to examine the extent to which the

copper amine fields enlarge.

The computation of Figure 8.6 is slightly different than

Figures 8.2 and 8.4 because the additional species involve

more than one element. The formation reactions are not

based on ammonia as in

Cuþ 2NH3!Cu NH3ð Þ þ2 þ e� ð8:12Þ
but rather on the elements

CuþN2þ 6Hþ þ 5e� !Cu NH3ð Þ þ2 ð8:13Þ

At each EH–pH coordinate, the effective hydrogen partial

pressure can be calculated using

EH ¼ � RT

2`
ln PH2
ð Þ� 2:303RT

`
pHð Þ ð8:14Þ

The effective N2 partial pressure can be calculated from the

equilibrium constant for

N2þ 3H2  ! 2NH3 ð8:15Þ

Keq ¼ mNH3
ð Þ2
PN2
ð Þ PH2

ð Þ3 ð8:16Þ

The Gibbs energy changes for formation reactions such as

(8.13) can now be calculated since corrections can be made

for the effective partial pressure of N2 by adding RT ln PN2
ð Þ.

D. ADDITIONAL ELEMENT IN THE
METAL PHASE

When the metal phase is an alloy, the Gibbs energy min-

imization differs from that described above. In the previous

sections, the voluminous nature of the aqueous phase in

comparison with the limited quantity of metal corroding

permits the concentration of the additional species in the

aqueous phase to be considered as constant. In the case of an

alloy, it is necessary to specify (and preserve in the diagram

development) the molar ratio of the alloy elements that are

regarded as being insignificant in total molar amount to

other elements in the voluminous aqueous phase.

The general form of the corrosion reactions for a binary

alloy, M1–M2, is modified from that described above:

rM1þ 1� rð ÞM2f galloyþ aH2Oþ bHþ þ cX�f gaqueous
!m M1; M2; H; O; Xð Þaþ n M1; M2; H; O; Xð Þb

ð8:17Þ

where the two product compounds, a and b, contain M1 and

M2 in different proportions and may or may not contain H,

O, and additional element(s) in the aqueous phase X and

where m and n are nonnegative mole numbers for the value

of r that is selected for the alloy. This may be called the mass

balance constraint. To establish at each coordinate which

pair of compounds is most stable, it is first necessary to find

from among all possible compounds the pairs that satisfy the

mass balance constraint. Thereafter, the Gibbs energy

change for all of these reactions (based on 1mol of alloy)

is computed. Finally, the reaction with the most negative

Gibbs energy change is found, thereby identifying the most

stable pair of compounds at that particular EH and pH. The

resulting diagram has domains that are doubly labeled for

the case of a two-component alloy. As a special case, when

there are no product compounds that contain both M1 and

M2, the resultant diagram is the superimposition of the two

conventional Pourbaix diagrams for M1 and M2. This,

unfortunately, is indeed a special case that is the exception

rather than the rule.

Figures 8.7 and 8.8 show the conventional Pourbaix

diagrams for Fe and Ni. These may be compared with

Figures 8.9–8.12, which show the computed Fe–Ni compos-

ite diagram at four different levels of aqueous species con-

centration ranging from 1 to 10� 6m. The complexity of the

diagram is such that it is virtually essential to provide a series

of diagrams for particular concentrations of aqueous species.

The compound that gives rise to the complex appearance,

namely, the NiFe2O4 phase, is boldly outlined. The inability

to comprehend the thermodynamics of Fe–Ni alloy using

FIGURE 8.7. The Fe Pourbaix diagram at 298K (25�C). Con-
centrations of aqueous species range from 1 to 10� 6m.
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FIGURE 8.9. The Fe–Ni composite Pourbaix diagram at 298K

(25�C). The concentration of all aqueous species is 1 m. The

molar proportion of Fe to Ni is > 2 : 1. The specific proportion

affects the phase proportions in each doubly labeled field but

does not affect the topology until the ratio falls below 2: 1 (when,

e.g., NiFe2O4 could not coexist with Fe2O3 for mass balance

reasons). Note the placement of NiFe2O4 solid spinel, which is

outlined in bold.

FIGURE 8.8. The Ni Pourbaix diagram at 298K (25�C). Con-
centrations of aqueous species range from 1 to 10� 6m.

FIGURE 8.11. The Fe–Ni composite Pourbaix diagram at 298K

(25�C). The concentration of all aqueous species is 10� 4m. The

molar proportion of Fe to Ni is > 2 : 1. Note the placement of

NiFe2O4 solid spinel, which is outlined in bold.

FIGURE 8.10. The Fe–Ni composite Pourbaix diagram at 298K

(25�C). The concentration of all aqueous species is 10� 2m. The

molar proportion of Fe to Ni is > 2 : 1. Note the placement of

NiFe2O4, solid spinel, which is outlined in bold.
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only the conventional Fe and Ni diagrams does not require

further comment [3].

E. CONCLUSIONS

Pourbaix diagrams are invaluable tools in the understanding

of the thermodynamics of aqueous corrosion. However, it is

usually the case that these must be specially constructed to

incorporate all of the elements, whether found in the alloy or

aqueous phase, that can lead to the formation of significant

phases or species. The methodology of Gibbs energy min-

imization is particularly effective for this purpose, in that no

suppositions about coexistence of phases or species is

necessary and it can be extended to handle many elements

as suggested in this chapter. The technique, therefore, is

well suited to computational methods and is especially

convenient to use when the programming is linked to a

database of thermodynamic properties. In this regard, all of

the figures shown were prepared using the Facility for the

Analysis of Chemical Thermodynamics (F�A�C�T) [7],

although certain enhancements were applied for the pur-

poses of this chapter.
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A. INTRODUCTION

As other chapters in this handbook indicate, redox potential–

pH (or Pourbaix) diagrams contribute to a better understand-

ing of aqueous corrosion phenomena, in particular, the

depiction of the relative stability of the metallic elements

invarious possible phases orwater-soluble species.However,

to achieve this objective, it may be necessary to custom

construct diagrams showing the influence ofwater impurities

and alloying additions as discussed in Chapter 8. There is

sometimes the effect of temperature to consider as well. This

matter, with some attention given to the activity effect on the

metallic elements caused by alloying, is the principal subject

of this chapter.

The Zircaloy system provides a good basis to discuss the

effect of temperature on Pourbaix diagrams. This alloy, im-

portant in nuclear energy technologies, is essentially a binary

combination of Zr and Sn (0.25–2.5wt %) [1] and is used

principally to isolate the natural or isotopically enriched UO2

fuel from direct contact with pressurized (�100 atm) heavy

water in the primary heat transport system. The high hydro-

static pressure to suppress boiling creates a situation where an

aqueous phase contacts the alloy at temperatures in the range

250–300�C, nearly the maximum possible (critical condition

forwater is 374�Cat218 atm [2]).Althoughheavywater,D2O,

actually contacts the Zircaloy in some designs (e.g., CANDU

reactors), the very small chemical distinction between D2O

and H2O does not detectably affect the construction of

Pourbaix diagrams. Accordingly, the thermodynamic proper-

ties for H2O may substitute for D2O for computational

purposes in the construction of the Sn and Zr diagrams.

B. THERMODYNAMIC DATA

The construction of Pourbaix diagrams at elevated tempera-

tures follows the practice recommended in Chapter 8 except

for the matter of handling the Gibbs energies for the various

possible species. In Chapter 8, the standard Gibbs energies

of formation were supplied as constants at 298K. In the

present case, a temperature-dependent formulation for the

standard Gibbs energy of formation, DG�, is required. This
formulation is generally based on experimental or estimated

data for the enthalpy of formation, DH�
298 K, the absolute

entropy, DS�298 K, and the heat capacity, cp. The heat capacity
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may be a function of temperature and is typically represented

by a series such as

cp ¼ aþ bT þ cT2 þ dT �2 þ . . . ð9:1Þ

The formulation for the standard Gibbs energy (pure phase

or aqueous species at unit activity, that is, approximately 1m)

at any temperature and pressure is

G�
T ;P ¼ DH�

298 K þ
ð
cp dT � T S�298 K þ

ð
cp

T
dT

� �
þ

ð
V dP

ð9:2Þ

This standard Gibbs energy (no D) is sometimes called

the “absolute” Gibbs energy [3] in reference to the use of

absolute entropy in place of the entropy of formation. How-

ever, in truth, theGibbs energy calculated in thisway remains

a relative term intended only as an initial step in finding

Gibbs energy differences for isothermal, isobaric chemical

reactions.

For example, for the process

Sn4þ þ 2H2O! SnO2 þ 4Hþ ð9:3Þ

the correct standard Gibbs energy change can be found by

summing the products of the number ofmoles and “absolute”

standard (molar) Gibbs energies for the species on the right

and deducting from it a similar summation from the left.

Conventions used in recording the properties in Table 9.1

result in the Gibbs energy of formation, DG�, for Hþ being

zero at all temperatures [4]. The last term in Eq. (9.2)

involving the small molar volume is typically (for nongaseous

species) well within the uncertainty in the other terms when

the hydrostatic pressure does not greatly exceed 100 atm.

Accordingly, the V dP term may be dropped or equivalently

the hydrostatic pressure may be ignored as a practically

significant variable in Pourbaix diagram construction.

A large body of experimental data have been gathered for

the Gibbs energy of formation of aqueous species at 298Kor

its equivalent expressed in electrochemical terms (tables of

standard electrode potential). Less experimental data are

available for partial molar enthalpy of formation and partial

molar heat capacity of aqueous species. Partial molar prop-

erties for solutes in water are to be understood as the

disturbing effect on the heat capacity of an aqueous solution

property by the small addition of those solutes, typically

ions. Thus, the partial molar heat capacity for aqueous

species may be positive or negative. Fortunately, the effect

of heat capacity on DG� calculated using differences in

“absolute” G� is very small, so a lack of heat capacity

information for an aqueous species has no major conse-

quence on the computation of DG� at the modest elevated

temperatures associated with Pourbaix diagram construc-

tion. The entropy (that may also be positive or negative for an

aqueous species) is the main factor conferring temperature

dependence to DG�, or equivalently in assessing the contri-

bution of DH� to DG�. It is sometimes necessary to estimate

the standard entropy based on chemical similarities and

trends with other aqueous species for which measurements

have been reported. The choice of the estimated entropy and

its influence on diagram construction are pursued below.

C. Sn POURBAIX DIAGRAM

Data for all species of Sn involving H and O are shown in

Table 9.1 [5–8]. Data in italics were estimated in away that is

TABLE 9.1. Data Used to Calculate Sn Pourbaix Diagram

cp¼ a þ bT þ cT2 þ dT� 2 (J/mol/K)

Species DH�
298 KðJ=molÞ S�298 KðJ=mol=KÞ a b c d Additional Terms

Sn(s) 0 51.195 21.5936 0.01810 0 0 —

Sn(l) 6,263 62.893 21.5392 0.00615 0 1,288,254 —

SnO(s) � 285,767 56.484 39.9572 0.01464 0 0 —

SnO2(s) � 580,739 52.300 73.8894 0.01004 0 � 2,158,944 —

SnOHþ
(aq) � 285,767 50.208 � 94.0103 0.22864 0 7,137,904 —

Sn4þ (aq) � 56,856 � 410.000 � 54.8690 0.09394 0 6,755,486 —

Sn2þ (aq) � 10,042 � 24.686 � 54.8690 0.09394 0 6,755,486 —

HSnO�
2 aqð Þ � 523,834 10.000 0 0 0 0 —

SnO�
2 aqð Þ � 724,228 10.000 0 0 0 0 —

Hþ
(aq) 0 0 0 0 0 0 —

OH�
(aq) � 229,987 � 10.878 506.377 � 1.18134 0 � 24,602,300 —

H2O(l) � 285,830 69.950 � 203.1190 1.52070 � 0.0032 3,848,758 2.471�10� 6T3

H2(gas) 0 130.571 19.8256 0.00308 1.43� 10�6 � 295,180 194.861T�½

O2(gas) 0 205.038 26.9241 0.01698 � 6.77� 10� 6 229,329 � 79.162T�½

Note: Data in italics were estimated.
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intended to be representative of practices that have been

applied to many other high-temperature Pourbaix diagram

computations [9]. In the case of Sn4þ , the partial molar heat

capacity expression was taken to be the same as Sn2þ [7].

For the other aqueous ions, where there was no basis for

estimation, the partial molar heat capacity was set to zero.

The entropy of Sn4þ was estimated based on chemical

similarities with other 4þ ions (e.g., U4þ ). The enthalpy

change for Sn4þ was then calculated to give a Gibbs energy

difference in relation to Sn2þ so that the redox potential

[þ 0.151V standard hydrogen electrode (SHE) at 298K]

would be respected for

Sn4þ þ 2e� ! Sn2þ ð9:4Þ

For SnOHþ , SnO2�
3 , and HSnO�

2 the partial molar heat

capacity was set to zero, the entropies were estimated, and

the enthalpies of formation were calculated to duplicate

features of the Sn diagram in the Pourbaix Atlas [8] at

298K. The hydrogen–oxygen species [4, 7, 10] are included

at the bottom of the table to justify the conventional place-

ment of the a and b lines associated with redox potential

conferred by 1 atm partial pressure of H2 or 1 atm partial

pressure of O2, respectively.

The data in Table 9.1 generate the “absolute” Gibbs

energies in Table 9.2 at 298K, 373K, and 550K. As support

for the relative significance of hydrostatic pressure, theGibbs

energy forwater is given at both 1 and 100 atm; the difference

is 0.2 kJ/mol. The heat capacity is also given.

A plot of G� versus T for Sn4þ in Figure 9.1 gives

evidence of the small effect of cp in causing departure from

linear variation for aqueous species. This is particularly so

when the entropy is large.

C1. Electron in Aqueous Thermodynamic

Computations

The use of the electron symbol, e� , in aqueous thermody-

namics is in reference to electrons understood to be ex-

changed with a SHE for which the potential is defined to

be zero at all temperatures [4] when hydrogen gas at 1 atm

partial pressure coexists with hydrogen ions at pH zero.

Thus, the electrochemical reaction

Sn2þ þ 2e� ! Sn ð9:5Þ

actually refers to the reaction

Sn2þ þH2 ! Snþ 2Hþ ð9:6Þ

and, in particular, theGibbs energy change for both processes

are the same.

Equivalently, one can say that the standard Gibbs energy

change for the following process [understood to be combined

with Eq. (9.5) to give Eq. (9.6)]

Hþ þ e� ! 1
2
H2 ð9:7Þ

is zero at all temperatures. This change may be expressed as

a difference in “absolute” Gibbs energies

DG� ¼ 1
2
G�

H2
�G�

Hþ �G�
e� ¼ 0 ð9:8Þ

But, since G�
Hþ is also defined to be zero at all tempera-

tures (Table 9.2), then

TABLE 9.2. Absolute Gibbs Energies and Heat Capacities at Selected Temperatures

Species G�
298 KðJ=molÞ G�

373 KðJ=molÞ G�
550 KðJ=molÞ cp(298 K) (J/mol/K) cp(373 K) (J/mol/K) cp(550 K) (J/mol/K)

Sn(s) � 152,634 � 19,334 � 30,565 27.0 28.3 30.7

Sn(l) � 12,479 � 17,509 � 31,188 37.9 33.1 29.2

SnO(s) � 302,608 � 307,224 � 320,691 44.3 45.4 48.0

SnO2(s) � 596,332 � 600,735 � 614,697 52.6 62.1 72.3

SnOHþ
(aq) � 300,737 � 304,921 � 317,279 54.5 42.6 55.3

Sn4þ (aq) 65,386 96,244 171,901 � 6.9 � 41.4 � 84.2

Sn2þ (aq) 2,682 � 664 6,792 � 6.9 � 41.4 � 84.2

HSnO�
2ðaqÞ � 526,815 � 527,564 � 529,334 0.0 0.0 0.0

SnO2�
3ðaqÞ � 727,209 � 727,958 � 729,728 0.0 0.0 0.0

Hþ
(aq) 0 0 0 0.0 0.0 0.0

OH�
(aq) � 226,744 � 224,945 � 213,585 � 122.6 � 111.1 � 224.7

H2O(l,1atm) � 306,686 � 312,577 � 330,816 75.4 76.0 83.7

H2O(l,100 atm) � 306,505 � 312,396 � 330,635 75.4 76.0 83.7

H2 (gas) � 38,930 � 48,955 � 74,284 28.8 29.1 29.3

O2 (gas) � 61,132 � 76,736 � 115,312 29.4 29.9 31.6
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G�
e� ¼ 1

2
G�

H2

n o
ð9:9Þ

Thus, for example, in computing the standard reduction

potential for

Sn2þ þ 2e� ! Sn ð9:10Þ
from thermodynamic data, such as given in Table 1, the

standard Gibbs energy difference is first calculated using

DG� ¼ G�
Sn �G�

Sn2þ � 2 1
2
G�

H2

n o
ð9:11Þ

where the term in braces accounts for each electron in

Eq. (9.10). The standard electrode potential E�
h (� 0.137V

SHE) is then found using

DG� ¼ � 2F E�
h

� � ð9:12Þ

where F is the faraday (96,485C/mol).

C2. Development of the Pourbaix Diagram

The construction of the Pourbaix diagram from the abso-

lute Gibbs energies in Table 9.2 is as described in Chapter 8

in this handbook except that in this case the Gibbs energy

changes for the reactions (calculated using “absolute”

Gibbs energies) must take into account the formalities in

dealing with the electron as described above. The com-

puted Pourbaix diagram for tin at 298K is shown in

Figure 9.2 for the conventional concentration for aqueous

ions of 10� 6 molar deemed to be significant in most

corrosion applications [8].

As an affirmation of the methodologies involved in this

construction, consider the placement of triple points, 1 and 2,

so labeled in Figure 9.2. Table 9.3 provides the Gibbs

energy changes for the reactions (9.13a)–(9.17a). These

involve Sn2þ , Sn4þ , SnO2, SnOH
þ , and SnO. Details for

determining the Gibbs energy change at 298K and 10� 6m

for aqueous Sn ions are shown below each reaction

(9.13b)–(9.17b); note the inclusion of the term in braces

for the “absolute” Gibbs energy of e� and the addition of

�FðE�
hÞ for each e� when the redox potential is not zero [as

described in Eq. (8.8) in Chapter 8]:

Sn! Sn2þ þ 2e� ð9:13aÞ

DG ¼ G�
Sn2þ þRT lnð10� 6Þ� �

þ 2 1
2
G�

H2

n o
�FðEhÞ

i
�G�

Sn

h ð9:13bÞ

Sn! Sn4þ þ 4e� ð9:14aÞ

DG ¼ G�
Sn4þ þRT lnð10� 6Þ� �

þ 4 1
2
G�

H2

n o
�FðEhÞ

i
�G�

Sn

h ð9:14bÞ

Snþ 2H2O! SnO2 þ 4Hþ þ 4e� ð9:15aÞ

DG ¼ G�
SnO2

� 4ð2:303ÞRT pH

þ 4 1
2
G�

H2

n o
�FðEhÞ

i
�G�

Sn � 2G�
H2O

h
ð9:15bÞ

FIGURE9.1. Plot of absoluteG� [Eq. (9.2)] as a function of temperature for Sn4þ showing the small

effect of cp on departure from otherwise linear behavior.
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SnþH2O! SnOHþ þHþ þ 2e� ð9:16aÞ

DG ¼ G�
SnOHþ þRT lnð10� 6Þ� �� 2:303RT pH

þ 2 1
2
G�

H2

n o
�FðEhÞ

i
�G�

Sn �G�
H2O

h ð9:16bÞ

SnþH2O! SnOþ 2Hþ þ 2e� ð9:17aÞ

DG ¼ G�
SnO � 2ð2:303ÞRT pH

þ 2 1
2
G�

H2

n o
�FðEhÞ

i
�G�

Sn �G�
H2O

h ð9:17bÞ

An examination of Table 9.3 shows that Sn2þ , Sn4þ , and
SnO2 are equally stable at triple point 1 (same DG) and that

no other species shown has a more negative DG. Similarly,

Sn2þ , SnOHþ , and SnO2 coexist at triple point 2. SnO is

included in the Table 9.3 to give evidence that SnO2 is the

more stable oxide of tin at both triple points (i.e.,DG for SnO2

is lower than SnO).

The size of the fields for the aqueous species of tin is

sensitive to the concentration to which they refer. Figure 9.3

shows the complete development of the Pourbaix diagram

for the conventional series of concentrations (taken to be

the same as activity following Pourbaix [8]): 1, 10� 2, 10� 4,

and 10� 6m.

Using the same methodology, the diagram for tin at

elevated temperatures (550K) may be constructed as shown

in Figure 9.3. Notable points of comparison between the

diagram at 298 and 550K are the following:

. Lines a and b, corresponding to redox potentials resul-

tant from saturation with H2 and O2, respectively, at

1 atm, are steeper at higher temperature (proportional

to absolute temperature); the lines also move closer

together.
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FIGURE 9.2. Pourbaix diagram for Sn at 298K. The heaviest line represents the phase boundary

between coexisting solid phases. The lighter solid lines represent conditions of a condensed phase

coexisting with an aqueous solution of the adjacent ion at a concentration of 10� 6m. The broken lines

represent conditions where the concentrations of ions flanking those lines are equal. The downward-

sloping dotted lines [(a) and (b)] correspond toH2 andO2 saturation at 1 atmpartial pressure. The pHof

neutrality is indicated with a vertical line labeled (N).

TABLE9.4. DataUsed for SnO2�
3 inConstruction of Figure 9.5

Species DH�
298 K DS�298 K DG�

298 K DG�
550 K

A SnO2�
3 � 697,394 100.000 � 727,209 � 752,394

B SnO2�
3 � 724,228 10.000 � 727,209 � 729,728

C SnO2�
3 � 757,024 � 100.000 � 727,209 � 702,024

TABLE 9.3. Gibbs Energy Change for Reactions Evaluated at

Location of Triple Points 1 and 2 in Figure 9.2

Reaction

Point 1 (Eh¼ 0.151V

SHE, pH¼ � 0.6175)

Point 2 (Eh¼ � 0.101V

SHE, pH¼ 1.512)

13 (Sn2þ ) � 89,732 � 41,103

14 (Sn4þ ) � 89,732 7,524

15 (SnO2) � 89,732 � 41,103

16 (SnOHþ ) � 77,576 � 41,103

17 (SnO) � 41,676 � 17,361
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. The fields on the diagram for the aqueous species tend

to shift to the left at higher temperature.

. The solubility of SnO2 tends to increase with temper-

ature in alkaline solution.

. Pure metallic tin is more stable as a liquid at 550K.

. The pH associated with neutrality shifts to lower values

with increasing temperature, as the equilibrium con-

stant for the dissociation of H2O increases with increas-

ing temperature.

With regard to the last point, for

H2O!Hþ þOH� ð9:18Þ

DG� ¼ þ 117,050 J/mol at 550K as calculated from the

data shown in Table 9.2. This corresponds to an equilibrium

constant of 7.36� 10� 12 (instead of very nearly 10� 14 at

298K), implying that neutrality at 550Koccurs at a pHof 5.56

instead of 7. It is apparent that care must be taken in reference
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FIGURE 9.4. Pourbaix diagram for Sn at 550K. The pressure is understood to be sufficient to

suppress boiling but otherwise has a negligible effect on the placement of domain boundaries. Note

that pure Sn is more stable as a liquid at this temperature.
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to discussions concerning pH when the temperature is sub-

stantially different from 298K. In particular, it is important to

distinguish the temperature of the water when sampled from

the temperature of that sample when the pH is measured.

C3. Effect of Estimated Gibbs Energies

on Diagram Development

As implied above, it is generally necessary to estimate the

thermodynamic properties for at least some of the aqueous

species at elevated temperatures.

Table 9.4 shows the effect on diagram construction re-

sulting from different ways of extrapolating data for SnO2�
3

from 298 to 550K. In this case, S�298 K was arbitrarily changed

to a substantial degree from case B (used in the development

of Fig. 9.4) to cases A and C, which represent a large

variation. The values of DH�
298 K were correspondingly chan-

ged to preserve the desired value of DG�
298 K. With the

consequent different ways of projecting the Gibbs energy

to temperatures above 298K, the Pourbaix diagram was

redeveloped as shown in Fig. 9.5 at 550K, but just for the

case, for purposes of clarity, where the concentration of the

aqueous ions was 10� 6m. The area of the SnO2�
3 field is

reduced in case C as the Gibbs energy estimate becomes

less negative as a consequence of the � TS�298 K term in

Eq. (9.2). However, in spite of this rather extreme variation in

the estimated �G�
550 K, the topology of the diagram is not

affected. Therefore, in the absence of experimental data, if

there is any basis tomake a reasonable judgment of theway in

which the Gibbs energy may project from 298K to higher

temperatures, it is still worthwhile to undertake Pourbaix

diagram development to assist in the understanding of high-

temperature aqueous corrosion behavior.

D. Zr POURBAIX DIAGRAMS

The Pourbaix diagrams for Zr, Figures 9.6 and 9.7, were

developed using the thermodynamic data [7, 8, 10, 11] in

Table 9.5 and following the same methodology as described

above for Sn. Data in italics were estimated in a way that is

intended to be representative of practices that have been

applied to many other high-temperature Pourbaix diagram

computations [9].

Zirconium hydride is an extremely stable metal hydride.

As a consequence, this field eclipses the field for metallic

zirconium. Nevertheless, following the practice of Pourbaix,

it is customary to show the metal field in relation to the other

compounds of zirconium. These diagrams are shown in

Figures 9.8 and 9.9 andwere obtained by simplywithdrawing

the data for ZrH2 during the computational process. There is

the possibility that ZrO2 may form a monohydrate instead

of the dihydrate at 550K, but the monohydrate was not

considered as a possible species effecting the construction

at 550K for lack of reliable data.

E. Zr–Sn PHASE DIAGRAM AND

INTERMETALLIC COMPOUNDS

In using the calculated high-temperature Pourbaix diagrams

for Zr and Sn in relation to the corrosion of Zircaloy, it is
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FIGURE 9.5. Pourbaix diagram for Sn at 550K showing the effect of varying S� for SnO2�
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metallic tin is more stable as a liquid at this temperature. The concentration of all aqueous species is
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necessary to consider the phase diagram in Figure 9.10 [12].

This calls attention to compounds of Zr and Sn (i.e., Zr4Sn,

Zr5Sn3, and ZrSn2) which cannot be depicted on either the

Sn or Zr Pourbaix diagram. For zirconium–tin alloys in-

volving low concentrations of tin, nearly pure a-Zr coexists
with Zr4Sn at temperatures below 550K. Therefore, the

matter of significance is mainly the activity of tin. The phase

diagram development shown in Figure 9.10 fortunately was

undertaken in such a way [12, 13] as to provide the data

for these compounds as given in Table 9.6. It is therefore

possible to calculate the activity of Sn from the equilibrium

constant for:

4Zrþ Sn ¼ Zr4Sn ð9:19Þ

at any temperature. The activity of Sn with respect to both

solid white tin and liquid at 298K and 550K is given in

Table 9.7. The Gibbs energies of formation of the Zr–Sn

compounds expressed with respect to the most stable form

of the elements (alpha Zr and solid white Sn) are given in

Table 9.6.

To account for the chemical behaviour of Sn in Zircaloy,

the activities for Sn in Table 9.7 (referred to either solid

or liquid) can be applied to the Gibbs energies for pure Sn

at the top of Table 9.2 by the additions shown in the

equation.

GSn ¼ G�
Sn;solid þRT ln aSn;solid ¼ G�

Sn;liquid þRT ln aSn;liquid

ð9:20Þ

Since the effect of the very low activities of Sn in

Zircaloy is to substantially lower the partial molar Gibbs

energy for Sn, the effect on the diagram construction is to

greatly enlarge the field for Sn. This field must now be
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FIGURE 9.6. Pourbaix diagram for Zr at 298K showing aqueous concentrations for the Zr species at

1, 10� 2, 10� 4, and 10� 6m.

TABLE 9.5. Data Used for Zr Pourbaix Diagram Construction

Species DH�
298 KðJ=molÞ DS�298 KðJ=mol=KÞ

cp¼ a þ bT þ cT2 þ dT� 2 (J/mol/K)

a b c d

aZr(s) 0 38.869 25.275675 0.000229 5.64�10� 6 � 56,334

Zr4þ(aq) � 647,898 � 410.000 95.700000 � 0.620000 0 2,842,000

ZrO2þ
(aq) � 933,450 � 300.830 155.331000 0.023652 0 � 4,678,967

ZrO2 (s) � 1,097,463 50.359 94.621160a 0 0 0

ZrH2 (s) � 169,034 35.020 30.961600 0 0 0

HZrO�
3 aqð Þ � 1,334,110 30.000 0 0 0 0

ZrO2 � 2H2O(s) � 1,701,426 190.259 172.102600 0.116728 0 0

Note: Data in italic were estimated.
a� 584:476T � 1=

2 � 120410834T � 3.
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understood to refer to “Sn” that is chemically combined

with Zr in Zr4Sn coexisting with nearly pure alpha Zr. The

Pourbaix diagrams are shown in Figures 9.11 and 9.12 only

for concentrations of aqueous ions of 10� 6m. The notable

feature is that, in nearly hydrogen saturated conditions

characteristic of the use of Zircaloy as nuclear fuel sheath-

ing, Sn is only very sparingly soluble in water typically

made slightly alkaline with LiOH additions (pH � 10.5 at

room temperature).

F. CONCLUSION

Since the implications of thermodynamics tend to be better

respected as temperature increases, Pourbaix diagrams may

have greater value in corrosion interpretation at elevated

temperature than at the ambient conditions where they are

much more often used. This chapter has focused on compu-

tational matters leading to generalizations in diagram

appearance associated with increasing temperature as well as
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FIGURE 9.8. Pourbaix diagram for Zr at 298K when ZrH2 is withdrawn from the calculation.

Aqueous concentrations for the Zr species are at 1, 10� 2, 10� 4, and 10� 6m.
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otherwise has a negligible effect on the placement of domain boundaries.
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TABLE 9.6. Data for Zr–Sn Intermetallic Compounds

Species DH�
298 K DS�298 K

Zr4Sn � 133,820 202.79

Zr5Sn3 � 348,085 346.67

ZrSn2 � 71,924 152.38

TABLE 9.7. Activity of Sn when Alpha Zr Coexists with Zr4Sn

Temperature Activity w.r.t. Sn(s) Activity w.r.t. Sn(l)

298K 5.7� 10� 24 1.9� 10� 24

550K 2.8� 10� 13 3.2� 10� 13

Note: w.r.t¼With respect to.
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the sensitivity offield placement to judgments about theway to

project Gibbs energies above 298K when experimental data

maybe absent. It also shows the effect of alloying and away by

which this factor may be introduced into custom-constructed

Pourbaix diagrams to depict the behaviour of a solute element.
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A. INTRODUCTION

Galvanic corrosion, resulting from a metal contacting an-

other conducting material in a corrosive medium, is one of

the most common types of corrosion. It may be found at the

junction of a water main, where a copper pipe meets a steel

pipe, or in a microelectronic device, where different metals

and semiconductors are placed together, or in a metal matrix

composite material in which reinforcing materials, such as

graphite, are dispersed in a metal, or on a ship, where the

various components immersed in water are made of different

metal alloys. In many cases, galvanic corrosion may result in

quick deterioration of the metals but, in other cases, the

galvanic corrosion of one metal may result in the corrosion

protection of an attachedmetal, which is the basis of cathodic

protection by sacrificial anodes.

Galvanic corrosion is an extensively investigated subject,

as shown in Table 10.1, and is qualitatively well understood

but, due to its highly complex nature, it has been difficult to

deal with in a quantitativeway until recently. Thewidespread

use of computers and the development of software havemade

great advances in understanding and predicting galvanic

corrosion.

B. DEFINITION

When two dissimilar conducting materials in electrical con-

tact with each other are exposed to an electrolyte, a current,

called the galvanic current, flows from one to the other.

Galvanic corrosion is that part of the corrosion that occurs

at the anodic member of such a couple and is directly related

to the galvanic current by Faraday’s law.

Under a coupling condition, the simultaneous additional

corrosion taking place on the anode of the couple is called the

local corrosion. The local corrosionmay ormay not equal the

corrosion, called the normal corrosion, taking place when

the two metals are not electrically connected. The difference

between the local and the normal corrosion is called the

difference effect, which may be positive or negative. A

galvanic current generally causes a reduction in the total

corrosion rate of the cathodic member of the couple. In this

case, the cathodic member is cathodically protected.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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TABLE 10.1. Studies on Galvanic Actions of Miscellaneous Alloys In Various Environments

Alloy 1 Alloy 2 Measurementsa Focus References

Atmosphere

Steel, S. steel Al Weight loss Automotive parts 1

Al, Cu, Pb, Sn, Mg, Ni, Zn,

steel, S. steel

Miscellaneous Weight loss Corrosion rate 2

Pt Zn Ig Humidity sensor 3

Al, Cu alloys, Ni, Pb, Zn,

steel, S. steels

Miscellaneous Weight loss Tropical data 4

Cu Steel Ig, weight loss Corrosion probe 5

Al alloys S. steel Ecorr, Ig Inhibitors 6

Al, Cu alloys, Ni, Pb, S. steels Miscellaneous Weight loss Clad metals 7

Fresh Water (pure, river, lake, and underground)

Co alloys Carbon E–I curves Magnetic disc 8

Cu Ag Ed
corr Electrical contact 9

Steel Zn Eg, Ig Polarity reversal 10, 11

Steel Zn Eg, Ig Polarity reversal 12, 13

Al, Cu alloys, Ni, Pb, Zn,

steel, S. steels

Miscellaneous Weight loss Damage data 14

Al Steel Ecorr, Eg Polarity reversal 15

Seawater

S. steel Steel Thickness loss Metallic joints 16

S. steel, Ti Brass, bronze Ig Corrosion rate 17

S. steel Cu E–I curves, Ecorr Localized corrosion 18

Steel Zn Eg Transient E–t 19

Cu alloys Cu alloys Weight loss Effect of sulfide 20

Miscellaneous Miscellaneous Ecorr, E–I curves Review 21

Al, Cu alloys, Ni, Pb, Zn,

steel, S. steels

Miscellaneous Weight loss Damage data 14

Steels, S. steels, Cu alloys Ti alloys, S. steel Ig, Ec, Power plant condenser 22

Cu–Ni, Ti Bronze, Zn E distribution Cathodic protection 23

Al alloys S. steel Ecorr, Ig Inhibitors 6

S. steel Ni alloys, graphite Miscellaneous Review 24

Bronze, Ti, Cu–Ni, Zn, bronze E–I curves Time effect 25

Cu alloy, Fe, Zn, S. steel Miscellaneous Eg, Ig, Ecorr Materials interaction 26

Soils

Brass, steel Brass, Pb, Cu, Zn Weight loss Corr. and protection 27

S. steel Zn Ig Soil resistance 28

Steel, Zn, Pb Pb, Cu, steel IR drop Ec–Ea 29

Acids

S. steels, Ti Ni alloys Ig, Eg, E–I, weight loss Prediction 30

Ni alloys Ni alloys Thickness loss Welds 31

Fe–Cr–Ni alloys Austenite/ferrite Weight loss, morphology Phase interaction 32

Fe–Ni, Ti, S. steel, Ni alloys Graphite, Ni alloys Ig, Eg, E–I curves Polarization effects 33

Fe–Cr alloys Fe–Cr alloys Weight loss Phase interaction 34

Ag, Au, Al, Ti, Pt, Fe, Cu, Zn Minerals Ecorr, E–I curves Processing equipment 35

Salt Solutions

Al, Cd films 4340 steel Ig, Eg, stress Hydrogen embritt. 36

SiC Mg alloys Ig, icorr Composite material 37

Steel Al, Zn Weight loss, E–I curves Mechanism 38

Steel Al Eg, Ig, weight loss pH, dissov. oxygen 39

Steel G. steel Ig Corrosion products 40

Steel G. steel Ea, Ec, Ig, E–I curves Zn coating composition 41

Steel Zn coating Ig Effect of paint 42

Steel G. steel Ig Polarity reversal 43
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 C. FACTORS IN GALVANIC CORROSION

Many factors play a role in galvanic corrosion in addition to

the potential difference between the two coupled metals.

Depending on the circumstances, some or all of the factors

illustrated in Figure 10.1 may be involved. Generally, for a

given couple, the factors in categories (a)–(c) vary less from

one situation to another than the factors in categories (d)–(g).

Effects of geometric factors on galvanic actions can, in many

cases, bemathematically analyzed.On the other hand, effects

of electrode surface conditions on reaction kinetics in real

situations can be very difficult to determine. Compared to

normal corrosion, galvanic corrosion is generally more com-

plex because, in addition to material and environmental

factors, it involves geometrical factors.

D. MATERIAL FACTORS

D1. Effects of Coupled Materials

As listed in Figure 10.1, all the factors affecting the electrode

properties, such as those under categories (a)–(g), have an

influence on galvanic action between any two metals. The

reversible electrode potentials of the two coupled metals

determine the intrinsic polarity of a galvanic couple, whereas

the reactions, metallurgical factors, and surface conditions

determine the actual polarity under a given situation because

the actual potential (the corrosion potential) of a metal in an

electrolyte is usually very different from its thermodynamic

equilibrium value due to kinetic processes. For example,

titanium has a very negative reversible electrode potential

Steel Zn alloys Weight loss Solution composition 44

Steel Cd, Zn, Al Cracking SCC protection 45

Al, Ti alloys, Pt, Cu Cu, Zn, Fe Ig Current measurement 46

S. steel Graphite-epoxy Eg, Ig, Ecorr Area effect 47

Al alloys, S. steels Graphite-epoxy Ig Composite materials 48, 49

Al alloys Cu, Cd, Zn, Ti, steels Ig Area effect 50

Al alloys Ag, Cu, Ni, Sn, Zn Eg, Ig Galvanic series 51

Al Graphite, TiB, SiC Ecorr, Eg, Ig Composite materials 52, 53

Cu Zn E, I distributions Solution resistance 54

Cu Zn E distribution Modeling 55

Cu, Brass Zn E distribution, Ig Corrosion rate 56

Al, Ti, Fe, Ni, Cu, S. steel Oxides Ig, E–I curves Corrosion products 57

Cu Zn E distribution Geometry analysis 25

Sn, Cd, Zn, Steel S. Steel, Ni, Cu,

Ti, Sn, steel, Zn

Eg, Ig, weight loss Corrosion rate 58

G. steel, S. steel Polyethylene Ig Telephone cable 59

Al, Au, Ag, Pt, Si, Mg, Cu Ecorr Galvanic series 60

Other Environments

S. steelb Ti, Nb, Ta Eg, Ig Biocompatibility 61

Cuc Zn E distribution Kelvin probe 62

Steeld Zn Ec, Ig Cathodic protection 63

Steele Zn Morphology Paint adhesion 64

Steelf Zn Morphology Humidity, time 65

S, steelg S. steel Ecorr, Ig, E–I curves Abrasion–corrosion 66

Miscellaneous Miscellaneous Ecorr, E–I curves Review 21

Steel, S. steelsh Steel, S. steels Weight loss Database 67

Steeld Zinc Weight loss Galvanic protection 68

Zinc Miscellaneous Miscellaneous Review 69

aIg galvanic current; Eg, potential of couple; Ec, potential of cathode; Ecorr, corrosion potential;Ea potential of anode; S. steel, stainless steel; G. steel, galvanized

steel; icorr corrosion current.
bRinger’s solution.
cHumid gas.
dConcrete.
ePainted.
fCyclic test.
gWet minerals.
hOil and gas.

TABLE 10.1. (Continued )

Alloy 1 Alloy 2 Measurementsa Focus References

MATERIAL FACTORS 125



 

andhas an active position in the emf series.However, titanium

occupies a noble position in the galvanic series in many

practical environments due to passivation of the surface.

The extent of galvanic activity is not always related to

the difference in the corrosion potentials of two metals.

Table 10.2 shows that, for steel, the galvanic corrosion is

much higher when coupled to nickel and copper than when

coupled to 304 stainless steel and Ti–6Al–4V, for which the

potential differences were larger. The galvanic corrosion of

zinc is the highest when coupled to steel, although the

potential difference between zinc and steel is much less than

between zinc and most other alloys.

Similar results have been reported on galvanic corrosion in

atmospheres [2]where, in addition to the potential differences

between the two metals, other factors, such as reaction

kinetics and formation of corrosion products, are important

in determining the galvanic corrosion rate.When the cathodic

reaction is oxygen reduction and diffusion limited, different

galvanic corrosion rates of an anode, coupled to different

cathode materials, can be explained by the different diffusion

rates of oxygen through the oxide films.When diffusion is not

the limiting process, differences in galvanic corrosion rates

can result from differences in cathodic efficiency of oxygen

reduction in the oxide scale on the cathode surface [58],

which may not depend on the corrosion potential. The

difference in corrosion potentials of uncoupled metals is,

thus, not a reliable indicator of the rate of galvanic corrosion.

The extent of galvanic corrosion can be rankedwith actual

corrosion loss data (i.e., the increase in corrosion rate relative

to uncoupled conditions) [51, 58]. There is a difference

between the corrosion loss determined by weight loss, which

includes the loss due to local corrosion, and due to galvanic

current, which measures the true loss due to galvanic action.

As noted in Table 10.2, the weight loss of zinc, when

galvanically coupled to other metal alloys, can be much

larger than the sum of the galvanic corrosion calculated from

FIGURE 10.1. Factors involved in galvanic corrosion of bimetallic couple.

TABLE 10.2. Galvanic Corrosion Rate of Steel and

Zinc Coupled to Various Metal Alloys Tested in

3.5% NaCl Solution a, b

Coupled Alloy rg
c (mm/year) rwl

d (mm/year) DV e (mV)

4130 Steel, r0¼ 90

SS 304 119 625 � 439

Ti–6A1–4V 79 589 � 338

Cu 343 1260 � 316

Ni 341 1050 � 299

Sn 122 581 � 69

Cd 38 þ 221

Zn 14 þ 483

Zn, r0¼ 101

SS 304 244 705 � 905

Ni 990 1390 � 817

Cu 1065 1450 � 811

Ti–6A1–4V 315 815 � 729

Sn 320 810 � 435

4130 steel 1060 1550 � 483

Cd 600 660 � 258

aTested for 24 h, equal size surface area of 20 cm2.
bSee [58].
cMeasured as galvanic current.
dMeasured as weight loss.
ePotential difference between the coupled metals before testing.
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the Faradaic current plus the normal corrosion measured in

an uncoupled condition. This indicates that the local corro-

sion of zinc is increased by galvanic coupling to another

alloy. Some of the factors that determine the relationship of

galvanic current and weight loss have been discussed in the

literature [51].

In general, addition of small amounts of alloying elements

does not change the reversible potential of a metal to a large

extent, but may change significantly the kinetics of the

electrochemical processes and, thus, behavior in galvanic

action. For example, significant differences have been found

in the corrosion behavior of different aluminum alloys in

galvanic couples [51].

For alloys with a microstructure of more than two phases,

there can be significant galvanic action among the different

phases. Microscale galvanic action has been studied for the

active dissolution of duplex stainless steel in acidic solu-

tions [34] and for the interaction between martensite and

ferrite in grinding media [66]. Potential and current distribu-

tions on the surface of a metal, consisting of two randomly

distributed phases, have been mathematically modeled by

Morris and Smyrl [70].

Increased corrosion of the cathodic member in a galvanic

couple may also occur (e.g., the zinc–aluminum couple).

Although aluminum is cathodic to zinc in 3.5% solution, the

rate of aluminum corrosion is greater when coupled to zinc

than in the uncoupled condition [51]. The higher corrosion

rate of the coupled aluminum is attributed to die increased

alkalinity near the surface due to the cathodic reaction, since

aluminum is not stable in a solution of high alkalinity. Similar

effects have been reported for tin–zinc and cadmium–zinc

couples, where the corrosion of tin and cadmium, being the

cathodic members, in 3.5% NaCl solution increased com-

pared to the uncoupled condition [58].

Historically, galvanic corrosion has been reported to occur

mostly in bimetallic couples. With the ever-increasing use of

nonmetallic materials, galvanic corrosion is now being iden-

tified in many situations where a metal is in contact with a

nonmetallic material (e.g., galvanic corrosion of metals

occurs in metal-reinforced polymer matrix composites and

graphite metal matrix composites [49, 53], in processing of

semiconducting minerals [35], in contact with conducting

polymers [59], with semiconducting metal oxides [57], and

with conducting inorganic compounds [8]). It has been found

that minerals, in general, exhibit potentials more noble than

most metals and, therefore, may cause galvanic corrosion of

metals used in processing equipment [35].

D2. Effect of Area

The effect of anode and cathode areas on galvanic corrosion

depends on the type of control in the system, as illustrated

later in Figure 10.10. If the galvanic system is under cathodic

control, variation in the anode area has little effect on the total

rate of corrosion, but variation of the cathode area has a

significant effect. The opposite is true if the system is under

anodic control.

Galvanic currents in many situations are proportional to

the surface area of the cathode (e.g., Figure 10.2 shows that

the galvanic corrosion of zinc increases with increasing iron

cathode area). On the other hand, the galvanic corrosion of

zinc changes only very slightly with increasing zinc anode

area. These results indicate that the galvanic corrosion of zinc

in the system is mainly cathodically controlled. Similar

results were found for aluminum alloys, coupled to copper,

stainless steels, or Ti–6A1–4V, where the total galvanic

current is independent of the surface area of the anode but

is proportional to the cathode area [50].

D3. Effect of Surface Condition

The surface of metals in contact with an electrolyte is gene-

rally not “bare” but is covered with a surface layer, at least an

adsorption layer, but often a solid surface film. This is themost

important factor that causes the difference between the in-

trinsic polarity and apparent polarity and between the differ-

ence in potentials and the extent of galvanic corrosion. For-

mation of a surface film, whether a salt film or an oxide film,

may significantly change the electrochemical properties of the

metal surfaces, resulting in very different galvanic action.

A corrosion product film may serve as a physical barrier

between the metal surface and the environment. It may also

be directly involved in the electrochemical reactions if it

conducts electrical current, either as a conductor or a semi-

conductor. Most metal oxides, common corrosion products,

are conductive materials, mainly as semiconductors [71].

Depending on the electronic structure, oxide films exhibit

potentials that are generally very different from the base

metals. In many situations, these oxides, rather than the

FIGURE10.2. Effect of area ofmild steel cathode onweight loss of

Zn anode (area of 100 cm2) and on number of coulombs flowing

between Zn–steel couple over a 96-h period in 1N NaCl solution at

25�C [38].

MATERIAL FACTORS 127



 

metals themselves, determine the electrode potential and

the position in a galvanic series. Figure 10.3 shows a galvanic

series and the cathodic efficiency for O2 reduction on a

number of metal oxides [57]. The highest current densities

for O2 reduction are observed for n-type semiconductor

oxides (Fe2O3) and metal-like oxides (Cr2O3). Insulators

(Al2O3) and p-type oxides (NiO) are inefficient cathodes.

The oxides, having a high cathodic efficiency and exhibiting

a more noble potential value in a galvanic couple, result in a

larger galvanic corrosion rate of the coupled metal.

According to Stratman andM€uller [72], oxygen reduction
of an iron electrode is greatly increased due to the formation

of rust because oxygen can be reduced in the iron oxide

scale, which is generally porous and has a large effective

surface area. The corroded steel surface is, thus, a highly

effective cathode when coupled to metals that have more

negative potentials, such as zinc, aluminum, and magne-

sium [40, 73].

Surface passivation is important in the galvanic action of a

bimetallic couple (e.g., aluminum is normally passivated in

neutral aqueous solutions), but the extent of passivity is

relatively low in solutions containing species such as chloride

ions and may break down under certain conditions. When

aluminum is coupled to steel, it acts as an anode in chloride

solutions, whereas it acts as a cathode in tap water and

distilled water [37].

When a surface film does not fully cover the entire

surface, part of the metal surface is passivated and acts as

the cathode, forming a local galvanic cell, increasing the

corrosion rate of the nonpassivated part of the surface, and

possibly causing pitting corrosion [57]. For example, gal-

vanic current develops between a passivated zinc sample

and a partially passivated zinc sample in a cell of two

compartments, containing 0.1M K2CrO4 in one and

0.1M K2CrO4 and NaCl in the other, respectively [74],

Pitting occurred on the sample placed in the compartment

containing NaCl [74].

When considering surface condition, the effects of time

should also be included. With the passage of time, two basic

changes invariably occur in a corrosion system: (1) a change

of the physical structure and chemical composition of the

corroding metal surface and (2) a change in the composition

of the solution, particularly in the vicinity of the surface [75].

Specific changes may occur in surface roughness and area,

FIGURE 10.3. Corrosion potentials and oxygen reduction rates of metal oxides. PFE: passive film

electrode; TOE: thermal oxide electrode [57], (Copyright ASTM. Reprinted with permission.)
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adsorption of species, formation of passive films, saturation

of dissolution products, precipitation of a solid layer, and

exhaustion of reactants. Mechanistically, these changes may

lead to alterations in the equilibrium potentials, the type of

reactions involved, the rate-controlling process, and so on.As

a result, the corrosion potential may vary greatly depending

on the nature and extent of these changes.

The steady-state corrosion potential of a metal electrode

depends on whether the surface is active or passive, and the

time required for reaching a steady-state value varies with

the conditions. The rate of galvanic corrosion may change

with time as a result of changes in polarity and in potential

difference between the metals in the couple. It has been

reported that the potentials of various bimetallic couples,

including iron, stainless steel, copper, bronze, and zinc,

exposed in flowing seawater are highly variable, and the

galvanic currents are reduced by about one order of magni-

tude within the first 120 days [26].

E. ENVIRONMENTAL FACTORS

A corrosive environment is characterized by its physical and

chemical nature, which may affect the electrochemical

properties. Given that the electrochemical properties of

each metal are distinctive in a given electrolyte, galvanic

corrosion is essentially unique for each metal couple in each

environment. The combination of metal couples and envi-

ronmental conditions is, thus, limitless, as can be appreciated

from Table 10.1.

E1. Effects of Solution

As discussed in Section D, galvanic action of a bimetallic

couple depends on the surface condition of themetals, which,

in turn, is determined by environmental conditions. A

metal surface exhibits different potentials in different elec-

trolytes, as shown in Table 10.3, which lists the corrosion

potentials of a number ofmetals in four different electrolytes

of similar ionic strength. A galvanic series provides infor-

mation on the polarity of a bimetallic couple but is

environment-specific because the relative position of each

metal changes with solution.

The extent of galvanic corrosion also varies with solution

composition. The corrosion rates of zinc and steel in coupled

and uncoupled conditions in several solutions [44] can be

seen in Table 10.4. In all the solutions, galvanic action results

in protection of the steel, but the amount of zinc corrosion

TABLE 10.3. Corrosion Potentials (mVsce) of Metals after 24-h Immersion in Four Different Solutions,

Compared with the emf Seriesa

emf

Ag  +48 Ag  –60 Ag  +147 Ag  –64

S. steel  –96

Ni  –171

Cu  –231

Cr  –303

Fe  –389

Ta  –500

Zn  –555

Ti  –591

In  –600

Zr  –631

Pb  –757

Mg  –809

Sn  –1096

Al  –1351

Cu  –43

Cr  – 45

Ti  –66

Ni  –70

Ta  –154

Zr  –218

S. steel  –348

Sn  –421

Al  –505

Pb  –545

In  –651

Fe  –720

Zn  –1049

Mg  –1588

Ni  –142

Zr  –150

Cu  –189

Cr  –270

Ti  –272

Ta  –295

S. steel  –320

Pb  –565

Sn  –565

In  –646

Fe  –710

Al  –712

Zn  –1019

Mg  –1548

Ni  –135

Cu  –139

Ta  –213

Zr  –297

Cr  –347

S. steel  –473

Pb  –487

Sn  –497

Fe  –557

In  –680

Al  –731

Zn  –989

Mg  –1894

Ti  –221

Cu  +324

Ag  +799

Pb  –126

Sn  –138

Ni  –257

In  –338

Fe  –447

Cr  –744

Ta  –750

Zn  –762

Zr  –1553

Ti  –1630

Al  –1660

Mg  –2370

0.1 M HCI 0.1 M NaCl 0.1 M Na2SO4 0.1 M NaOH

aSample surface area about 1 cm2; polished with 600-grade emery paper; solution open at air at room temperature.
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varies with solution composition. The difference in the

corrosion rates in magnesium sulfate and sodium sulfate

solutions indicates the significant effect of cations on

the reaction kinetics.

The conductivity of the electrolyte is a very important

factor because it determines the distribution of galvanic

corrosion across the anode surface. When conductivity is

high, as in seawater, the galvanic corrosion of the anodic

metal is distributed uniformly across the surface. As the

conductivity decreases, galvanic corrosion becomes concen-

trated in a narrow region near the junction, as illustrated in

Figure 10.4. Usually, the total galvanic corrosion is less in a

poorly conducting electrolyte than in a highly conducting

one.

Ions of noble elements in solution may cause galvanic

corrosion of a less noble metal immersed in the solution

because precipitation of the noble element can cause small

galvanic cells to form [76].

If there is only a limited amount of electrolyte, the

composition of the electrolyte may significantly change as

a result of electrochemical reactions. Massinon et al. [77, 78]

found an increase of pH in a confined electrolyte after a

certain time of galvanic action for a zinc–steel couple. Pryor

and Keir [79] pointed out that, when the distance between the

anode and cathode is small compared to the dimension of

the electrodes, the galvanic corrosion is small due to the

limitation in the mass transport of the reactants and reaction

products.

One important solution factor is the thickness of thin-layer

electrolytes, which is encountered in atmospheric environ-

ments. The thickness of an electrolyte affects corrosion

processes in several different ways. First, it affects the lateral

resistance of the electrolyte and, thus, affects the potential

and current distribution across the surface of the coupled

metals. Second, it affects the transport rate of oxygen across

the electrolyte layer and, thus, the rate of cathodic reaction.

Third, it changes the volume and the solvation capacity of the

electrolyte and, thus, affects the formation of corrosion

products.

As shown later in Figures 10.11 and 10.12, changes in

potential and galvanic current across a metal surface are

greater for thinner electrolytes due to the larger electrical

resistance involved. Under a thin-layer electrolyte, the

galvanic corrosion is the most intense at the anode area near

the anode–cathode boundary, while there is very little

galvanic corrosion away from the boundary, as illustrated

in Figure 10.4(a). Variation of electrolyte thickness also

determines the rate-controlling process for a given cell

dimension. Figure 10.5 shows that, for a thinner electrolyte,

the galvanic current is larger when the anode and the cathode

are close, but the reverse applies when the two electrodes are

far apart [80]. Since the oxygen diffusion rate under thin-

layer electrolytes changes with electrolyte thickness, the

change of the relative galvanic current values for small and

large distances, shown in Figure 10.5, is due to the change of

the rate-limiting process from oxygen diffusion at a close

distance to ohmic conduction in the electrolyte at a large

distance [80].

The physical position of a galvanic couple in solution can

also affect the galvanic action between coupled metals.

Shams El Din et al. [74] found a large potential variation

near the solution surface between a zinc anode and a copper

cathode that were half-immersed in solution, due to the

higher oxygen concentration near the surface than in the

bulk solution.

FIGURE 10.4. Effect of solution conductivity on distribution of galvanic corrosion: (a) low

conductivity and (b) high conductivity.

TABLE 10.4. Corrosion Rate of a Zinc–Steel Couple in

Various Solutions (mm/year)a, b

Uncoupled Coupled

Solution Zinc Steel Zinc Steel

0.05M MgSO4 þ 66 86.4 þ
0.05M Na2SO4 285 254 838 þ
0.05M NaCl 254 254 762 þ
0.005M NaCl 112 178 218 þ
Carbonic acid 10.2 73.7 38.1 þ
Calcium carbonate þ 150 þ þ
Tap water þ 71.1 þ þ
aSee [44].
bSpecimen of equal surface area partially immersed for 39 days. Plus signs

indicate specimens gained weight.
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E2. Atmospheric Environments

Galvanic corrosion occurs commonly in atmospheric envir-

onments as different combinations of materials are used in

buildings and structures exposed to indoor and outdoor

atmospheres. A test program of galvanic corrosion in atmo-

spheres was started as early as 1931 by the American Society

for Testing and Materials (ASTM) [2]. Since then, a number

of extensive exposure programs have been carried out all over

the world [81–84]. The various aspects of atmospheric

galvanic corrosion have been discussed in a comprehensive

review by Kucera and Mattsson [2].

Galvanic corrosion under atmospheric environments is

most often evaluated by weight loss measurement. In other

environments, potentials and/or galvanic currents of coupled

metals can be measured, but it is very difficult to measure in

situ potentials of metals under atmospheric conditions due to

the thin layer of the electrolyte.

Data in Table 10.5, reported by Kucera and Mattsson [2],

show the galvanic corrosion rates of a number ofmetal alloys,

in the form of wire coupled to bolts of various metals.

Depending on the bolt metal and the type of atmosphere,

the galvanic corrosion rate of thewire can bemany times that

of the normal corrosion rate. For example, the galvanic

corrosion of zinc is as much as five times the normal

corrosion in a rural atmosphere and three times that in a

marine atmosphere [85]. The amount of corrosion shown in

Table 10.5 does not appear to relate to differences between

the reversible potentials of the coupled metals. Steel and

copper, as cathodic members of a couple, cause the most

galvanic corrosion of the coupled anodic material.

Galvanic corrosion in atmospheres is usually restricted to

a narrow region of the anode metal near the bimetallic

junction because of the high resistance of thin-layer electro-

lytes formed by rain and water condensation [80, 86, 87].

Even for themost incompatiblemetals, direct galvanic action

will not extend more than a few millimeters from the

junction. Because of the very narrow range of galvanic

action, geometrical factors of the coupled metals, such as

shape and size, generally do not have a strong effect on

galvanic corrosion in atmospheric environments.

Galvanic action is most significant in marine atmo-

spheres because of the high conductivity of seawater.

Compared to other types of moisture formed under atmo-

spheric conditions, rain is particularly effective in causing

galvanic corrosion. The galvanic corrosion rate is several

times that of the normal corrosion rate in an open exposure,

whereas they are similar when under a rain shelter because

the electrolyte layer formed by rain is thicker and has a

smaller lateral electric resistance than the moisture formed

by condensation [2].

E3. Natural Waters

Natural waters are commonly classified as seawater and

freshwater, such as river, lake, and underground waters. A

distinct difference between seawater and freshwater is that

seawater has a high conductivity due to its high salt content,

whereas freshwaters generally have low conductivities. In

comparison to other environments, waters as corrosion

FIGURE 10.5. Galvanic current as function of distance between

zinc and steel in 0.001M Na2SO4 solutions of different electrolyte

thickness [80]. [Reprinted fromCorrosion Science, 34, X. G. Zhang

and E. M. Valeriote, “Galvanic Protection of Steel and Galvanic

Corrosion of Zinc under Thin Layer Electrolytes,” p. 1957 (1993),

with permission from Elsevier Science.]

TABLE 10.5. Corrosion Rate (mm/year) of Wire Specimens Coupled to Bolts of Other Materials Exposed for 1 Year

in an Urban Environmenta

Bolt Nylon Steel S. Steel Cu Pb Zn Ni Al Sn Cr Mg

Wire

Steel 25.7 31 32 23 1.2 29 22 32 27 0.6

S. steel 0.2 0.2 0.02

Cu 0.3 1.0 0.6 1.0 0.7 0.4 0.1

Zn 1.2 3.3 1.8 2.0 2.4 1,9 1.1 2.6 1.4 0.04

Ni 1.3 0.1 1.0

Al 0.2 1.8 0.6 5.3 0.6 0.0 0.6 0.6 0.3 0.0

Sn 0.4 1.5 3.5 0.0 1.5 0.4 0.3 0.0

Mg 18 10 10 13 9.0 20 5.3 8.1 9.2

aSee [2].
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 environments are homogeneous (e.g., seawater is almost

constant with respect to time and geographic location). The

galvanic action in seawater, due to its high conductivity and

uniformity, is long range and spreads uniformly across the

entire surface area of ametallic structure. The galvanic effect

in freshwaters is generally much less than in seawater

because of the lower conductivity [14].

Table 10.6 presents the galvanic series of some commer-

cialmetals and alloys obtained in seawater [88]. As discussed

previously, such a galvanic series differs from the emf series

and is specific to seawater. A galvanic series of a number of

common alloy couples in flowing seawater has also been

reported [26, 89, 90].

Galvanic corrosion in seawater has been extensively

investigated, as indicated in Table 10.1. Table 10.7 shows

the data on the galvanic action of various bimetallic couples

after long-term exposure in seawater and freshwater [14].

Galvanic action is much stronger in seawater than in fresh-

water. In seawater, the corrosion rate of an anodic metal, such

as zinc or steel, is larger by a factor of 5–12 than in the

uncoupled condition, whereas the increase is a factor of only

2–5 in freshwater. The data also indicate the great effect of the

relative sizes of the anode and cathode; a factor of 6–7 times

more corrosion was observed on the anode by changing the

anode from the strip to the plate for the same bimetallic couple

(e.g., 316 stainless steel/carbon steel, phosphor bronze/carbon

steel, and 316 stainless steel/phosphor bronze). Table 10.7

also indicates that the corrosion of the cathodic member was

generally decreased, in varying degrees, as a result of the

galvanic corrosion of the anodic member.

F. POLARITY REVERSAL

The normal polarity of some galvanic couples under certain

conditions may reverse with the passage of time. This

phenomenon was first reported by Schikorr in 1939 on a

zinc–steel couple in hot supply water with iron becoming

anodic to zinc, which has been a serious problem for galva-

nized steel hot water tanks [91]. It has subsequently been

extensively investigated [10, 12, 43].

Polarity reversal is invariably caused by the change of

surface condition of at least one of the coupled metals,

such as formation of a passive film. The degree of pas-

sivity, the nature of the redox couples in the solution, and

the stability of the system determine the polarity and its

variation with time. For a zinc–steel couple, the change in

the zinc electrode potential is chiefly responsible for the

reversal of polarity since the potential of the steel remains

relatively unchanged with time in hot water [12]. It has

generally been found that polarity reversal does not occur

in distilled water up to 65�C and without the presence of

oxygen [12, 43, 92].

Depending on the conditions, it may occur rather quickly,

taking several minutes, or rather slowly, takingmany days. In

addition to temperature, other factors, such as dissolved ions,

pH, and time of immersion, affect the polarity of a zinc–steel

couple. The necessary conditions for polarity reversal of a

zinc–steel couple are passivation of the zinc surface and

sufficient reducing species, such as dissolved oxygen, in the

water to provide cathodic depolarization.

Polarity reversal of an aluminum–steel couple has also

been found to occur in natural environments where alumi-

numalloys are used as anodes for cathodic protection of steel.

The general mechanism is similar to that occurring with a

zinc–steel couple. However, unlike zinc, aluminum is nor-

mally passivated by a thin oxide film in most natural

environments. The potential of aluminum depends on the

degree of passivity, which is sensitive to the ionic species

TABLE 10.6. Galvanic Series of Some Commercial Metals

and Alloys in Seawatera

Platinum

" Gold

Noble or

cathodic

Graphite

Titanium

Silver

Chlorimet 3 (62Ni–18Cr–18Mo)

Hastelloy C (62Ni–17Ct–15Mo)

18-8 Mo stainless steel (passive)

18-8 stainless steel (passive)

Chromium stainless steel 11–30% Cr (passive)

Inconel (passive) (80Ni–13Cr–7 Fe)

Nickel (passive)

Silver solder

Monel (70Ni–30Cu)

Cupronickels (60–90Cu–40–10Ni)

Bronzes (Cu–Sn)

Copper

Brasses (Cu–Zn)

Chlorimet 2 (66Ni–32Mo–1 Fe)

Hastelloy B (60Ni–30Mo–6 Fe–1Mn)

Inconel (active)

Nickel (active)

Tin

Lead

Lead–tin solders

18-8Mo stainless steel (active)

18-8 stainless steel (active)

Ni-Resist (high Ni cast iron)

Chromium stainless steel, 13%Cr (active)

Cast iron

Steel or iron

2024 aluminum (4.5Cu, 1.5Mg, 0.6Mn)

Active or

anodic

Cadmium

Commercially pure aluminum (1100)

# Zinc

Magnesium and magnesium alloys

aSee [88]. Reprinted from M. G. Fontana and N. D. Greene, Corrosion

Engineering, 2nd ed., 1978, McGraw–Hill, with permission of The

McGraw–Hill Companies.
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in the environment. For example, carbonate and bicarbonate

ions promote passivity and, thus, produce more noble po-

tential values, whereas ions like chloride give the opposite

effect [15]. In practice, sacrificial aluminum anodes are

alloyed with various elements to prevent reversal of polarity.

The consequence of polarity reversal can be serious. In the

zinc–steel and the aluminum–steel couples, zinc and alumi-

num serve as sacrificial anodes for protecting the steel.

Polarity reversal results in the loss of cathodic protection of

steel, causes galvanic corrosion of the steel, and shortens the

life of the steel structure.

G. PREVENTIVE MEASURES

The essential condition for galvanic corrosion to occur is two

dissimilarmetals that are both electrically and electrolytically

connected. Theoretically, prevention of galvanic corrosion

can be achieved by avoiding the use of dissimilar metals in an

assembly, by electrically separating the dissimilarmetalswith

an insulating material or by physically insulating the envi-

ronment from the metal surface with a coating impermeable

to water. In reality, however, complete prevention is often not

practical, as dissimilar metals need often to be used in direct

contact and exposed to a corrosive environment and there is

no absolutely impermeable coating. Thus, measures to min-

imize the possibility and extent of galvanic corrosion must

be implemented All the factors listed in Figure 10.1 can be

considered and controlled in order to reduce galvanic corro-

sion. Some practical approaches are as follows:

(a) Avoid combinations of dissimilar metals that are far

apart in the galvanic series applicable to the

environment.

(b) Avoid situations with small anodes and large

cathodes.

(c) Isolate the coupled metals from the environment.

(d) Reduce the aggressiveness of the environment by

adding inhibitors.

(e) Use cathodic protection of the bimetallic couple with

a rectifier or a sacrificial anode.

(f) Increase the length of solution path between the two

metals. This method is beneficial only in electrolytes

TABLE 10.7. Galvanic Corrosion of Various Metal Alloys in Seawater and Freshwaters After 16 Years Exposure a,b

Strip/Platec Seawater Freshwater

316 S. steel/carbon steel 0.1/49.5(2.0, 48.1) 0.0/32.4 (0.0, 26.0)

316 S. steel/naval brass 0.0/16.2 (2.0, 12,4) 0.0/2.5 (0.0,1.9)

316 S. steel/phosphor bronze 0.0/9.4 (2.0, 5.5) 0.0/0.7 (0.0, 0.7)

Phosphor bronze/carbon steel 0.4/55.1 (5.5, 48.1) 0.1/28.9 (0.7, 26.0)

Phosphor bronze/aluminum 0.7/6.5 (5.5, 1.0) 0.1/12.4 (0.7, 5.0)

Phosphor bronze/2% Ni steel 0.5/60.8 (5.5, 52) 0.2/24.6 (0.7, 21.1)

Phosphor bronze/cast steel 0.2/51.6 (5.5, 43.3) 0.1/30.1 (0.7, 26.3)

Phosphor bronze/302 S. steel 21.9/6.3 (5.5, 9.3) 3.8/0.0 (0.7, 0.0)

Phosphor bronze/316 S. steel 41.3/0.2 (5.5, 2.0) 1.8/0.0 (0.7, 0.0)

Phosphor bronze/70Cu–30Ni 4.6/3.8 (5.5, 2.3) 0.5/1.3 (0.7, 1.3)

Phosphor bronze/monel 71.8/7.0 (5.5, 8.7) 14.1/0.8 (0.7, 0.6)

Carbon steel/aluminum 1.6/7.8 (48.1, 0.9) 17/9.4 (26.0, 1.5)

Carbon steel/2%Ni steel 63.1/48.2 (48.1, 52) 33.9/19.1 (26.0, 22.9)

Carbon steel/70Cu–30Ni 310d/1.6 (48.1, 2.3) 68.2/0.3 (26.0, 1.3)

Carbon steel/nickel 320d/4.8 (48.1, 19) 71.3/0.2 (26.0, 0.0)

Carbon steel/copper 350d/2.9 (48.1, 6) 77.7/0.2 (26.0, 1.0)

Carbon steel/phosphor bronze 318d/1.9 (48.1, 5.5) 65.5/0.3 (26.0, 0.7)

Carbon steel/302 S. steel 298d/0.8 (48.1, 9.5) 52.7/0.0 (26.0, 0.0)

Carbon steel/316 S. steel 260d/0.0 (48.1, 2.0) 44.4/0.0 (26.0, 0.0)

Carbon steel/20%Zn brass 281d/2.4 (48.1, 3.7) 63.4/0.3 (26.0, 1.7)

Zinc/carbon steel 5/15.5 (14.9, 48.1) 43.1/19.9 (7.9. 26.0)

Zinc/2%Ni steel l87d/14.9 (14.9, 52) 36.6/17.4 (7.9, 22.8)

Zinc/cast steel 198/11.4 (14.9, 43.3) 45.6/21.9 (7.9, 26.3)

Zinc/18%Ni cast iron 167d/0.1 (14.9, 22.8) 23.7/7.7 (7.9, 8.0)

aSee [97].
bAverage penetration m mils (1mil¼ 25.4mm), the values in parentheses are the corrosion loss of the allays in uncoupled conditions.
cStrip area¼ 141 cm2, plate area¼ 972 cm2, carbon steel (0.24%C), 316 S. steel (18Cr–1.3Mo), 302 S. steel (18Cr–8Ni), phosphor bronze

(4 Sn–0.25 P), low brass (20%Zn), aluminum (99%), zinc (99.5%), lead (99.5%), aluminum bronze (5%Al), Monel (70Ni–30Cu).
dEstimated according to the data at 8 years.
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of low conductivity, such as freshwaters, because

strong galvanic action exists several meters away in

highly conductive media, such as seawater.

The use of these approaches must meet the specific require-

ments of each application [93, 94]. Sometimes one is

sufficient, but a combination of two ormoremay be required

in other situations. It must be emphasized that the most

effective and efficient way to prevent or minimize galvanic

corrosion is to consider the problem and takemeasures early

in the design stage.

H. BENEFICIAL EFFECTS OF GALVANIC

CORROSION

As a result of galvanic corrosion of the anodic metal, the

corrosion of the cathodic, coupled metal or alloy is generally

reduced (i.e., cathodically protected). This effect has been

well utilized in the application of sacrificial anodes, coatings,

and paints for corrosion protection of many metal compo-

nents and structures in various environments.

Sacrificial anodes, mainly made of zinc, aluminum, and

magnesium and their alloys, are widely used in corrosion

prevention underwater and underground for structures such

as pipelines, tanks, bridges, and ships. Each alloy possesses a

unique set of electrochemical and engineering properties and

has its own characteristic advantages as an anode for galvanic

protection of a more noble alloy, mostly steel, in a given

situation [95, 96]. Anodes can be designed for composition,

shape, and size according to specific applications [95].

Galvanized (i.e., zinc coated) steel is a typical example of

a metallic coating that provides a barrier layer to protect the

steel and also sacrificially protects the locations where dis-

continuities occur in the coating [39, 97]. The combination of

barrier and galvanic protection by the zinc coating results in

very effective corrosion protection of steels. Table 10.8

shows that galvanic corrosion resulted in a reduction of the

corrosion of steel by 3 times in rural, 40 times in industrial,

and 300 times in seacoast industrial atmospheres. On the

other hand, the galvanic corrosion of zinc, an increase of

corrosion by a factor of 1.6–3 compared to uncoupled con-

ditions, is very little compared to the reduction of steel

corrosion. Galvanic protection of the steel is more effective

in industrial and marine atmospheres than in rural ones,

suggesting that the pollutants in the atmospheres are bene-

ficial to the galvanic protection of steel, although they are

very harmful to the normal corrosion of the uncoupled steel.

The protection distance of steel by a zinc coating in

atmospheric environments is limited to a region only a few

millimeters from the zinc coating because of the high resis-

tance of thin-layer electrolytes formed in the atmo-

sphere [87]. The protection distance, as a function of elec-

trolyte thickness and surface area of steel, is shown in

Figure 10.6. Figure 10.7 shows the protection distance as

a function of separation distance and width of steel deter-

mined in an atmospheric environment [86]. The data indicate

that the largest protection distance is �1mm, implying that

the width of a scratch on a zinc-coated steel, which is fully

protected is �2mm in the atmosphere. However, the actual

protected area, which also includes the areas under partial

protection, is considerably larger [86].

I. FUNDAMENTAL CONSIDERATIONS

I1. Electrode Potential and Kirchhoff’s Law

The direction of galvanic current flow between two con-

nected bare metals is determined by the actual electrode

potentials (i.e., corrosion potentials of the metals in a cor-

rosion environment). Themetalwhich has a higher (i.e.,more

positive, more noble, or more cathodic) electrode potential is

the cathode in the galvanic couple, and the other is the anode.

The polarity of galvanic couples in real situations may be

different from that predicted by the thermodynamic

reversible potential in the emf series, because the corrosion

potentials are determined by the reaction kinetics at the

metal– electrolyte interface. Thus, the actual position of

eachmetal or alloy in a specific environment forms a galvanic

TABLE 10.8. Corrosion of Galvanic Couples in Different Atmospheres after 7 Years Exposurea

Industrial Rural Industrial, Marine

Couple Wb Rc W R W R

Zn/Zn 187 27 195

Zn/Fe 332 1.8 81 3.0 349 1.8

Fe/Fe 1825 470 1534

Fe/Zn 43 1/40 147 1/3 5 1/300

aWeight loss of the first metal in a couple (e.g., Zn in Zn/Fe). Samples consisted of two 1.5-in. diameter disks 1/16 in. in thickness, clamped together with 1-in.

diameter Bakelite washers, giving an exposed area of 1/16 in. all round the edge of the disk, and an annular area 1/4 in. deep¼ 1.275 in.2.
bSee [94]. Weight loss in milligrams.
cCorrosion ratio of galvanic couple to nongalvanic couple.
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series that generally differs from the emf series. Also, as has

been discussed earlier, the relative positions of two coupled

metals in a galvanic series indicate only the polarity or the

flow direction of the galvanic current, but not the magnitude

of the current or the rate of corrosion, which is also deter-

mined by many other factors. The fundamental relationship

in galvanic corrosion is described byKirchhoff’s second law:

Ec �Ea ¼ IRe þ IRm ð10:1Þ
where Re is the resistance of the electrolytic portion of the

galvanic circuit, Rm the resistance of the metallic portion, Ec

the effective (polarized) potential of the cathodic member of

the couple, and Ea the effective (polarized) potential of the

anodic member. Generally, Rm is very small and can be

neglected. Both Ea and Ec are functions of the galvanic

current I; hence, the potential difference between the two

metals, when there is a current flow through the electrolyte,

does not equal the open-circuit cell potential.

I2. Analysis

Although themathematical description of galvanic corrosion

can be very complex because of the many factors involved,

particularly geometric factors, it can be simplified for certain

situations. Following is an analysis of coplanar, coupled

metals, as illustrated in Figure 10.8(a). Such a geometry

applies to a wide range of situations. The distance between

anode and cathode (d ) may equal zero (e.g., metal joints or a

coated metal with the coating partially removed), as shown

in Figure 10.8(b). On the other hand, when one metal is used

as a sacrificial anode to cathodically protect another metal,

the distance between the anode and cathode may be very

large, as shown in Figure 10.8(c), that is, d� (xae � d ) and

d� xce (where xae � d and xce are the lengths of anode and

cathode, respectively).

The basic current and potential relationships for the

geometrical arrangement shown in Figure 10.8(a) can be

expressed as follows:

Ia ¼ Ic ð10:2Þ

and

Ec;corr �Ea;corr ¼ haðxaÞ�hcðxcÞþDVRðxa; xcÞ xa � 0

xc � 0

ð10:3Þ

where Ea,corr and Ec,corr are the uncoupled corrosion poten-

tials of the anode and cathode, respectively; ha and hc, the

overpotentials of the anode and cathode, respectively, in

the couple; and DVR, the ohmic potential drop across the

electrolyte between xa on the anodic surface and xc on the

FIGURE10.7. Protection distance of zinc–steel couple as function

of steel width and separation distance under natural atmospheric

exposure.

FIGURE 10.6. Protection distance X as function of electrolyte thickness (t), steel width (W), and distance

between zinc and steel (D): (a) D¼ 0; (b) D¼ 5mm [87]. (Copyright ASTM. Reprinted with permission.)
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cathodic surface; Ia, the total anodic current; and Ic, the total

cathodic current. Then,

Ia ¼
ðxae
d

iaðxaÞl dxa ð10:4Þ

Ic ¼
ðxce
0

icðxcÞl dxc ð10:5Þ

where l is the width of the electrodes, and ia(x
a) and ic(x

c)

are the anodic and cathodic current densities, respectively.

When both the anodic and cathodic reactions are activation

controlled, they can be expressed by the Butler–Volmer

equation:

Ia ¼ i0a uafexp½baahaðxaÞ� � exp½ �bachaðxaÞ�g ð10:6Þ

Ic ¼ i0c ucfexp½bachcðxcÞ� � exp½ �bcchcðxcÞ�g ð10:7Þ

where i0a and i0c are the exchange currents for the anodic

and cathodic reactions, respectively; baa, bac, bca, and bcc,

the kinetic constants; and ua and uc, the area factors, varying
between 0 and 1. Here u¼ 1 when the whole surface is fully

active and u is close to zero if the surface is fully passivated.
When the cathodic reaction is limited by oxygen diffusion

in the electrolyte, Eq. (10.7) is replaced by

ic ¼ 4FDOCO2=d ð10:8Þ

where F is the Faraday constant; DO, the diffusion coef-

ficient of oxygen in the electrolyte; CO2, the oxygen con-

centration in the bulk electrolyte; and d, the thickness of the
diffusion layer.

The total ohmic potential drop in the electrolyte between

any two points on the surface of the anode and the cathode for

the situation in Figure 10.8(a) consists of three parts:

DVRðxa; xcÞ ¼ DVaðxaÞþDVcðxcÞþDVd ð10:9Þ

where DVa, DVc, and DVd represent the ohmic potential drop

in the electrolyte in the x direction across the anode, across

the cathode, and across the distance between the anode and

cathode, respectively. These potential drops can be further

expressed by

DVaðxaÞ ¼
ðxa
d

jaðxaÞ dRðxaÞ ð10:10Þ

DVcðxcÞ ¼
ðxc
0

jcðxcÞ dRðxcÞ ð10:11Þ

DVd ¼ IaRd ¼ IcRd ð10:12Þ

where Rd¼ rd/tl, with r the resistivity of the electrolyte;

t the electrolyte thickness; d the distance between the anode

and cathode; l the width of the electrodes; and ja and jc the

sums of the current from xa to xae on the anode and from xc to

FIGURE 10.8. (a) General geometry of bimetallic couple; (b) bimetallic joint and a metal partially

coated with metallic coating; and (c) anode coupled to distant cathode.
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xce on the cathode, respectively, given by the following

Eqs. (10.13) and (10.14):

jaðxaÞ ¼
ðxae
xa

iaðxaÞl dxa ð10:13Þ

jcðxcÞ ¼
ðxce
xc

icðxcÞl dxc ð10:14Þ

The factors listed under categories (a)–(f) in Figure 10.1

contribute to galvanic action through the electrochemical

reaction kinetics given by Eqs. (10.6) and (10.7). For exam-

ple, changing the pH of the solution may cause a change of

the kinetic parameters, i0a, i0c,ba, orbc On the other hand, the

geometric factors under category (g) affect galvanic corro-

sion through the parameters in all the equations from (10.4)

to (10.14).

Equations (10.4)–(10.14) describe a general situation. It

can be simplified for specific applications and geometry. For

example, for Figure 10.8(b), representing the galvanic

action of a metal joint or a partially coated metal, the term

DVd in Eq. (10.9) becomes zero. For the geometry in

Figure 10.8(c), representing galvanic action of two metals

separated by a large distance [i.e., d� (xae � d) and

d �xce], Ia and Ic in Eqs. (10.4) and (10.5) become iaAa,

and icAc with Aa¼ l(xae � d) and Ac¼ lxce, the areas for the

anode and the cathode, respectively. In addition, DVa and

DVc in Eq. (10.9) can be taken as zero because they are very

small compared to DVd. In such a case, the geometry in the

galvanic cell (i.e., shape and orientation of electrodes, and

size of the electrode) becomes insignificant in the galvanic

action of the couple, and the galvanic corrosion of the

anode, as well as the galvanic protection of the cathode

surface, become uniform. Thus, the galvanic action can be

fully described by the polarization characteristics of the

anode and the electrolyte resistance without consideration

of geometric factors.

I3. Polarization and Resistance

In a galvanic couple, it is important to know the relative

contributions from the polarization of the coupledmetals and

the electrolyte resistance, as described by

Ec;corr �Ea;corr ¼ DVc þDVa þ IR ð10:15Þ
which is essentially Eq. (10.3) simplified when geometric

factors are not considered.

Equation (10.15) can be graphically illustrated by the

anodic and cathodic polarization curves shown in

Figure (10.9). When the solution resistance, R, is infinite, no

current flows, and Ec � Ea equals the difference in corrosion

potentials of the separated (not coupled) metals

(i.e., Ec,corr � Ea,corr). As R decreases, I increases and

Ec � Ea becomes smaller because of polarization. When R

is zero, Ec � Ea, becomes zero and the galvanic current

reaches the maximum, known as the “limiting galvanic

current,” which is at the intersection of the polarization curves

of the anode and cathode. The exact shapes of the anodic and

cathodic polarization curves depend on the electrochemical

reaction kinetics of each metal in the electrolyte and, thus, are

functions of pH, temperature, solution concentration, diffu-

sion, formation of passive films, and so on. Often, the anodic

dissolution of a nonpassivated metal is activation controlled

with a relatively small Tafel slope, while the cathodic reac-

tions on the other metal surface, on the other hand, can either

be activation or diffusion controlled depending on the con-

ditions, particularly solution pH and aeration conditions.

The controlling mechanisms in a galvanic corrosion sys-

tem depend on the relative extent of the anodic and cathodic

polarization, on the potential drop in the solution, and on

the total potential difference between the coupled metals. If

the anode does not polarize and the cathode does, then, in

solutions of low resistivity, the current flow is controlled

entirely by the cathode. Such a situation is considered to be

under cathodic control [Fig. 10.10(a)]. If the anode polarizes

and the cathode does not, the status is reversed and the system

is said to be under anodic control [Fig. 10.10(b)]. If neither

electrode polarizes and the current flow is controlled by the

resistivity of the path, mostly in the electrolyte, then the

system is said to be under resistance control [Fig. 10.10(c)].

In most situations, a galvanic system is under mixed control,

by anodic and cathodic polarization and electrolyte resis-

tance [Fig. 10.10(d)].

The relative magnitude of polarization resistance and

solution resistance determines the effective dimension of a

galvanic cell, which can be estimated using the polarization

parameter, Li:

Li ¼ 1=r dhi=dIij j ð10:16Þ

FIGURE 10.9. Graphic estimation of galvanic current.
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where r is the specific resistivity of the electrolyte; Ii is the

current density, and hi is the overpotential of the anode or the

cathode. The polarization parameter, definedbyWagner [98],

has the dimension of length and provides an electrochemical

yardstick for classifying electrochemical systems. It has been

widely used to describe the behavior of galvanic corrosion

cells [99–102]. Whether the anode and cathode behave

“microscopically” or “macroscopically” is determined by

the ratio of the dimension of either electrode Ci, divided by

the polarization parameter Li [100]. Mathematical modeling

has indicated that, when the ratio,Ci/Li, is small, the variation

of current density across an electrode is small (i.e., the

electrode behavesmicroscopically), On the other hand, when

the characterizing ratio is large (i.e., when the electrode

dimension is much larger than Li), the electrode process can

be regarded as macroscopic, and the variation of current

density across the electrode surface is large.

I4. Potential and Current Distributions

The galvanic action between two metals is governed essen-

tially by the potential distribution across the surface of each

electrode. The galvanic current distribution can be deter-

mined from the potential distribution when the potential–

current relationships for the electrodes are known. Potential

distribution can be calculated theoretically or determined

experimentally.

Theoretically, a complete description of the potential

distribution on the surfaces of a galvanic couple can be

obtained by solving Laplace’s equation:

r2Eðx; y; zÞ ¼ 0 ð10:17Þ

This equation is derived fromOhm’s law,which states that, at

anypoint in the electrolyte, the current density is proportional

to the potential gradient

I ¼ srE ð10:18Þ

and from the electroneutrality law, which states that, at any

point in the electrolyte, the net current under the steady state

must be zero

rI ¼ 0 ð10:19Þ

Many numerical models, with varying mathematical meth-

ods and in geometrical and polarization boundary conditions,

have been developed for different galvanic systems, as listed

in Table 10.9.

These numerical models provide many useful insights

to galvanic corrosion. As an example, McCafferty [111]

modeled the potential distribution of a concentric circular

galvanic corrosion cell, assuminga linear polarization for both

the anodic and the cathodic reactions. Figures 10.11 and 10.12

show the results of the potential distribution and current

distribution, respectively, as a function of electrolyte thick-

ness. In the bulk electrolyte, the potential variation across the

electrodes is small, but both the anode and the cathode are

strongly polarized; thus, the actual electrode potentials are far

away from E0
a and E0

c . Under a thin-layer electrolyte, the

potential variation is large from the anode to the cathode, but

both the anode and cathode are only slightly polarized, except

for the areas near the boundary between the anode and the

cathode. The galvanic current increases with increasing elec-

trolyte thickness. Also, the current is distributed on the

electrode surface more uniformly in bulk solutions than in

thin-layer solutions where the current is more concentrated

near the contact line in the thin electrolyte. According to the

calculations of Doig and Flewitt [55], the potential distribu-

tion is uniform in the thickness direction under a thin layer of

electrolyte (e.g., 1mm), whereas it is nonuniform under a

thick layer of electrolyte. Similar results were reported by

Morris and Smyrl [114] for a galvanic cell with coplanar

electrodes. The potential distribution under more general

geometrical conditions has also been modeled [99, 105].

The results of numerical modeling can be used to predict

the galvanic action for the entire surface area of coupled

FIGURE 10.10. Schematic illustration of anodic and cathodic polarization carves for four different

controlling modes: (a) cathodic control, (b) anodic control, (c) resistance control, and (d) mixed

control.
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TABLE 10.9. Studies of Mathematical Modeling for Various Galvanic Systems

Galvanic Couple Solution Geometry Focus Reference

Cu, Ti, Ni alloys/Zn Seawater Cylindrical Seawater systems 103

Steel/I-600 EDTA solutiona Various Numerical models 104

Fe/Zn Seawater General Modeling 99

Steel/zinc Seawater General Modeling 105

Fe/Cu 0.6M NaCl Circular disk Local current 106

S. steel/steel Water Coplanar and tubular Simulation 107

Miscellaneous Seawater Tube/sheet Heat exchanger 23

Carbon/Co Generic Sandwich structure Defects in films 108

Miscellaneous Seawater Cylindrical Heat exchanger 109

Generic Generic Random distribution Heterogeneous surface 70

Generic Generic General Numeric method 110

Generic Generic Coplanar strips Size effects 101

Generic Generic Annular electrodes Thin-layer electrolyte 29

Pt/Fe 0.05M NaCl Circular cells Polarization parameters 111

Cu/Zn 0.01M HCl Coplanar electrodes Finite differ. analysis 112

Fe/Zn Seawater General geometries Boundary conditions 113

aEthylenediaminetetraacetic acid¼EDTA.

FIGURE 10.12. Current distribution for different electrolyte thick-

nesses under same conditions as in Figure 10.11 [111].

FIGURE 10.11. Distribution of electrode potential for length of

anode La¼ 1 cm and length of cathode Lc¼ 10 cm for different

electrolyte thicknesses. (Anode radius a¼ 0.5 cm, cathode radius

c¼ 1.0 cm; Ea
0 ¼ 0V;Ec

0 ¼ 1VÞ [111].
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metals. For galvanic corrosion in a real structure made of

different metals, the boundary conditions must be simplified

because it is not possible to include all the conditions

experienced by a structure during service, particularly the

geometry and the electrode polarization conditions [104,

105, 115]. The geometry of a structure, no matter how

complex, is generally fixed for a given situation and is

independent of the materials and environmental conditions;

the polarization properties of the metals, on the other hand,

depend on the interaction of themetals with the environment.

The polarization characteristics of a metal electrode are

generally different for the anode and for the cathode and

they vary in different potential ranges. Sometimes, they also

vary with the physical elements in the galvanic system, such

as electrolyte thickness [80]. In addition, the electrode

properties of the coupled metals usually change with time

due to changes on the surfaces and in the solution. These

elements must be considered when using a numerical model

for predicting long-term behavior is a real galvanic system.

More detailed discussion on the advantages and limitations

of numerical modeling of galvanic corrosion can be found in

the literature [104–106].

The potential distribution on the surface of a galvanic

couple can also be experimentally determined by placing a

reference electrode close to the metal surface and scanning

across the whole surface area of the galvanic couple. Ro-

zenfeld [54] showed that the potential variation on the surface

of a coplanar zinc–copper couple greatly increases with

decreasing electrolyte thickness on top of the surface, as

shown in Figure 10.13. The sharpest potential changes take

place on the copper cathode, whereas the anode, except for a

very narrow region near the junction, does not polarize.

Using this experimental approach, data on potential distri-

bution and galvanic action of the system can be obtained, but

this method can be impractical inmany situations (e.g., when

the structure is so complex that not all the surface area is

accessible by a reference electrode).
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A. DEFINITION

Dealloying is a corrosion process whereby one constituent of

an alloy is removed leaving an altered residual structure. It

was first reported in 1886 on copper–zinc alloys (brasses) and

has since been reported on virtually all copper alloys as well

as on cast irons and many other alloy systems [1, 2]. Other

terms for dealloying include parting, selective leaching, and

selective attack. Terms such as dezincification, dealuminifi-

cation, denickelificaton, and the like indicate the loss of one

constituent of the alloy, but the general term dealloying has

gained wider use in recent years.

B. HISTORY

During World War I the dezincification of brass condenser

tubes was amajor problem that kept more British ships out of

action than the efforts of the German navy. This problem

lessened with the development of more corrosion-resistant

alloys, and dealloying is no longer a major problem for most

marine operators.

Cast iron gas mains also dealloyed in soil and produced

weakened pipes that could not withstand increased pressures.

These pipes leaked as demands for natural gas increased and

gas company operators increased pressures on their lines.

The continued use of cast iron water piping results in

occasional reports of dealloying caused by corrosive waters

or corrosive soils.

In recent years research has concentrated on using deal-

loying as a means of producing high-surface-area substrates

for catalysis and other purposes [3–8]. The subject of delib-

erate dealloying as a manufacturing process has been

reviewed in the American Society for Metals (ASM) Inter-

national Metals Handbook [9] and will not be discussed

further in this chapter.

C. MECHANISM

Dealloying has been shown to occur by at least two different

mechanisms. Sometimes the entire alloy dissolves, and one

constituent redeposits on the corrodedmetal surface. In other

circumstances diffusion removes only the more corrosion-

susceptible constituent, leaving an altered porous matrix.

Both mechanisms have been shown to occur simultaneously

on the same metal surface [10].

Figure 11.1 shows copper deposits on the surface of

dezincified alpha brass. Similar deposits have been reported

on cupronickels and Monel [11, 12].

Figure 11.2 is a more typical picture of dealloying show-

ing a porous discolored structure surrounded by unattacked

metal. This picture is from a corroded scuba tank valve, and

the porous chrome plating allowed seawater to penetrate

the protective chrome plating and corrode the underlying

brass.

Dealloying is also a problem with cast irons. While

both diffusion and noble metal deposition are discussed as

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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mechanisms associated with dealloying in copper-based

alloys, the mechanism of dealloying in cast irons involves

the dissolution of the iron-rich phases, leaving a porous

matrix of graphite and iron corrosion products. Figure 11.3

shows a porous graphite plug in a cast iron water pipe.

Gray cast iron, which is considered obsolete for most

corrosion-related applications, is most susceptible to this

problem. Figure 11.4 shows the microstructure of gray cast

iron. The dark regions are graphite flakes, essentially pure

carbon, while the lighter phases are essentially pure iron.

While carbon is only 2–4%byweight of the alloy, the volume

percent is much higher, and the almost continuous graphite

matrix maintains the original profile of the cast iron, but with

much reduced mechanical integrity. This is a form of selec-

tive phase attack, which is discussed further in the section

on copper alloys.

At one time it was assumed that only certain alloys would

undergo dealloying, and the concept of a “parting limit” was

popular. The idea was that some alloys, for example, the

60Cu–40Zn duplex alpha-plus-beta-phased brasses, were

more susceptible to this corrosion than the single-phased

alpha brasses containing 30% zinc or less. Many authorities

claimed that “red brasses” having zinc contents of 15% or

less would not dezincify and suggested a parting limit

somewhere between 15 and 30% zinc. In recent decades

dealloying has been reported in brasses down to 2wt %, and

the concept of parting limits has been generally discarded,

although it is still believed in some circles [9, 13].

Parrish and Verink [14] proposed that the potential

differences between the equilibrium potentials for copper

and nickel could be used to explain the dealloying of copper–

nickel alloys. They superimposed the potential–pH

(Pourbaix) diagrams for these two pure metals and hypoth-

esized that the potential region between the two equilibrium

potentials would be a region where dealloying was likely to

occur in copper–nickel alloys [14]. This concept has been

applied to other systems [15] and has gained widespread

acceptance as a means of explaining why dealloying can

occur [16]. The shaded area in Figure 11.5 shows the

potential–pH region where dealloying is thought to occur

FIGURE 11.1. Copper deposit on surface of dezincified alpha

brass.

FIGURE 11.2. Dezincified brass scuba tank valve [12]. (Repro-

duced with permission. � NACE International 1982.)

FIGURE 11.3. Dark, graphitic corrosion on the exterior of a cast

iron water main. Arrow points to graphitic corrosion (dealloyed)

region. (Photo courtesy Testlabs International Ltd., Winnipeg,

Manitoba, sole owner of the photograph.)

FIGURE 11.4. Microstructure of gray cast iron.
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for copper–zinc (brass) alloys. Pure copper is immune from

corrosion in this region, and pure zinc will corrode producing

zinc ions at low pHs. The result is a copper-rich dealloyed

surface.

The concepts described in the preceding paragraph are

also used in varying ways by the researchers working

on producing high-surface-area dealloyed structures for

manufacturing processes [5].

D. CONTROLOFDEALLOYINGCORROSION

Almost anymethod that will lower corrosivity of an environ-

mentwill reduce the rate of dealloying, butmost dealloying is

controlled by proper alloy selection.

D1. Copper Alloys

The three most common alloy systems used in corrosion

service are copper–zinc brasses, bronzes (historically

copper–tin alloys, but now more often aluminum bronzes),

and cupronickels.

Single-phase alpha brasses (30% zinc or less) and duplex

alpha-plus-beta brasses (typically 40% zinc) are the only

forms of copper–zinc alloys that have engineering signifi-

cance. The problems with dezincification of marine service

brass condenser tubes led to extensive research in the early

part of the twentieth century. Single-phase admiralty and

duplex naval brasses, containing tin additions of approxi-

mately 1%, were found to reduce most forms of corrosion, to

include dezincification. These became standard tubing alloys

in the 1920s and 1930s.

Dealloying of brasses is normally controlled by the use of

alloys with small additions of arsenic, antimony, or phos-

phorus. Bengough and May reported, in 1922, that small

additions of arsenic would prevent dezincification of alpha

brasses (usually about 30% zinc) but would not protect

the beta phases of duplex alloys (60Cu–40Zn alloys) [17].

The reasons for arsenic protecting alpha brass but not the beta

phase of duplex alloys have remained controversial but may

be related to differential solubilities of arsenic in the alpha

and beta phases [18]. The toxicity of arsenic has led to

research into alternatives for arsenic [19].

In freshwater systems aluminum brass (approximately

70Cu–29Zn–1Al) is a common tubing material, for example,

for condensers using freshwater for cooling. The aluminum

is primarily useful for erosion resistance and, like tin in

admiralty and naval brasses, lowers most corrosion rates but

does not specifically affect dealloying.

Duplex brasses were at one time used in high-pressure

condensers on some marine vessels, but cupronickels have

largely replaced brasses for condenser tubes. Brasses and

bronzes are, however, still used for pumps and fittings on

these systems, and dealloying remains a problem.

Cupronickels have largely replaced brasses for marine

piping applications. Both cupronickels (90–10 and 70–30

Cu–Ni) and Monels (approximately 70Ni–30Cu) have been

reported to dealloy by a redeposition process, usually in

stagnant conditions; but this is rare [1, 10, 11].

Pumps and fittings in copper-based piping systems are

typically made of bronzes, multiphased alloys with high

erosion resistance. At one time most bronze casting alloys

had tin as the primary alloying addition, but the high cost

of tin has led to the development and widespread use of

alternative aluminum bronzes, which are cheaper and have

most of the corrosion resistance and other properties of

copper–tin bronzes. Common alloys include copper–

manganese–aluminum and nickel–aluminum bronzes.

Unfortunately, both of these alloy systems can form corro-

sion-susceptible phases that can lead to selective phase

attack, a form of dealloying. This is a foundry control

problem, but it can also occur when welding is necessary

for repairs [20, 21]. The extent to which this attack occurs

depends on the electrochemical potential difference between

the phases. Since these alloys are usually used in castings,

which are relatively thick compared towrought products like

tubing, the consequences of corrosion may be relatively

minor, but loss of sealing surfaces and loss of strength can

become problems. Figure 11.6 shows selective phase attack

on a nickel–aluminum bronze casting in seawater service.

D2. Cast Irons

Gray cast iron has a long history of dealloying. At one time

this was a common material used for buried pipelines and

similar applications.
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The development of malleable and nodular (marketed in

North America as “ductile cast iron”) cast irons has caused

gray cast iron to become obsolete for corrosive environment

applications such as water piping and buried pipelines. The

rounded graphite second phases in malleable or nodular cast

iron present less grain boundary area to act as cathodes for

galvanic corrosion of the high-iron phases in these metals.

This improves their corrosion resistance somewhat. Buried

water lines made from nodular (ductile) cast iron piping

have been in use for several decades, and many utilities

are reporting dealloying of this metal, which was once

considered to be immune to dealloying.

Dealloying of cast irons is called “graphitic corrosion”

because theprevious termfor this corrosion, “graphitization,”

is also applied to foundry heat treatment processes.

E. INSPECTION

Inspection for dealloying has been very difficult because this

form of corrosion usually leaves a surface profile similar to

uncorroded metal. The only way of finding dealloying has

been by visual inspection for color changes or bymechanical

probing to identify a loss of integrity.

Several researchers have reported on attempts to develop

methods of in situ nondestructive inspection for dealloying,

but they have not achieved widespread acceptance [20, 22].

F. SUMMARY

Dealloying has been known to occur in copper and iron-based

alloys since the nineteenth century. At one time this was

a major problem, but advances in alloy chemistry have

caused the incidence of dealloying to be greatly reduced in

recent years.

Much modern research on dealloying is now focused on

deliberately causing dealloying to produce high-surface-

area structures for catalysis and other purposes. It remains

to be seen if this will lead to significant commercial

applications.
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A. INTRODUCTION

All metals and alloys (it is commonly held that gold is an

exception) have a thin protective corrosion product film

present on their surface resulting from reaction with the

environment. If such a film did not exist onmetallic materials

exposed to the environment, they would revert back to the

thermodynamically stable condition of their origin—the ores

used to produce them. Some of these films—the passive

films—on some, but not all, metals and alloys have special

characteristics that enable them to provide superior corro-

sion-resistant metal surfaces. These protective “passive”

films are responsible for the phenomenon of passivity.

B. IMPORTANCE OF PASSIVITY TO

CORROSION CONTROL TECHNOLOGY

As mentioned in the introduction, if the passive film did not

exist, most of the technologies that depend on the use of

metals in any society could not exist because the pheno-

menon of passivity is a critical element controlling corrosion

processes. One of these corrosion processes is the destruction

of passivity (breakdown) that leads to a large part of the

corrosion failures of metal and alloy structures—localized

attack such as pitting, crevice corrosion, stress corrosion,

corrosion fatigue, and others. The passivity of metallic

materials, however, is not only of predominant significance

to corrosion science and engineering. For example, semi-

conductor device technology depends on the superior passive

films that form on silicon [1].

The development of the stainless steels in the third decade

of the twentieth century is regarded as a major application of

the phenomenon of passivity. The consequence of this has

significantly contributed to modern technology by providing

the design engineer with engineering materials such as the

large number of iron and nickel base alloys as well as other

alloy systems that exhibit superior corrosion resistance—this

effort continues to the present day.

C. DEFINITIONS

Two types of passivity have been defined by Revie and

Uhlig [2]:

Type 1—“A metal is passive if it substantially resists

corrosion in a given environment resulting from

marked anodic polarization” (low corrosion rate, noble

potential).

Type 2—“A metal is passive if it substantially resists

corrosion in a given environment despite a marked

thermodynamic tendency to react” (low corrosion rate,

active potential).

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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Only type 1 passivity will be covered here. Metals or alloys

exhibiting type 1 passivity are nickel, chromium, titanium,

iron in oxidizing environments (e.g., chemical passivating

solutions such as chromate), stainless steels, and numerous

others. Type 2 passivity examples are lead in sulfuric acid and

iron in an inhibited pickling acid.

A polarization curve [current density (rate) vs. potential

(driving force)], of the sort shown in Figure 12.1 distin-

guishes a type 1 passive system. The curve in Figure 12.1

epitomizes the definition of type 1 passivity proposed by

Wagner [3] who extended the type 1 definition by stating that

a metal becomes passivewhen its potential is increased in the

positive or anodic (oxidizing) direction to a potential where

the current density (rate of anodic dissolution) decreases (in

many cases by orders of magnitude) to a value less than that

observed at a less anodic potential. This decrease occurs even

though the driving force for anodic dissolution is brought to a

higher value because of the formation of the passive film.

Another definition of passivity has been provided by the

NACE/ASTM Committee J01, Joint Committee on Corro-

sion “passive—the state of a metal surface characterized by

low corrosion rates in a potential region that is strongly

oxidizing for the metal” [4].

D. CORROSION SCIENCE AND

ENGINEERING

Although virtually all of the progress in the development of

alloys that exhibit superior corrosion behavior has resulted

from empirical rather than fundamental research, this sec-

tion will briefly go into those fundamental aspects that have

a bearing on corrosion engineering. It will concentrate on

the basic aspects that are concerned with the film respon-

sible for passivity, its formation and breakdown and its

nature. Detailed discussions of the fundamental aspects of

the passive film and the electrochemistry of passivation can

be found in a number of sources [5–10].

D1. Nature and Properties of the Passive Film

Because it is generally accepted that a film is responsible for

the phenomenon of passivity, the nature and properties of the

passive film that make it protective are significant issues. For

the purposes of this chapter this important, and still contro-

versial, subject cannot be covered in any detail. Instead,

some of the large number of publications [5–10] that review

and discuss the concepts and research that go extensively

into the nature (e.g., composition and thickness) and prop-

erties (e.g., structure, electronic properties, and mechanical

properties) of the passive film should be referred to by those

who want to go into this aspect of passivity.

D2. Thermodynamics

Passivity has been defined by the fact that it lowers the rate

of corrosion, sometimes drastically—a kinetic consider-

ation. However, before addressing the kinetics of passiv-

ation, the thermodynamic aspects must be discussed. This is

needed when considering type 2 passivity, which involves

any kind of corrosion product film rather than the special

type 1 “passive film.” This is so because thermodynamics

provides a guide to the conditions under which passivation

by any kind of corrosion product film, type 1 or 2, becomes

possible. A most worthwhile and practical guide produced

by corrosion science is the potential–pH diagram, the

Pourbaix diagram. Pourbaix’s Atlas of Electrochemical

Equilibria in Aqueous Solutions [11] describes applications

of these potential–pH equilibrium diagrams to corrosion

science and engineering for most of the metals. An appli-

cation that is especially valuable for the field of corrosion is

the establishment in the Pourbaix diagrams of the theo-

retical conditions or domains of corrosion, immunity, and

passivation. A simplified diagram for the iron–water system

is given in Figure 12.2. Thermodynamic data enable the

determination of the potential–pH conditions for immunity

where no corrosion is possible, for passivation where a

corrosion product film forms that may confer protection

against corrosion, and for corrosion where corrosion or

activation is expected. Whether a given system’s film is

protective (passive) or not is a kinetic consideration and not

a thermodynamic one that depends on the nature of the

passive film. Pourbaix’s book presents a set of simplified

diagrams like the one shown in Figure 12.2 for the majority

FIGURE 12.1. Schematic and idealized anodic polarization curve

for passive metal. Three different potential regions are identified: the

active, the passive, and the transpassive. When the current density

reaches the critical current density for passivation ic, at the passiv-

ation potential Ep, the potential above which the system becomes

passive and exhibits the very low passive current density ip.
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of metals that enable one to identify the conditions for

corrosion, passivation, and immunity. These equilibrium

diagrams could be called “road maps of the thermodynam-

ically possible conditions for passivity.”

Consequently, to identify the active, passive, and trans-

passive regions of an active–passive polarization curve

(Fig. 12.1), one need only examine the potential–pH dia-

gram for a given system. For example, the transpassive

region lies at potentials above the oxygen evolution poten-

tial–pH line (lineA in Fig. 12.2). Another valuable use of the

diagrams in passivity considerations is their use to explain

the reasons for loss of the protective nature of the passive

film in the transpassive region. For example, the protective

layer on stainless steels contains chromium as Cr(III); when

the potential is raised above the transpassive potential, Cr

(III) is oxidized to Cr(VI) and the protective Cr(III) in the

passive film is removed because it becomes the soluble

chromate ion, as the potential–pH diagram for chromium

shows. Usually, the passive regions of the polarization

curves exist at potentials in the equilibrium diagrams where

passive films are stable. It should finally be mentioned that

the thermodynamically based Pourbaix diagrams some-

times fail to predict a passive region in a polarization curve.

Hoar [12] sought to explain how iron can passivate in

sulfuric acid solutions under conditions where the diagrams

would predict an active condition, by proposing the exis-

tence of metastable passive regions.

D3. Kinetics

Passivity affects the kinetics of the corrosion process be-

cause it produces a protective (passive) film that acts as a

barrier to attack of the metal surface by the environment.

The passive film substantially lowers the rate of corrosion,

even though from thermodynamic (corrosion tendency)

considerations active corrosion should be expected. The

hypothetical anodic polarization curve (Fig. 12.1) that is the

basis for the definition of type 1 passivity describes in a

general way the kinetics of passivity. Anodic polarization

curves for iron and 304L stainless steel in H2SO4 (Fig. 12.3)

show the three general features of the schematic curve for a

passive system (Fig. 12.1): (1) The current initially in-

creases with an increase in potential. (2)When the potential

reaches the value of the passivating potential Ep, the critical

current density for passivation ic is reached. (3) The current

density (corrosion rate) decreases markedly (more for the

corrosion-resistant stainless steel than for the iron) to the

passive current density ip, signaling the onset of passivity.

As Figure 12.1 shows, the potential cannot be increased

indefinitely because at sufficiently high values the current

density starts to increase, resulting in either the initiation of

pitting or entry into the transpassive region. In the trans-

passive region oxygen evolution and possibly increased

corrosion are observed.

Since corrosion is the result of the interaction of the anodic

and cathodic reactions, the corrosion potential of a metal

surface is determined by the intersection of the anodic and

cathodic polarization curves, the intersection occurring

where the anodic and cathodic reaction rates are equal to

the corrosion rate. Therefore, the corrosion rate of a metal

capable of exhibiting passivity, will be determined by the

location of the intersection of the cathodic polarization curve

and the passive metal anodic polarization curve of the type

shown in Figure 12.1. Three possible cases can arise from

the intersection of different cathodic curves with the passive

anodic polarization curve (shown schematically in Fig. 12.4):

(1) A cathodic reaction arising from oxidizing conditions,

polarization curve A, sets the corrosion potential in the

passive region (low corrosion rate). (2) A cathodic reaction,

the result of reducing conditions, curve C, places the corro-

sion potential in the active region (high corrosion rate). (3)

The cathodic reaction, polarization curve B, locates the

FIGURE 12.3. Anodic polarization curves for iron and 304L

stainless steel in1NH2SO4. (Adapted fromFontanaandGreene [13].)

FIGURE 12.2. Simplified potential–pH equilibrium diagram

(Pourbaix diagram) for iron–water.
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corrosion potential in both the passive and active regions,

where the surface will oscillate between active and passive

states, creating unstable conditions.

D4. Breakdown of Passivity

Another possible anodic–cathodic intersection site exists

when conditions exist that lead to breakdown of passivity,

localized attack, and then to pitting. The part of the passive

anodic polarization curve shown in Figure 12.5 at potentials

above the potential for breakdown, Ebd (called by some the

critical breakdown or pitting potential Epit), is the potential

below the transpassive region at which the current density

increases above ipass. The intersection of cathodic curve 1

with the anodic curve of such a system results in breakdown

and pitting while no breakdown occurs when the anodic

polarization curve is intersected by cathodic curve 2 at a

potential below Ebd.

The breakdown of passivity (the breaching of the protec-

tive barrier provided by the passive film) initiates the most

damaging kinds of corrosion, the localized forms of corro-

sion, pitting, crevice corrosion, intergranular attack, and

stress corrosion. A 1982 review by Kruger and Rhyne [14]

extensively reviewed the corrosion science and engineering

of the breakdown processes that are brought about by the

chemical alteration of the passive film or the environment so

that the film becomes unable to effectively prevent destruc-

tive local attack. Other reviews of breakdown have been

given by Kruger [15], Galvele [16], and by Janik-

Czachor [17].

Hoar [18] stated that four conditions (that are usually but

not always) considered to be required for the breakdown that

initiates localized attack: (1) Critical Potential—a certain

critical potential Ebd must be exceeded. (2) Damaging

Species—damaging species (examples are chloride or the

higher atomic weight halides) are needed in the environment

to initiate breakdown and propagate localized corrosion

processes like pitting. (3) Induction Time—an induction

time exists, which starts with the initiation of the breakdown

process by the introduction of breakdown conditions and

ends when the localized corrosion density begins to rise. (4)

Local Sites—the presence of highly localized sites where

breakdown takes place. Various models for initiation have

been developed that satisfy these four conditions [15–17].

E. USING PASSIVITY TO CONTROL

CORROSION

Using the phenomenon of passivity to control corrosion

entails employing methods that bring the potential of the

surface to be protected to a value in the passive region. Some

of the tactics that can be used to do this are:

1. A current can be applied by means of a device called a

potentiostat, which can set and control the potential at

a value greater than the passivating potential Ep. This

method of producing passivity is called anodic

protection.

2. For environments containing the damaging species,

such as chloride ions that cause local corrosion, the

potentiostat or other devices that control the potential

can be used as in tactic 1 to set the potential to a value

FIGURE 12.5. Anodic polarization curve for system capable of

exhibiting passivity but is subject to breakdown at potentials above

breakdown potential Ebd where pitting is initiated. The intersection

of cathodic curve 1 with the anodic curve of a system exhibiting

passive results in the breakdown of passivity that leads to pitting,

while the intersection of cathodic curve 2 at a potential below Ebd

results in no breakdown.
FIGURE 12.4. Intersection of three possible cathodic polarization

curves (straight lines A,B, andC) with anodic polarization curve for

system capable of exhibiting passivity. The corrosion rate depends

on the current density at the intersection. CurveA produces a passive

system, curve C an active system, and curve B an unstable system

that can exhibit both low and high corrosion rates.
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in the passive region below the critical potential for

pitting Epit.

3. Alloys or metals that spontaneously form a passive

film, for example, stainless steels, nickel, or titanium

alloys, can be used in applications that require resis-

tance to corrosion. Usually a pretreatment such as that

described in tactic 4 is desirable.

4. A surface pretreatment can be carried out on an alloy

capable of being passivated. The use of such a pre-

treatment has been standard practice for stainless steels

for many years. The passivating procedure involves

immersion of thoroughly degreased stainless steel

parts in a nitric acid solution followed by a thorough

rinsing in clean hot water. The most popular solution

and conditions of operation for passivating stainless

steel is a 30-min immersion in a 20 vol % nitric acid

solution operating at 120�F (49�C). However, other
solutions and treatments may be used, depending on

the type of stainless being treated [19].

5. The environment can be modified to produce a passive

surface. Oxidizing agents such as chromate and

concentrated nitric acid are examples of passivating

solutions that maintain a passive state on some metals

and alloys.
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A. INTRODUCTION

Localized corrosion of passive metals includes various types

of corrosion phenomena, such as pitting, crevice corrosion,

intergranular attack as well as stress corrosion cracking. The

latter form of corrosion is discussed in Chapter 14 and will

not be addressed here, but it has to be pointed out that crack

initiation quite often starts at sites where localized corrosion

processes occur. Therefore localized corrosion and stress

corrosion cracking are quite often correlated.

Since Part I of this book is devoted primarily to the

fundamental aspects of corrosion, the scope of this chapter

will also be limited to the fundamentals of localized corrosion

of passive metals, where several detailed mechanisms for the

different stages of localized corrosion have been extensively

studied. Pitting and crevice corrosion are the twomajor forms

of localized corrosion. They are often treated separately,

especially when dealing with more practical aspects of local-

ized corrosion. The differentmorphological appearance of the

two types of corrosion suggest different mechanisms, a point

of view that does not holdwhen looking at the electrochemical

fundamentals of these processes. Therefore this chapter is

focusedmainly on pitting corrosion phenomena.With respect

to intergranular corrosion, the structural aspects of the various

alloys are of primary importance. Since this form of localized

corrosion depends strongly on the alloy under consideration,

the readers are referred to Part III of this book where the

various metals and alloys are treated separately.

B. PHENOMENOLOGICAL ASPECTS

During pitting corrosion of passive metals and alloys, local

metal dissolution occurs leading to the formation of cavities

within a passivated surface area. In practice, pitting corrosion

of passive metals is commonly observed in the presence of

chlorides or other halides. Therefore the question arises

whether the presence of specific, so-called localized, corro-

sion-inducing anions, such as halides, are always required for

pitting to take place. Some results indicate that pitting may

also occur in pure water as in the case of carbon steel in high-

purity water at elevated temperature or aluminum in nitrate

solutions at high potentials. In all these forms of localized

corrosion, active andpassive surface states are simultaneously

stable on the same metal surface over an extended period

of time, so that local pits can grow to macroscopic size.
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Therefore, from an electrochemical point of view, more

appropriate questions would be: What are the necessary

requirements to initiate pits and what is required to stabilize

a heterogeneous electrode state consisting of simultaneously

active and passive surface areas, exhibiting significantly

different dissolution rates?

B1. Electrochemical Potential

Electrochemical studies of pitting corrosion usually indicate

that stable pitting occurs only within or above a critical

potential or potential range. Therefore the susceptibility of

passive metals to pitting corrosion is often investigated by

electrochemical methods. Most commonly, potential

current curves are measured either by applying potentials

stepwise (potentiostatically) or by applying a constant po-

tential sweep rate (potentiodynamically) and recording the

resulting current. Typical potential current curves exhibit an

active–passive transition and subsequently a sudden current

increase within the passive potential range, as shown sche-

matically in Figure 13.1. The following values are often

determined and used to characterize metals and alloys with

respect to pitting and crevice corrosion: (1) the critical

current density icrit, characterizing the active–passive tran-

sition, (2) the pitting potential Ep where stable pits start to

grow, and (3) the repassivation or protection potential Erep or

Epp (after reversal of the potential sweep direction) below

which the already growing pits are repassivated and the

growth is stopped.

More detailed reviews of the various electrochemical

methods used to measure the susceptibility to pitting corro-

sion are given by Szlarska-Smialowska [1] and Sedriks [2].

Obviously, these quantities mentioned above can be mea-

sured as functions of the alloy composition or of the com-

position of the environment. Without discrediting the prac-

tical value of such investigations, especially in comparing

alloys as well as environments with respect to their pitting-

susceptibility or pitting-promoting tendency, they give nei-

ther any direct insight into the mechanisms of localized

corrosion processes nor can the values be used as true

limiting potential values to prevent localized corrosion pro-

cesses in engineering applications.

B2. Effects of Alloying and Microstructure

The alloy composition as well as the microstructure can

have a strong influence on the pitting resistance of an alloy,

as shown, for instance, by Horvath and Uhlig [3], who

demonstrated the beneficial effect of chromium and moly-

bdenum in stainless steels. The pitting potential was found to

increase dramatically with chromium contents >� 20wt %,

whereas molybdenum is effective at minor concentrations of

2–6wt %, but only in the presence of chromium. Similar

effects have also been reported for small amounts of alloyed

nitrogen or tungsten. Various explanations have been

given to explain the strong influence of molybdenum on

the pitting behavior of stainless steels, which is also well

confirmed in engineering practice. It was suggested that

molybdenum is adsorbed on the surface as molybdate or

acts by blocking active surface sites, inhibiting active metal

dissolution and finally favoring repassivation [4–6]. Other

models suggest that molybdenum, as well as other elements,

improves the cation-selective properties of the passive film,

hindering the migration of aggressive anions, such as chlor-

ides, to the metal surface [7, 8] or reduce the flux of cation

vacancies in the passive film [9]. Though the exact mecha-

nism is not clear yet, most of the research done so far favors

an effect on the growth stage rather than on the initiation

stage of localized corrosion. Recent results, applying

microelectrochemical techniques, confirmed that even in the

superaustenitic stainless steels molybdenum strongly im-

proves the repassivation behavior but has no influence on

pit initiation [10, 11].

Similar effects can also be observed on aluminum,

where small additions of alloying elements may increase the

pitting potential as long as the structure is single phase.

Aluminum–copper alloys,widely used in the aircraft industry,

arewell known and intensively studied examples with respect

to their pitting behavior [12]. The pitting potential increases

with increasing copper concentration as long as copper is in

solid solution. Since aluminum usually exhibits rather low

solubility limits, alloying elements tend to form second-phase

intermetallic compounds, such as Al2Cu. In the presence of

FIGURE 13.1. Schematic polarization curve for metal showing

active–passive transition as well as pitting in the passive potential

range: E>Ep, pitting will occur; E<Erep, growing pits will

repassivate.
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Al2Cu the pitting resistance decreases to values of aluminum

with small copper concentrations. The corresponding de-

crease in pitting potential is explained by the existence of a

copper-depleted zone around these particles, where pits

would initiate first.

Localized corrosion of passive metals almost always

initiates at local heterogeneities, such as inclusions and

second-phase precipitates as well as grain boundaries, dis-

locations, flaws, or sites ofmechanical damage. In the case of

stainless steel surfaces, pit initiation occurs almost exclu-

sively at sites of MnS inclusions, which are found in com-

mercial as well as in high-purity alloys. A more detailed

discussion of this subject will follow. To prevent inclusions

and precipitates, nonequilibrium single-phase conditions

can be attained by special preparation techniques, such as

rapidly quenching or physical vapor deposition. The result-

ing microstructure is either nanocrystalline or amorphous. It

was recently shown that sputter-deposited aluminum alloys

containing only a few atomic percent of metal solute such as

Cr, Ta, Nb, W, Mo, or Ti exhibit a strong increase of Ep of

0.2–1V [13–17]. Similar results were also obtained with

sputter-deposited stainless steels, where nonequilibrium

single-phase structures with molybdenum concentrations up

to 14wt % could be obtained [18, 19]. In both cases, the

increase in pitting resistancewas explained by the reduced pit

initiation tendency as well as by a more protective passive

film, favoring rapid repassivation.

B3. Effect of Temperature

Increasing temperature usually also increases the pitting

tendency of metals and alloys. At low temperature,

high pitting potentials are observed. In the case of stainless

steels, a strong decrease of pitting potentials in the temper-

ature range between 0 and 70�C of � 0.5V can be observed

as shown in Figure 13.2 [20, 21]. This strong dependence

on temperature has led to experimental techniques

which allow stainless steels to be ranked according to their

pitting susceptibility. A critical pitting temperature (CPT)

has been defined, below which a steel in an aggressive Cl� -
containing solution, usually a FeCl3 solution, would not

pit regardless of potential and exposure time [20, 22].

Furthermore, the CPT used to characterize the pitting

resistance of alloys is often correlated with the composition

of stainless steels, especiallywithCr,Mo, andN [1, 2, 20]. The

effect of temperature on the pitting behavior of other metals

and alloys such as Ni, Al, Ti, and its alloys has also been

studied but to a lesser extent. Important earlier results are

summarized in [20]. Nevertheless most of the investigations

on temperature effects of localized corrosion deal with the

significance of temperature to evaluate and compare pitting

susceptibilities of different metals and alloys rather than with

the more fundamental aspects of temperature effects on pit

initiation and pit growth mechanisms.

B4. Stochastic Aspects

Corrosion processes are based mainly upon deterministic

approaches, such as the electrochemical theory of corrosion.

Localized corrosion events, however, due to their unpredict-

able occurrence, cannot be explainedwithout using statistical

methods to evaluate the experimental data. Stochastic as-

pects of pitting corrosion were studied in the late 1970s,

especially by authors in Japan [23–26]. Recently, a convinc-

ing review of statistical and stochastic approaches to local-

ized corrosion was published by Shibata [27]. He evaluated

large numbers of pitting potential values using a Gaussian

distribution,whereas the Poisson distributionwas found to be

a better approach for pit generation. The results indicate that

different pit generation rates can be observed as a function of

time. He proposed two groups of models considering either

pit generation events alone or assuming pit generation and

subsequent repassivation processes. The latter model could

be fitted more satisfactorily to the various cases studied

experimentally. More detailed information will be given in

Chapter 27.

C. STAGES OF LOCALIZED CORROSION

The different stages of localized corrosion can best be

explained and discussed in connection with its potential

dependence. In Figure 13.3, a typical potential current curve

of a passive metal, such as stainless steel, measured in

chloride solutions, shows the different stages of pitting

corrosion.

At lower potentials, pit initiation is followed by rapid

repassivation. This stage is usually referred to as metastable

pitting. The resulting current transients differ widely with

FIGURE 13.2. Effect of temperature on pitting potential Ep of

304 stainless steel (SS) in 0.1M NaCl with different sulfur

contents [21].
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respect to the peak current height as well as the lifetime.

Small current transients in the femtoampere (fA) and pico-

ampere (pA) range, corresponding to pits of nanometer and

micrometer size can be detected only by applying micro- and

nanoelectrochemical methods, as will be discussed later.

Increasing the potential generally leads to larger current

transients with higher peak currents and longer lifetimes,

indicating an extended pit growth period. Above a certain

potential or potential range, a transition to stable pit growth

occurs. Even above the pitting potential, repassivation may

still occur, showing the stochastic character of localized

corrosion processes. Whether well-defined pitting potentials

can be determined depends on a variety of factors, such as the

type of metal, the chloride concentration, and the tempera-

ture. The higher the chloride concentration or the tempera-

ture, the more precise the resulting pitting potentials usually

are. Furthermore the use of crevice-free experimental tech-

niques may also be very decisive in obtaining reproducible

results.

Metastable pitting is usually not considered as a real

corrosion risk from an engineering point of view. Neverthe-

less, studies of metastable pitting as a precursor to stable

pitting may provide valuable insights into fundamental as-

pects of pitting corrosion, since pit initiation as well as the

trans formation of metastable into stable pits are key factors

in localized corrosion processes. Investigations ofmetastable

pitting also allow a statistical evaluation of corrosion data

necessary to study stochastic pitting models.

With respect to engineering application, studies of meta-

stable pitting may also substantially improve the evaluation

of metal–environment systems. The occurrence of meta-

stable pitting below the pitting potential indicates a potential

corrosion risk, especially when crevice conditions cannot be

completely excluded. Furthermore the repassivation behav-

ior of metals and alloys can easily be studied, which is very

important for developing highly corrosion-resistant alloys.

D. METASTABLE PITTING: PIT INITIATION

AND REPASSIVATION

A number of models have been proposed to describe the

initiation of localized corrosion of passive metals based

either on the breakdown processes of the passive film itself

or on structural defects or heterogeneities of the underlying

metal or alloy such as dislocations, grain boundaries, second-

phase precipitates, or nonmetallic inclusions. Certainly a

strict differentiation of the two approaches is not always

possible, since film breakdown and structural parameters of

the underlying metal may be correlated.

FIGURE13.3. Typical potential current curve of stainless steel in chloride solution showing different

stages of localized corrosion (see text).
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D1. Passive Film Breakdown

Theoretical models that describe the initiation process

leading to passive film breakdown may be grouped into

three classes: (1) adsorption and adsorption-induced me-

chanisms,where the adsorption of aggressive ions likeCl� is

of major importance, (2) ion migration and penetration

models, and (3) mechanical film breakdown theories, as

shown in Figure 13.4 [28–30].

In the case of the cluster adsorption model, originally

proposed by Heusler and Fischer [31] several years ago for

iron, localized adsorption of chlorides leads to an enhanced

oxide dissolution at these sites with subsequent thinning of

the oxide film until finally a complete removal is achieved

and active dissolution starts. During the latter years further

refinements of this model were obtained evaluating the

measured induction times statistically [32]. Further evidence

for the stochastic nature of these initiation processes were

also obtained on stainless steels [10]. For the mechanical

breakdown of passive films models have been discussed,

where the breakdown is either the principal step, giving the

environment direct access to the metal surface, as shown by

Sato [33], or an additional step combined with other pro-

cesses as in the case of the defect model as pointed out by

Macdonald and co-workers [34, 35]. A critical review of

these mechanisms is given in [36].

Most of the theoretical models for pit initiation have not

been sufficiently verified experimentally. Since the relation-

ships used to test the different models are very general in

nature, such as the correlation between pitting potential and

chloride concentration or the quantitative prediction of in-

duction times, they do not really cover specific model-

sensitive aspects. Furthermore, the pitting potentials pro-

posed in these models are actually critical pit initiation

potentials, which often do not correspond with the experi-

mentally determined pitting potentials, at which the transi-

tion to stable pit growth takes place. Pit initiation processes,

on the other hand, often occur at much lower potentials, as

was recently shown on stainless steels by applying a new

microcapillary technique to measure current transients in the

picoampere and femtoampere range [10, 37, 38].

Recently, new results on the initiation and formation of

porous semiconductors were obtained [39]. In case of n- and

p-type GaAs, local dissolution can be electrochemically

triggered in chloride-containing solutions resulting in a

porous structure. In contrast to pitting corrosion of passive

metals, local dissolution can be achieved not only by the

presence of an oxide film (p-typeGaAs) but also by depletion

conditions in the semiconductor space-charge layer (n-type

GaAs). In the latter case, the presence or absence of an oxide

film is not significant for the pitting process. This is of

particular significance since the previously discussed theo-

retical approaches ascribe a key role in the localized nature of

pitting to the properties of a surface oxide film.

D2. Structural Parameters

Numerous investigations during recent years have shown that

the sites of pit initiation on passive metal surfaces may

generally be related to defect structures of the underlying

metals. Detailed summaries are given in [1, 2], In case of Ni

single crystals, for instance, it has been clearly demonstrated

that the emerging points of screw dislocations are especially

FIGURE 13.4. Models for pit initiation leading to passive film breakdown. [After Strehblow and co-

workers [28–30]. Reproduced with permission from H. Kaesche, Die Korrosion der Metalle, 3rd

edition. Springer, Berlin, Germany, 1990, Fig. 12.12a–c, p. 308. Copyright � Springer.]
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susceptible sites for pit nucleation [40]. Furthermore, the

shape as well as the pit density depend markedly on the

crystallographic orientation of the surface exposed.

Pits in aluminum, titanium, and their alloys are typically

associated with intermetallic phases in these alloys. Alumi-

num contaminated with iron exhibits an increased pitting

susceptibility due to the presence of FeAl3 particles that act

as local cathodes on the metal surface [41–43]. Recent

investigations using microsensors to measure local pH dis-

tributions revealed a buildup of hydroxide ions over FeAl3
due to the cathodic reaction on the particle surface. This may

lead to alkaline dissolution of the matrix at the particle

interface [44]. Preferential attack can also occur on the

surface of intermetallic phases, such as onMg2Al3 andMgSi

in Al–Mg and Al–Mg–Si alloys [45, 46], In Ti–Al alloys it is

assumed that particles of Ti3Al2 are effective in initiating

pitting corrosion [47].

On the other hand, nonmetallic inclusions may also act as

potential nucleation sites [48–50]. Sulfide inclusions in

stainless steels areparticularly susceptible. Figure13.5 shows

the initial stage of localized corrosion on stainless steel at the

site of a MnS inclusion [11]. This is observed not only in

austenitic [51–53] but also in ferritic [54, 55] stainless steels.

These inclusions are oftenmanganese sulfides ormanganese-

containing sulfide compounds [53–56]. It has been suggested

that, at low manganese levels in steel, CrS is the thermo-

dynamically stable sulfide, while above some level of man-

ganese the stable sulfide is an iron–manganese spinel, which

appears to be a better initiation site for pitting than CrS. In a

recent survey, Srivastava and Ives [57] summarized

the different types of attack on nonmetallic inclusions in

stainless steels from a phenomenological point of view.

Powerful electrochemical techniques have been devel-

oped for studying localized phenomena on passive metal

surfaces, such as the scanning methods, extensively applied

and discussed by Isaacs and co-worker [58, 59]. To improve

the local resolution substantially, small area measurements

are usually carried out, using either the photoresist techni-

ques for masking off small areas or embedded wires with

small cross sections (diameter�50 mm) [60]. Recently, a new

microelectrochemical technique applying microcapillaries

as electrochemical cells has been developed by Suter and co-

workers [10, 11, 37, 38]. Only small surface areas with a few

micrometers or even nanometers in diameter are exposed to

the electrolyte.

This leads to a strongly enhanced current resolution, down

to picoamperes and femtoamperes. Therefore local processes

in themicrometer and nanometer range can easily be studied.

In the case of stainless steels, the pit initiation process due to

the oxidative dissolution of active MnS inclusions as a

precursor of pitting corrosion can be investigated directly

as shown in Figure 13.6.

Additionally, the results clearly indicate that the dissolu-

tion of inclusions takes place even in chloride-free solutions,

FIGURE 13.5. Pit initiation and early pit growth at MnS inclusion

in 304 SS [11].

FIGURE 13.6. Local potentiodynamic polarization curves at ac-

tive and at inactive MnS inclusion site with corresponding scanning

electron microscopy (SEM) photographs taken after polarization

measurements [38].
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whereas chlorides are required for metal dissolution and

stable pit growth processes.

The results in Figure 13.6 show that the microcapillary

technique also makes it possible to distinguish between

active and inactive inclusions with respect to pit initiation.

An increase of the sulfur content drastically increases the

number of large current transients due to an increasing

number of large MnS inclusions, verified by microstructural

investigations [37, 38]. Similar effects have also been ob-

served on iron in contact with Cl� -containing borate

solutions [61].

Noise analysis obtained from microelectrochemical in-

vestigations of stainless steels under potentiostatic condi-

tions revealed that the current noise, expressed as standard

deviationsi of the passive current, increases linearly with the

size of the exposed area, whereas the pitting potential

decreases. Computer simulations showed [10, 38] that the

current noise, largely caused by the dissolution of

small inclusions, can be correlated to the size of the inclu-

sions. Therefore the pitting potential is also related to the

size of active inclusions [62], as shown in Figure 13.7.

Specifically the size of the inclusions in stainless steels has

to be kept below �1mm to improve substantially the

pitting resistance of stainless steel. This effect was

already observed much earlier by simple immersion

tests [63].

The effect of molybdenum on the pitting behavior of

stainless steels can also be studied by microelectrochemical

techniques and then compared to molybdenum free alloys

having approximately the same impurity level, as shown in

Figure 13.8 [10]. Molybdenum in superaustenitic stainless

steels has only a minor effect on the initiation process. The

superior corrosion resistance of these high-molybdenum-

containing alloys rather has to be attributed to a considerably

improved repassivation behavior.

D3. Stability of Passive Films

The stability of passive films plays an important role with

respect to the pitting behavior of passive alloys. Fast and

effective repassivation of locally activated metal surfaces

only occurs if a stable passive film is formed. Since pit

initiation can hardly be neglected on commercial alloys in

real environments, rapid repassivation inwhich a passive film

of high stability is formed, is very important to obtain highly

corrosion-resistant alloys. In order to understand the impor-

tance of the chemical and electrochemical stability of passive

films with respect to localized corrosion, the behavior of

naturally grown as well as synthetically prepared thin oxide

films has to be studied [64, 65]. In several contributions

Schmuki and co-workers [66, 67] showed that the semicon-

ductive properties and the chemical stability of the thin oxide

films of iron and chromium correlate quite well with those of

naturally grown films. The results indicate that the presence

of Fe(II), acting as doping species in iron oxide, strongly

effects its stability. The good correlation between the semi-

conductive properties and the stability of passive films was

FIGURE 13.7. Correlation between pitting potential and inclusion

size [10].

FIGURE 13.8. Microtransients of DIN 1.4301 (0% Mo) and DIN

1.4529 (6.4% Mo) stainless steels in chloride-free and chloride-

containing solutions [10].
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additionally confirmed, using in situ X-ray absorption near-

edge spectroscopy (XANES) techniques [68, 69]. The ex-

periments showed that the mixed oxides are far more stable

than the pure oxides as shown in Figure 13.9.

The presence of sufficient amounts of chromium oxide

protects iron oxide against reductive dissolution, whereas

iron oxide protects chromium oxide from oxidative dissolu-

tion. During anodic polarization of iron oxide films in acidic

solutions, a deleterious effect of chloride anions compared

with sulfates was found. In HCl solutions of increasing

concentration, not only the increased acidity but also the

increased chloride concentration accelerates the dissolution

markedly [70].

E. PIT GROWTH

Whentheactivestatewithinpitsandcrevicesismaintainedover

an extended period of time, rapid metal dissolution usually

occurs. The resulting pit and crevice geometries as well as the

surface state within the pits vary markedly from open and

polished hemispherical pits on free surfaces to etched crack-

like shapes within crevices, depending largely on the type of

rate-controlling reactions during the growth stage.

The kinetics of pit growth is not only of scientific interest

but is also of great engineering importance for commercial

corrosion-resistant materials, since the possibility of local

breakdown should not be ignored under practical conditions.

Sufficient knowledge of the mechanisms of growth and

stability is therefore a necessary requirement in order to

predict the corrosion behavior of passive metals correctly as

well as for developing new corrosion-resistant materials.

E1. Growth Kinetics

Although pit growth is experimentally much easier to study

and quantify than pit nucleation, substantive information on

pit growth mechanisms was mainly obtained during the last

two decades. In earlier research on aluminum [71–79], iron

[80], and stainless steels [81, 82] under open-circuit condi-

tions, studieswere limited to the description of growth rate by

a simple power law dp¼ atb, whereby dp is the pit depth, t is

time, and a and b are constants, with the latter averaging in

many cases�0.5. Values of b< 1 clearly indicate a decreas-

ing growth rate with time as shown, for example, on alumi-

num in various tap waters [79]. A comprehensive literature

survey, summarizing the rate laws of various metals and

alloys is given in [83]. Numerous investigations have con-

firmed that the presence of chlorides is necessary for pit

growth and that the growth rate increases with increasing

chloride concentration [84–90]; other anions, however, be-

have differently.

To overcome the problems associated with accurate pit

current density measurements, special techniques have been

developed to determine pit growth kinetics. Hunkeler and co-

workers [83, 91, 92] used the time for pits to penetrate metal

foils of different thickness to determine the growth rate of the

fastest growing pits. Using this simple method pit growth

rates in aluminum as well as stainless steels were measured

and several parameters, such as the potential, the composi-

tion of the electrolyte, and the temperature, were varied.

Another elegant approach to study the growth kinetics in-

volved the investigations of two-dimensional pits in thin

metal films as demonstrated by Frankel et at. [93–96]. The

measurements of lateral pit growth rates from analysis of

images of the growing two-dimensional pits provides a very

simple and direct way via Faraday’s law,with no need for any

further assumptions. Investigations were carried out on

different materials such as nickel and aluminum alloys. The

study of single pits, formed in different ways have also been

performed either by masking off a small area, implanting an

activating species at a small spot, or using single-pit electro-

des, such as embedded wires [60, 97–99].

E1.1. Diffusion Control. Several detailed studies on the

kinetics of growing pits, performed in the 1970s, recognized

the presence aswell as the importance of salt layers during pit

growth [100–104]. In Figure 13.10, the pit and crevice growth

of 304 SS in a chloride-containing solution as a function of

the potential, using the foil technique as mentioned above, is

shown [105, 106]. At high potentials, where pits grow on

open surfaces as well as crevices, a potential independent

growth rate is observed, suggesting diffusion-controlled

growth mechanism.

When lower potentials are applied, the mode of localized

corrosion changes to etch-type crevice corrosion with a

strong potential dependence. Below a critical growth rate,

FIGURE 13.9 Dissolution rate of sputter-deposited Fe/Cr oxide

films as function of Cr2O3 content during galvanostatic reduction

and oxidation in borate buffer, pH 8.4. Dissolution rates determined

from the drop of the edge height of XANES spectra during the

experiment. (Reproduced by permission of The Electrochemical

Society, Inc. [70]).
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depending on the chloride concentration, etch-type crevice

corrosion is the only stable form of localized corrosion, since

saturation conditions and salt film formation are not attained.

Concerning the practical significance of diffusion-controlled

pit growth, itmust be pointed out that this type of pit growth is

not often observed on stainless steels since it usually requires

high potentials and/or high chloride concentration.

In the case of unidirectional, single-pit growth using wire

electrodes, the diffusion-controlled pit growth can easily be

calculated using Fick’s first law. Excellent experimental

proof was obtained on stainless steel and nickel, for which

a parabolic rate law was observed [107]. Additionally, it was

found that if the bulk electrolyte contains the corresponding

diffusing metal ion in solution, the pit growth is much faster

in less concentrated solutions, as expected from theoretical

considerations [108].

E1.2. Ohmic/Charge Transfer Control. As pointed out by

Beck [109], pitting on titanium and aluminum occurs at high

ohmic limited current densities. Generation of large amounts

of hydrogen bubbles within the pit strongly increases the

mass transport rate. Therefore the fluid flow of the bulk

electrolyte has little effect on pit growth under such

conditions [110]. Further and more detailed support for

ohmic-controlled pit growth on aluminum was obtained by

Hunkeler [83]. For small Tafel constants, as in the case of

aluminum, and sufficiently large pits (>10 mm), contribu-

tions from charge transfer as well as ohmic transport outside

the pit may be neglected, and a simple parabolic rate law [92]

can be derived in which the preexponential factor depends

directly on the electrolytic conductivity of the bulk electro-

lyte. Due to the generation of hydrogen bubbles during

pitting of aluminum, no significant change in the composi-

tion of the electrolyte within the pit takes place, in contrast to

situations in which diffusion processes control pit growth.

These findings are in excellent agreement with the evaluation

of long-term pit growth measurement under open-circuit

conditions on aluminum in tap water of known conductivity,

as shown in Figure 13.11 [111, 112]. The experimental values

fit very nicely into the parabolic rate law. The resulting

potential difference of � 15mV is in good agreement with

the open-circuit conditions in the absence of strong oxidants.

For materials such as stainless steels or nickel, the

charge transfer reaction cannot be neglected, as shown in

Figure 13.10. A semilogarithmic relationship between cur-

rent density and potential is observed at low potentials,

indicating that mixed ohmic/charge transfer control is prob-

ably effective. Similar results obtained by Newman [6] using

FIGURE 13.10. Mean pit and crevice growth rate �vp vs. potential of type 304 SS [105, 106, 112].

(Reproduced with permission from Advances in Localized Corrosion, p. 70, Copyright � NACE

International. All rights reserved.)
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artificial pit electrodes showed that molybdenum in stainless

steels ennobles the anodic dissolution reaction in the pit

environment.

F. STABILITY OF LOCALIZED CORROSION

The concepts of stability of pitting and crevice corrosion are

based mainly on either compositional changes of the elec-

trolyte within the pit, salt film formation, or sufficiently large

ohmic potential drops within pits. Various authors have

suggested that critical concentrations of ionic species must

be exceeded for stable pit growth to occur. Galvele [113–115]

considered localized acidification as the main reason for

stable pit growth. Sato [116, 117] pointed out that twomodels

of metal dissolution have to be distinguished: (1) active or

etching dissolution, which occurs at lower potentials, and (2)

transpassive or brightening dissolution, which occurs at

relatively noble potentials. For etch pitting, a critical hydro-

gen ion concentration should be reached, whereas for bright-

ening pits, the necessity of a critical concentration of ag-

gressive anions, such as chlorides, was proposed. On the

other hand Vetter and Strehblow [118, 119] concluded from

theoretical considerations that during the early stage of

growth of an open hemispherical pit, the metal chloride

concentration within the pit increases, but not sufficiently

for precipitation to occur, which they considered as a possible

requirement for the stability of pits. Instead, they proposed

that an ion-conducting salt layer on the metal surface results

from adsorption of aggressive anions, such as chlorides.

The significance of an ohmic potential drop within pits

was also questioned by the same authors [118, 119]. For iron,

they estimated potential drops of �18mV, which again

cannot in any case explain the stability of growing pits.

However, several groups at about this time also measured

large potential variations within crevices and pits [120–124],

Pickering and Frankenthal [121–123] explained the large

potential drops by the presence of high resistance paths

caused by gas bubbles inside the pits. More recently, Pick-

ering and co-workers [125, 126] showed that the ohmic (IR)

drop, rather than a compositionvariation, was responsible for

stabilizing crevice corrosion in some systems which exhibit

active/passive transitions in the bulk solution. Most of these

experiments were performed on iron or nickel in sulfuric

acid, where the metal at open-circuit conditions is in the

active state. Therefore, these results may not be sufficiently

general to apply to localized corrosion processes of originally

passive metal surfaces, where an activation process has to

occur first and the active state has to be stabilized even

without an active–passive transition under bulk conditions.

The effect of salt films formed within the pit during the

initiation orgrowthprocess has beendiscussed frequently [84,

118, 119]. Beck and Alkire [103] and Beck and Chan [127]

demonstrated convincingly that the formation of salt films on

stainless steels may be important for the stability of growing

pits. In using a flow cell, it was shown that with increasing

flow velocity the dissolution current increases at first, before

at the highest velocity the current drops drastically due to the

removal of the salt filmand the subsequent repassivationof the

surface. Further support for the importance of salt film

formation was also obtained from evaluation of metastable

pitting on stainless steels [128]. Transition frommetastable to

stable pit growth occurs only when salt-film precipitation

takes place.

Additional results showing the significance of a salt film

were obtained from electrochemical impedance spectro-

scopy. The investigation of the anodic dissolution of artificial

pit electrodes indicated that, in the case of stainless steel and

nickel, significant ohmic potential drops are present within

the salt film during diffusion controlled pit growth. The thin,

conducting salt film stabilizes the active metal surface at the

pit bottom and prevents the repassivation process [108].

Furthermore, a critical potential for salt-film formation Esf

can be determined, below which no salt film can form. The

critical potential for salt-film formation amounts to

� 0.19Vsce and � 0.08Vsce for 302 stainless steel and

nickel, respectively, and does not depend significantly on

the bulk concentration. For 304 SS, the lowest potential, Epi,

where pit initiation occurs and current transients (metastable

pitting) have been found by microelectrochemical measure-

ments [11] coincides with the critical potential for salt-film

formation, Esf, as well as with the photoelectrochemically

determined flatband potential Efb [129], below which no

chloride adsorption takes place. Further investigations are

necessary to clarify whether these values coincide acciden-

tally or a possible correlation exists.

The above discussion of pitting corrosion leads to the

following concept of localized corrosion. At potentials

even below the pitting potential but above Epi a nonzero

FIGURE 13.11. Pit growth on aluminum in tap water at open-

circuit conditions [111]. (Reproduced with permission. Copyright

� NACE International. All rights reserved.)
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probability of pit initiation exists, depending largely on the

type, size, amount, and chemical properties of these local

heterogeneities. Once a pit begins to grow in the presence of

aggressive anions, such as chlorides a thin salt film may be

formed after a transition time. As long as the salt film is

present, stable dissolution occurs, and the growth rate is

diffusion controlled. If the potential is then lowered, pits may

continue to grow if the composition of the pit electrolyte, the

current density, and the potential at the pit bottom are such

that repassivation is not possible. The growth process in this

case is thenmixed ohmic/charge transfer controlled [98, 105,

107]. Under these conditions, the ohmic potential drop inside

and outside of the pit may play an important role.

G. SUMMARY

Localized corrosion is an important but complex problem

responsible for many corrosion failures in engineering ap-

plications. The local breakdown of passivity of commercially

available engineering materials, such as stainless steels,

nickel, or aluminum, occurs preferentially at sites of local

heterogeneities, such as inclusions, second-phase precipi-

tates, or even dislocations. The size, shape, distribution, as

well as the chemical or electrochemical dissolution behavior

(active or inactive) of these heterogeneities in a given envi-

ronment, determine to a large extent whether pit initiation is

followed either by repassivation (metastable pitting) or stable

pit growth, Microelectrochemical techniques, combined

with statistical evaluation of the experimental results allow

to gain more insight into the mechanisms of these processes.

In addition to the local activation or pit initiation process,

the stability of the passive film is decisive for the corrosion

resistance of passive metals and alloys. Fast and effective

repassivation, necessary for highly corrosion-resistant

alloys, may only occur if highly stable films are formed

during repassivation. Therefore, further investigations

should be focused not only on the initiation of localized

corrosion, but also on the stability of passive films. The

stability of passive films is often reflected by the semicon-

ductive properties of these films. Therefore electrochemical

impedance spectroscopy, photoelectrochemical methods as

well as in situ analytical techniques are very valuable tools to

study the chemical and electrochemical behavior of these

passivating oxide films.
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A. INTRODUCTION

Metals and alloys subjected to tensile stresses and exposed to

certain environmental conditions may develop cracks that

would not occur in the absence of either of those controlling

parameters. Not all environments that are corrosive to a

particular metal promote stress corrosion cracking (SCC),

but even some apparently innocuous substances, such as

water, may induce cracking in some materials [1], the

composition and structure of which can play a critical role

in the incidence or otherwise of SCC. The manifestation of

the cracks may create the impression of brittleness in the

metal because the cracks often propagatewith little attendant

deformation, although almost invariably the properties of the

metal conform to ductility specifications.

The incidence of SCC appears to have increased over the

last few decades, possibly because as the problem of general

corrosion has been overcome, by control of environmental

factors and the use of inherently more corrosion-resistant

materials, the probability of more localized forms of corro-

sion has increased. Those trends have been accompanied by

moves toward higher operating stresses, deriving from the

more efficient use of materials, and the more extensive use of

welding as a method of fabrication. The result gives rise to

residual stresses, as do othermethods of fabrication involving

inhomogeneous deformation, and unless such stresses are

relieved, they can promote SCC, the incidence of which is

probably greater from the presence of residual than from

operating stresses alone. An example of SCC resulting from

residual welding stresses is shown in Figure 14.1. Here liquor

seeping from the cracks reveals the positions of the latter,

which are associated with a longitudinal weld where the

principal tensile residual stresses would be parallel to the

weld and of the order of the yield stress in this nonstress

relieved structure [2]. The low rate of growth of those cracks,

the facts that they are visible, and because the operating

pressure is relatively low, would allow appropriate action to

be taken. But invariably that is not the case since the cracks

may grow undetected. This was the case in the failure shown

in Figure 14.2, which is from a buried high-pressure gas

pipeline that failed in service and where the main fracture is

apparent from the separation of the fracture surfaces toward

the top of the photograph. But secondary cracks, emanating

from the soil side, are also apparent [3]. These cracks are not

associated with a weld and the operating stresses undoubt-

edly played a major role in the failure. Both Figures 14.1

and 14.2 show the presence of multiple cracks, which would

be seen to be even more prevalent if examined at higher

magnifications. Multiple cracking frequently also accompa-

nies SCC failures.

Stress corrosion cracking may be associated with inter-

granular or transgranular paths through themetal and, in some

cases, with a mixture of those modes. Examination of metal-

lographic sections from the steels involved with Figures 14.1

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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and14.2 revealed intergranular cracks,with a typical example

in Figure 14.3. An example of an essentially transgranular

crack, in a different pipeline steel from that involved with

Figure 14.3 and exposed to a different environment [4], is

shown in Figure 14.4. Figure 14.5 shows an example of

mixed-mode cracking in an arsenical a brass exposed to

water containing a small amount of sulfur dioxide [5]. In the

same system, cracks may initiate in the intergranular mode,

then change to transgranular as the stress concentration in-

creases with increasing crack depth, and even revert to

intergranular if the crack bifurcates and reduces the stress

concentration. Since the most common mode of failure of

metals is transgranular (e.g., by overload or fatigue), but not

high-temperature creep, intergranular SCC is sometimes

regarded as unusual and has often been associated with the

collection of segregates or precipitates at grain boundaries.

That is undoubtedly so in some cases, ofwhich the propensity

for intergranular SCC in sensitized austenitic stainless steels,

due to the precipitation of chromium carbides in boundaries

and the impoverishment of the surrounding material in chro-

mium is probably the best-known instance [6]. However, as

the examples quoted above involving pipeline steels indicate,

a change in environmentmay result in a change of crack path,

while the examples involving brass indicate that a change in

thestressingconditionsmayalsoresult inachange incracking

mode. Thus, while electrochemical heterogeneity due to

segregates or precipitates at grain boundaries may play a role

in some instances of intergranular SCC, the incidence of the

latter or otherwise is dependent on the environmental and

stressing conditions.

The interactions between environmental and stressing

conditions upon the paths of cracks indicate the possible

problems in deducing some mechanistic hypothesis for SCC

based upon limited studies of a particular system. Mechan-

isms of SCC have been, and continue to be, widely discussed.

Most suggested mechanisms invoke either a process of

localized embrittlement of the metal in the vicinity of the

crack tip or of localized dissolution in that region [7]. There

are variations on both of these themes, so that, for example,

while hydrogen ingress may result in the embrittlement of

some metals, and the mechanism of such embrittlement is a

matter of debate, the formation of films with certain prop-

erties may induce cleavage which, once initiated, continues

to advance into the underlying metal before arresting. Such

film-induced cleavage may involve dealloyed layers in some

alloys, but those layers may play the same role as oxide films,

in preventing lateral dissolution on the crack sides and

concentrating dissolution in the crack tip region, when bare

metal is exposed by straining in the adjacent metal. Such

strains may be associated with transgranular cracking where

bare metal slip steps emerge through films in the crack tip

region, or they may induce intergranular cracking, especially

if electrochemical heterogeneity causes preferential disso-

lution at the grain boundaries. It is possible that with some

environments, both dissolution and hydrogen ingress may

facilitate crack growth. It is not surprising that mechanistic

aspects of SCC are the subject of almost annual conferences,

but for our present purposes the emphasis is on assisting the

practicing engineer predict those combinations of metal

and environment that promote SCC and how they may be

FIGURE 14.1. Stress corrosion cracks in shell of coal gas liquor

recirculating tank [2].

FIGURE 14.2. Secondary SCC on outer surface of high-pressure

gas transmission pipeline near origin of SCC failure [3].
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FIGURE 14.3. Intergranular cracks in pipeline steel [3].

FIGURE 14.5. Mixed-mode SCC in a brass exposed to H2O þ SO2 [5].

FIGURE 14.4. Transgranular cracking in different pipeline steel from that of Figure 14.3 produced

by different environment [4].
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controlled or avoided in particular engineering structures.

Complete mechanistic understanding of SCC would assist in

achieving such goals, but in the absence of such understand-

ing it is still possible to make some advances in relation to

practical control.

B. ENVIRONMENTAL CONDITIONS

FOR SCC

Until about four decades ago, it was thought that SCC

occurred only in particular alloys exposed to a few very

specific environments (e.g., ferritic steels exposed to hydro-

xides or nitrates, brasses exposed to ammoniacal environ-

ments, and austenitic stainless steels or aluminum alloys to

chlorides).While the concept of solution specificity remains,

since not all environments corrosive toward a particular alloy

promote SCC, the number of environments that will promote

that mode of failure has increased considerably in recent

times. It is impossible to list here all of the environments that

have been shown to promote SCC in the commonly used

alloys, but, in terms of predicting whether or not a particular

metal–environment combination is likely to suffer SCC,

certain circumstances need to obtain. Where crack growth

is by a localized dissolution process, potent solutions will

need to promote a critical balance between activity and

passivity since a highly active condition will result in general

corrosion, while a completely passive condition cannot lead

to SCC. For most engineering alloys, inactivity at exposed

surfaces is due to the presence of adherent oxide films on

those surfaces. Then, it is not surprising that the alloys of high

inherent corrosion resistance (e.g., austenitic stainless steels

that readily develop protective films) require an aggressive

ion, such as a halide, to promote SCC. Alternatively, metals

of low inherent corrosion resistance (e.g., C steels) require

the presence of an environment that is itself partially

passivating for SCC. Such steels can fail in solutions of

anodic inhibitors (e.g., nitrates, hydroxides, carbonates, or

phosphates).

The SCC is influenced not only by the presence of

particular ions and their concentration but also by the elec-

trode potential, so that cracking occurs only within certain

potential ranges for particular metal–environment combina-

tions. Figure 14.6 shows the cracking domains for ferritic

steels exposed to various environments (also involving dif-

ferent temperatures, another parameter that can influence

SCC), and pH and potential dependent cracking domains

have been shown to exist for other alloys. The boundaries of

such domains would be expected to relate to particular

reactions involving film formation. For each of the systems

shown in Figure 14.6, the upper boundaries correspond to the

formation of Fe2O3, with ductile failure in slow strain rate

tests at potentials above the cracking domain. There are two

exceptions in that at potentials high enough to form Fe2O3,

nitrates and high-temperature water promote cracking from

within pits. The initiation of cracks from pits has been

FIGURE 14.6. SCC potential–pH domains for ferritic steels in various environments, the latter at a

variety of temperatures, together with equilibrium potentials for discharge of hydrogen at 25�C.
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observed inmany systems andwhile that has sometimes been

related to stress intensification at the base of pits, it is

probably at least as likely to relate to changes in the com-

position of the solution and potential within the pits. With

some bulk solutions, lowering of the pH and potential will

occur in pits, so that the SCC domain for the bulk solution

may be irrelevant and indeed themechanism of crackingmay

change. Thus, Figure 14.6 shows that the cracking domains

are above the equilibrium potentials for hydrogen discharge

from the solutions of various pH values, but even the buffered

solutions (OH, CO3/HCO3, C2H3O2, and PO4), which do not

cause pitting at the concentrations involved with Figure 14.6,

can promote hydrogen-related cracking if the potential is

reduced sufficiently for hydrogen discharge. However, where

acidification of the localized environmentwithin a pit occurs,

hydrogen discharge is likely to be facilitated.

While it is possible to predict cracking domains from

thermodynamic data for some of the systems to which

Figure 14.6 refers, there are difficulties with such predictions

when the bulk environment is changed within a pit or crack

enclave. Moreover, even successful predictions have fol-

lowed from experimental determination of the cracking

domain boundaries and, at present, there is no theoretical

approach to determining whether or not a particular metal–

environment combination, for which there is no prior expe-

rience, will promote SCC.However, there are some relatively

rapid experimental approaches to determining the potency of

systems for SCC, where the bulk environment is itself the

potent solution. The latter may derive from the bulk solution,

which itself may be incapable of promoting SCC, by con-

centration in a crevice or at a heat transfer surface. In these

circumstances predictabilitymaybemore difficult, unless the

possibility of such concentration is recognized. The instances

of SCC in pipelines mentioned in the context of Figures

14.2–14.4 illustrate the point. The transgranular cracking

(Fig 14.4) is due to the presence of a dilute groundwater

containing CO2 (pH� 6.5), while the intergranular cracking

(Figs. 14.2 and 14.3) is due to the generation of a relatively

concentrated carbonate–bicarbonate solution derived from

groundwater but concentrated due to the flow of cathodic

current at the pipe surface and ion transport, as well as heat

transfer in the crevice between the pipe and a disbonded

coating. Where crack advance is by dissolution, the crack tip

must be active, but as the crack advances the crack sidesmust

become relatively inactive, otherwise the sides will extend

laterally and the geometry will be changed to that of a pit.

Figure 14.4 shows evidence of corrosion on the crack sides

increasing inmoving away from the tip, so that the amount of

activity acceptable on the crack sides will depend on the rate

of crack growth. Transitions from electrochemically active to

relatively inactive behaviormaybe expected to be reflected in

the current response of the bare metal exposed to the appro-

priate environment. Thus, dissolution will be associated with

the passage of relatively high anodic current densities, but

with the passage of time this current will decay if filming

occurs.Very rapid rates of decay are not likely to permitmuch

dissolution and so are not likely to be indicative of conditions

conducive to SCC.Very slow rates of decay aremore likely to

be indicative of insufficient development of inactivity to

retain crack geometry. There are various techniques for

measuring these features, including scratching or rapidly

straining electrodes previously filmedat particular potentials.

A convenient way of anticipating the range of potentials in

which SCC may occur is through potentiodynamic polari-

zation curves determined at different sweep rates [8]. If the

potential of an initially film-free surface is rapidly changed

(� 1V/min) over an appropriate range, then the currents

passed at the surfacewill indicate ranges of potential inwhich

relatively high anodic activity is likely. The rapid sweep of

the potential range has the object of minimizing film forma-

tion. If the experiment is repeated at a slow rate (� 10mV/

min) of potential change allowing filming, comparison of the

two curveswill indicate ranges of potential withinwhich high

anodic activity in the film-free condition reduces to insig-

nificant activity at the slow sweep rate, thereby identifying

the range of potentials in which SCC is likely. The method

correctly anticipates SCCof ferritic steels in a number of very

different environments, but is only applicable where air-

formed oxide films can be reduced. Thus for metals with

very stable films one resorts to scraping or rapid straining as a

means of creating bare metal. For systems where cracks may

be initiated from pits, measurement of the pitting potential

can give an indication of theminimum potential for cracking,

while for systems where hydrogen-induced cracking is pos-

sible calculation of the equilibrium potential for hydrogen

discharge, from the pH of the solution, will give an indication

of the highest potential for such cracking. However, in the

application of any of these approaches to estimating poten-

tials for cracking it is well to remember that the surfaces in

plant may differ appreciably in terms of potentials from

those measured in the laboratory, the latter usually on care-

fully polished surfaces, in the same environment. Conse-

quently, a laboratory SCC test at open circuit potential may

not give an adequate indication of the propensity for cracking

in a particular system. A few additional tests at controlled

potentials, defined by some appropriate electrochemical

measurements, are therefore necessary. This is especially so

if cracking does not occur at open circuit.

In relation to the stressing of specimens for assessing the

propensity for SCC in any system, slow strain rate tests

(SSRTs) offer a rapid method of arriving at a result [9, 10].

These, which may be conducted on initially plain or pre-

cracked specimens, are simply tensile tests conducted

at relatively slow strain rates, typically of the order of

�10� 6/s for steels and Cu or Ni alloys, and 10� 5/s for Ti

or Mg alloys. Failure will usually occur in 1 or 2 days and

various parameters may be employed for quantifying

the results, particularly those related to ductility, although
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fractographic or metallographic examination of the failed

samples should be conducted. Obviously, the stressing and/or

straining conditions in SSRTs are beyond those likely to be

experienced in service. Strain rate effects in the latter are

considered later, butwhere the objective of the laboratory test

is to give a “go–no go” result quickly, then SSRTs are

particularly useful.

C. ROLE OF STRESS IN SCC

It is usual to consider the role of stress, or the stress intensity

factor in the case of precracked specimens, in terms of its

influenceuponthetimetofailure inagivensystem.Figure14.7

shows some typical results [11],which indicates that there is a

stress, often referred to as the threshold stress, below which

failure does not occur in an extended test time. The threshold

stress isnotonlya functionofalloycompositionandstructure,

but also of the environmental conditions, including solution

composition, potential, and temperature, so that it is not a

unique property of a material in the sense of a yield or tensile

strength. Moreover, while the threshold stress is sometimes

definedas the stress belowwhich crackingdoes not occur, this

is not necessarily so and it is better defined as the stress above

which total failure occurs, since for some systems cracks have

been shown to initiate below die threshold but to cease to

propagate after some growth. It is difficult to explain why

cracks should cease to propagate on any stress-based argu-

ment, since stress concentration or intensification would be

expected to increasewith crackgrowth under constant load.A

feasible explanation is that it is not stress per se but the strain

rate it engenders that is the controlling factor, and that cracks

cease to propagate when the crack tip strain rate falls below

some critical value related to the rate of film growth. Such an

explanation is consistent with the influence of the relative

times atwhich the stress and the environmental conditions for

cracking are established, creep at constant load prior to the

establishment of the environmental conditions delaying or

preventing cracking in laboratory tests. Obviously, it is also

consistent with the demonstration of the influence of applied

strain rate upon cracking for awidevariety of combinations of

metal and environment, for some of which it has been shown

that sufficiently slow rates of straining can result in ductile

failure without impairment of the tensile strength of the alloy

despite its exposure to a potent cracking environment.

There is another important consequence of the signifi-

cance of strain rate in facilitating crack growth and it relates

to cyclic, as opposed to static, loading. Hysteresis effects are

well known to accompany cyclic loading and the cyclic

stress–strain curves of materials often fall appreciably below

their monotonic loading counterparts, reflecting the fact that

cyclic loading facilitates microplastic deformation [12]. It

follows from such observations that load cycling may pro-

duce SCC at significantly lower stresses than those needed

with static loading. Figure 14.8 shows this to be so for a

pipeline steel exposed to a carbonate–bicarbonate solution

by comparison of the data for static and cyclic loading

conditions [13]. In the absence of cyclic loading (DK¼ 0),

the threshold stress intensity factor, KIscc , is � 21MN/m3/2,

and cyclic loading at the frequency of 11Hz did not alter that

FIGURE 14.7. Initial stress–time to failure curves for ferritic steels with different Ni contents in

boiling 4NNH4NO3. Data points for only one steel are shown but those give an indication of the scatter

for each steel [11].
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threshold, although intergranular cracking extended to DK
values of� 5MN/m3/2 before a transition to transgranular

cracking. With reduction of the frequency of load cycling to

0.19Hz, not only is the purely intergranular cracking ob-

served at higher DK values, but the threshold mean stress

intensity factor is reduced to� 10MN/m3/2 at small values of

DK. Similar large reductions in threshold stresses have been

observed with initially plain specimens when subjected to

cyclic loading at low frequencies and stress amplitudes of

� 20% of the mean stress.

Of course, it may be argued that with cyclic loading what

is being studied is corrosion fatigue, but fractographically the

cyclically loaded specimens are indistinguishable from stat-

ically loaded samples, providing that the DK values are

maintained below those levels that promote transgranular

cracking. Indeed it may be argued that the latter mode of

cracking is more typical of what may be expected in corro-

sion fatigue in such a system. The distinction here then is not

between static and cyclic loading, or SCC and corrosion

fatigue, but rather between relatively small stress amplitudes

at low frequencies, sometimes referred to as ripple loading,

and the much higher stress amplitudes usually involved with

fatigue. Such distinctions are inevitably rather arbitrary, but

there is another point to be remembered in this context, which

relates to environmental influences. The environments that

will promote corrosion fatigue in, say, ferritic steels aremuch

more extensive than those that will promote SCC. A possible

reason is that, as already mentioned, for SCC the environ-

ment needs to have characteristics that assist in the retention

of crack geometry by filming of crack sides, but with large

amplitude stresses mechanical crack sharpening occurs, so

that there are less stringent requirements for the properties of

the environment.

D. PREVENTION AND CONTROL OF SCC

Since the incidence of SCC requires a susceptible alloy to be

exposed to a specific environment at stresses above some

limiting value, it follows that control of the problem may be

through manipulation of any or all of these three parameters.

Ideally, approaches to prevention should begin with the

selectionof a resistant alloy,which is themostusual approach,

followed by consideration of possible modification of the

stress or environment, with variations within these three

themes asoutlined inFigure 14.9 [14].However, it sometimes

happens that SCC occurs in an existing plant when such had

not been anticipated at the design stage or, indeed, that a

susceptible material had to be used because of other con-

siderations, in which cases the approaches to prevention are

restricted.Whateverapproach ispursued, it is likely todepend

on experience or laboratory test data, and it is important to

realize that alloy susceptibility is not simply a function of

alloy composition or structure but also of the environmental

conditions. Thus, Figure 14.7 shows the beneficial effects of

sufficient Ni additions to a ferritic steel upon resistance to

cracking, as measured by the threshold stress, in a nitrate

environment. However, if the same steels are exposed to a

boiling MgCl2 solution, then the Ni additions have the effect

of increasing cracking susceptibility, although much higher

(� 50%) additions may promote immunity, based upon data

for austenitic steels containing some 18–20% Cr [15].

FIGURE14.8. ModifiedGoodman diagram indicating loading parameters for which intergranular or

transgranular cracking were observed in pipeline steel exposed to carbonate–bicarbonate solution at

75�C and � 0.65V(SCE) [13].
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D1. Metallurgical Approaches

There are many published studies of the manipulation of the

composition or structure of alloys to control SCC [16].

Where intergranular cracking is due to segregation at the

grain boundaries, control of the segregant affords a means of

controlling SCC. Thus, restricting the carbon content of

stainless steels to a maximum of 0.02%, whereby weld

sensitization is avoided, can markedly improve cracking

resistance [17]. There are other examples of relatively small

changes in alloy composition markedly influencing cracking

resistance (e.g., in aluminum alloys [18]), but in many

instances, relatively large additions of alloying elements are

necessary to achieve significant improvements in resistance.

The point may be illustrated by data for additions to ferritic

steels in relation to their SCC susceptibility in NO3 or OH

solutions [11]. It has already been mentioned that cracking is

a function of potential for a given environment, and deter-

mination of that relationship in SSRTs affords a means of

comparing the effects of alloying additions. The suscepti-

bility in an SSRTmay be expressed in terms of the ratio of the

time to failure in the potent solution to that in an inert

environment (oil) at the same temperature, a ratio of 1

indicating no susceptibility and increasing departure from

1 indicating increasing susceptibility. A plot of that ratio

against potential bounds an area within which SCC occurs,

that area being a measure of the stress corrosion index (SCI),

and reductions or increases in that area indicate beneficial

or deleterious effects, respectively, for alloying additions.

Multiple regression analysis of the data resulted in the

following equations for the relative effects of various alloy-

ing additions upon SCI in NO3 and OH solutions:

SCIðNO3Þ ¼ 1777� 996% C� 390% Ti� 343%

Alð� 132%MnÞ� 111% Cr� 90%Mo

� 62%Niþ 292%Si

SCIðOHÞ ¼ 105� 45% C� 40%Mn� 13:7%Ni

� 12:3% Cr� 11% Tiþ 2:5%Al

þ 87% Siþ 413%Mo

The first constant on the right-hand side of those ex-

pressions reflects the greater propensity for cracking and

the wider potential range involved with NO3 than OH

solutions, while negative coefficients for the various alloy-

ing elements indicate beneficial effects and positive coeffi-

cients deleterious influences. (Where a coefficient is brack-

eted, the t ratio, the coefficient/standard error of the coef-

ficient, was <2 and only the remaining elements should be

regarded as having significant effects.) The data reflected in

these equations underline a point mentioned earlier, that

alloying additions that are beneficial in relation to cracking

in one environment may not have a similar influence in a

different solution. Thus, while Mo additions are beneficial

in relation to the cracking of ferritic steels in NO3, they are

markedly deleterious in relation to OH-induced cracking,

FIGURE 14.9. Approaches to SCC control.
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largely because they extend the range of potentials for

cracking in OH solutions. It is apparent from the coeffi-

cients involved that relatively large alloying additions are

necessary for large decreases in susceptibility, varying with

the environment and element involved, but averaging some

8–9%, neglecting carbon where other considerations usu-

ally inhibit its involvement in the prevention of SCC. By the

same token, some possible compositions that could be

deduced from those equations as rendering a ferritic steel

immune, would not produce usable materials.

The structure of an alloy is often determined by strength or

ductility considerations rather than SCC resistance, although

the latter has been shown to be influenced by structure in

many materials. In general, large grain sizes are often

associated with relatively low threshold stresses for SCC,

reflecting the influence of grain size upon yield strength, but

increasing the latter by quenching and tempering treatments,

where feasible, or heat-affected zones associated with welds,

may result in higher crack growth rates. In relation to

intergranular SCC, heat treatments may be effective in

redistributing those features at grain boundaries that promote

electrochemical heterogeneity. Thus, solution heat treatment

of stainless steels to redissolve carbides and eliminate Cr

depletion at previously sensitized grain boundaries can be

effective in avoiding SCC [17]. There are other examples

involving materials as diverse as Al and Ni alloys where

cracking can be influenced by appropriate heat treatments.

Structural modification associated with cold work may also

influence SCC resistance, but it will rarely be the case that

this can be used in plant in view of its implications in other

directions.

A review [19] of information on the use of metallic

coatings applied to Al, Mg, and Ti alloys, together with low

alloy and stainless steels, concluded that sacrificial coatings

are beneficial on all those materials except low alloy steels.

Medium-to-higher strength steels are particularly prone to

hydrogen-related cracking, so metallic coatings, especially

Zn, that promote low electrode potentials must be used with

care, with galvanized high-strength steel bolts being capable

of delayed failure when subjected to atmospheric corrosion.

Where SCC occurs in potential ranges above those that lead

to hydrogen discharge, the use of metallic coatings based on

Al, Cr, or Ni can be beneficial, depending on their influence

on potential in relation to the range of the latter in which SCC

occurs. The same review [19] indicates that conversion

coatings applied to Al, Mg, or Ti alloys give little protection

against SCCwhen applied alone, or may even be deleterious,

but in conjunction with high-grade paint schemes, they give

fair protection.

D2. Environmental Approaches

In relation to control through environmental factors,

Figure 14.9 indicates a number of different approaches.

Where the offending chemical species can be removed from

the environment, there is an obvious action, as has been

practiced in cases where small amounts of chloride have

caused cracking of stainless steel. Of course, where the

offending substance is a reactant or product in a process,

that approach is not available and recourse must be to some

alternative, of which anodic or cathodic protection looks

attractive in light of the restricted ranges of potential inwhich

SCC occurs. Cathodic protection could be applied to pre-

venting SCC in the systems to which Figure 14.6 refers,

although as already mentioned, each of those environments

can promote hydrogen-related cracking in steels at suffi-

ciently low potentials. Consequently, the potential needs to

be carefully controlled below the lowest value for dissolu-

tion-related cracking but above the highest potential for

hydrogen-induced failure. Anodic protection could be an

effective means of control for some of the systems involved

with Figure 14.6, although not where cracking is associated

with pitting, since the primary requirement for such protec-

tion is an environment that allows the formation of stable

passivating films at potentials above the cracking domain.

For either of these approaches to SCC control it is vital that

the current required to change the potential reaches all of the

surfaces exposed to the environment This can present some

difficulties where narrow crevices are present in the structure

or where intermittent wetting or discontinuous liquid films

are involved.

Inhibitive additions to environments to control SCC have

long been practiced, especially in relation to the caustic

cracking of boilers, although other systems may be similarly

treated [20, 21]. Oxidizing substances that simply raise the

potential above the range for SCC can be effective providing

they are maintained at an appropriate concentration. How-

ever, some such inhibitors may be unsafe in that they are

ineffective if some other agency operates to cause the po-

tential to remain within the cracking range. Thus, while

raising the pH of NO3 solutions to about 7 inhibits inter-

granular cracking at the open-circuit potential, steels tested at

even higher pH values can suffer SCC if the potential is held

within the cracking range. Clearly the ideal, or safe, inhibitor

is one that prevents cracking even when the potential is

within the range that promotes SCC in the absence of the

inhibitor. Safe inhibitors have been identified for particular

systems and can be effective in preventing the growth of

existing cracks as well as avoiding initiation, while sub-

stances capable of preventing the ingress of hydrogen to

metals are also known. Some of those inhibitors are suitable

for incorporation into paints or other organic coatings,

preferably within the priming coat as leach primers, in view

of the well-established facility of coatings to allow the

passage of water and other molecules.

Temperature is an important parameter in most instances

of SCC, the conditions for cracking in terms of potential

range and crack velocities being typical thermally activated
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processes. While temperatures may be dictated by other

considerations than SCC control (e.g., in process plant),

lower temperatures are less likely to result in cracking in

many situations orwill be associatedwith lower crack growth

rates.

D3. Stress Control

Many practical instances of SCC result from the presence of

residual stresses, so thermal stress relief may be expected to

be beneficial. The most usual problems with applying full

stress relieving heat treatments to structures is that they are

either too large for available furnace capacity or they distort

at the relatively high temperatures involved (� 650�C for

ferritic and � 800�C for austenitic steels). However, partial

stress relief by heating to lower temperatures can be ade-

quate where the total residual and operating stresses are

reduced below the threshold stress. Moreover, these lower

temperatures can be achieved with less distortion in furnace

annealing and can be achieved with locally applied heating

on large structures. The application of local heating to obtain

reduction of the peak tensile residual stresses needs to be

practiced with care, if the thermal stresses involved in the

relieving process are not to simply move the high stresses to

other areas. A variation on local heating for redistributing

stresses has been applied to the stainless steel cracking

problem associated with boiling water reactors. Induction

heating of the outside of a pipe to 500–550�C, while main-

taining the inside surface at 100�C with cooling water,

results in compressive stresses on the inside surface where

SCC may otherwise occur [22]. Similar changes in the

residual stress distribution may be achieved with last pass

heat sink welding, involving the application of a high weld

heat input during the last pass while maintaining the inside

surface of the pipe at � 100�C with flowing water [22].

Compressive stresses at surfaces where SCC would other-

wise initiate can be induced by other means, shot peening or

grit blasting having been shown to be effective in that

respect [14].

While residual stresses probably account for most SCC

failures in service, operational stresses may be becoming an

increasing contributor to such failures, possibly deriving

from the more efficient use of materials by employing

higher operating stresses. Operating conditions are largely

dictated by considerations other than control of SCC, but it

is important to remember that stress cycles in particular

may lower the threshold stress for cracking below that

associated with static loading. In some service situations,

the most damaging stress fluctuations are likely to be

associated with start-up and shutdown, a matter that has

been considered in some detail in relation to the damage to

boiling water reactor components [23]. Otherwise relatively

little consideration has been given to whether or not start-up

or shutdown procedures for plant may be identified that

would minimize SCC risks while remaining realistic from

other operations viewpoints. The latter considerations will

most often override the former, but there are likely to be

some circumstances where operational conditions can be

manipulated to minimize the risk associated with stress

cycles.

While ideally structures should be designed and fabricated

so that SCC is avoided, in practice it is sometimes necessary

to live with the problem. This implies an ability to detect and

measure the size of cracks before they reach the critical size

that may result in catastrophic failure. Such inspection has

important implications for plant design, which obviously

should allow inspection at appropriate locations. Failures

have occurred at locationswhere inspectionwas not possible,

but could have been avoided by inspection had the problem

been anticipated. Themost likely locations for cracking, with

their implications for inspection, are regions of high residual

stress (welded, bolted, or riveted joints) and regions where

stress or environment concentration can occur (notches and

crevices). A variety of nondestructive test (NDT) techniques

are available for monitoring crack growth and provision for

such is now being made at the design stage in some cases so

that early detection can be achieved. There is one NDT

technique that may have widespread use, even though it is

not one for monitoring crack growth so much as detection,

and which is worthy of special mention in the present

context. It involves the use of liquids, such as dye penetrants,

which can themselves induce cracking in some materials,

especially high-strength steels prone to hydrogen-induced

cracking [14].
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A. INTRODUCTION

The four main environmental cracking phenomena of con-

cern [1–5] when steels are exposed to wet H2S environments

are

1. Hydrogen blistering: blister formation, originating at

nonmetallic inclusions

2. Hydrogen-induced cracking (HIC): also known as

stepwise cracking (SWC)

3. Stress-oriented hydrogen-induced cracking (SOHIC)

4. Sulfide stress cracking (SSC): cracking in steels of high

strength or high hardness

These four types of hydrogen damage are illustrated in

Figure 15.1. For any of these to occur, there must be a

corrosive environment and a material that is susceptible to

cracking. The stress may be applied (or residual) stress, as

in SOHIC and SSC, or internal stress resulting from the

internal pressure of hydrogen, as in HIC and hydrogen

blistering.

A variation of HIC, called SOHIC, has also caused fail-

ures; for example, SOHIC in a hard weld microstructure

caused amajor explosion of a pressure vessel [1, 6]. Evidence

suggested that cracks propagated to the critical size by a HIC

mechanism. Hydrogen evolved at the reacting surface can be

absorbed by the steel as atomic hydrogen, as shown in

Figure 15.2, which can diffuse through the steel and enter

hydrogen traps, such as voids around nonmetallic inclusions.

There, hydrogen atoms can combine to form molecular

hydrogen, which can cause the internal pressure to increase

to a level at which cracks initiate and propagate, as shown in

Figure 15.3. In SOHIC, the laminations are arranged in

parallel arrays perpendicular to the surface. Numerous

catastrophic failures have been reported, many of them of

steels of high yield strength for tubing and casing, although

accidents have also occurred with low alloy steels used in

pipelines and pressure vessels [7].

B. HYDROGEN-INDUCED CRACKING

Hydrogen-induced cracking, also known as SWC, can lead to

failures of pipelines, tubulars, and pressure vessels exposed

to sour environments, such as sour gas, sour crude oil, and

other H2S-containing environments [8–10]. Hydrogen-

induced cracking in pipeline steel in the United States was

first reported in 1954 [11]. In 1972, an undersea pipeline

made of Grade 448 (X-65) steel in the Persian Gulf began to

leak after a few weeks of service [12, 13]. The pipe had been

made using a low-temperature (690–750�C) controlled

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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rolling process, which was suspected as contributing to the

cause of failure. Another major failure occurred in 1974 with

a sour-gas pipeline in Saudi Arabia, which occurred within

a few weeks of startup and affected a length of about

10 km [14].

Hydrogen-induced cracking occurs in three steps [15]:

1. Formation of hydrogen atoms at the steel surface and

adsorption on the surface

2. Diffusion of adsorbed hydrogen atoms into the steel

substrate

3. Accumulation of hydrogen atoms at hydrogen traps,

such as voids around inclusions in the steel matrix,

leading to increased internal pressure and crack initi-

ation and propagation

Cracking requires the production of nascent hydrogen

atoms (H0) at the steel surface, usually by a corrosion

reaction in an H2S-containing, aqueous solution:

H2Sþ Fe2þ �!
H2O

FeSþ 2H0

The hydrogen atoms produced at the steel surface may

combine to form innocuous hydrogen gas molecules (H2);

however, in the presence of sulfide or cyanide, the hydrogen

recombination reaction is poisoned, so that the nascent

hydrogen atoms (H0) diffuse into the steel rather than

recombining on the metal surface to form hydrogen gas.

FIGURE 15.1. Schematic presentation of various hydrogen-

induced cracks in steel.

FIGURE 15.2. Mechanism of hydrogen entry.
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Hydrogen atoms that enter the metallic lattice and per-

meate through the metal can cause embrittlement and failure

of structures in service environments. It is generally observed

that, if large amounts of hydrogen are absorbed, there may be

a general loss in ductility. Internal blisters may occur if large

amounts of hydrogen collect in localized areas [16, 17].

Small amounts of dissolved hydrogen may also react with

microstructural features of alloys to produce failures at

applied stress far below the yield strength. All these phe-

nomena are referred to as hydrogen embrittlement [18–23].

Chemical species that have been reported to accelerate

hydrogen damage include hydrogen sulfide (H2S), carbon

dioxide (CO2), chloride (Cl
� ), cyanide (CN� ), and ammo-

nium ion (NH4
þ ).

Some of these species help to produce severe hydrogen

charging of steel equipment and may lead to HIC and

SOHIC, either of which can cause failure. It is essential to

characterize the cracking severity of environments, so that

either aggressive environments can be modified and/or ma-

terials can be selected with adequate resistance to cracking.

The performance of steels is generally considered to be

affected by

Material condition (composition, processing history, mi-

crostructure, and mechanical properties)

Fabrication (welding and joining)

Total stress (applied stress plus residual stress)

Environmental effects (corrosion, HIC, SSC, etc.)

Specific chemical agents in service environments may

result in degradation, and, additionally, degradation is a

function of time, temperature, and other environmental

factors. In certain processes, these effects may be compli-

cated since some environmental variables cannot be easily

characterized because of the dynamic nature of engineering

systems; for example, welded construction in refinery service

involves local variations in chemical composition, inhomo-

geneous microstructure, and residual stresses. These effects

are superimposed on influences of environmental factors,

which add to the complexity of the situation. Careful assess-

ment of service experience, evaluation of failures in plant

tests, and laboratory research are all important and can

provide useful information on parameters that are critical

to serviceability.

B1. Hydrogen Blistering and HIC

Hydrogen blistering occurs as a result of nascent hydrogen

(H0) atoms diffusing through the steel and accumulating

at hydrogen traps, typically voids around inclusions. When

hydrogen atoms meet in a trap and combine, they form

hydrogen gas (H2) molecules in the trap. As more gas

molecules form, the pressure increases, causing HIC and

blister formation. Blisters occur primarily in low-strength

steels (<80 ksi or 535MPa yield strength) and are formed

preferentially along elongated nonmetallic inclusions or

laminations in the steels used for linepipe [24, 25].

Two types of HIC cracks, centerline cracks and

blister cracks, are shown in Figure 15.4. Blister cracks,

Figure 15.4(b), are HIC that form near the surface, where

hydrogen pressure forms blisters. The formation of blister

cracks is related to the type and distribution of nonmetallic

inclusions in the steel. Elongated, type II MnS inclusions as

well as planar arrays of other inclusions are the predominant

initiation sites for cracking. Since inclusions are elongated

and/or aligned in the longitudinal (rolling) direction, the

cracks propagate in the longitudinal direction.

The steels most susceptible to this form of attack are those

with high concentrations of sulfur and manganese, which

FIGURE 15.3. Schematic illustration of cracking mechanism.
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combine during melting to form MnS inclusions. Rolling

tends to elongate these inclusions (Figure 15.5), increasing

the surface area of hydrogen traps. Nevertheless, low-S steels

are not necessarily HIC resistant since alloying for inclusion

shape control, reduced centerline segregation, and reduction

of nitrides and oxides also is necessary [26]. In addition,

high-S steels are not necessarily susceptible to HIC. Micro-

segregation and inclusion shape aremore important than bulk

sulfur content [26].

Hydrogen-induced cracking is a form of blistering in

which lamination-type fissures parallel to the steel surface

link in the through-thickness direction, as shown schemat-

ically in Figure 15.6. This type of damage (Figure 15.7),

caused by linkage of individual defects, can result in rapid

through-wall penetration.

Hydrogen-induced cracking may propagate in a straight

or stepwise manner. Straight growth occurs in steels having

ferrite-pearlite structures if there are high levels of Mn and P

segregation or if there are martensitic or bainitic transfor-

mation structures. The Mn level around linear cracks may be

twice that in the matrix, whereas the P level may be elevated

by a factor of 10 [27–29].

Figure 15.8 shows schematically the stepwise growth of

cracks as conceptualized from models based on stress anal-

ysis of cracking caused by hydrogen accumulation within

voids [30].

1. In case I, two relatively large inclusions are connected.

2. In case II, a small inclusion bridges the gap between

two larger ones.

3. In case III, several small inclusions are connected to an

adjacent larger one.

An example of crack linkage is shown in Figure 15.9.

Linkage of this type has been found to occur if the spacing

between inclusions is <0.3mm.

LikeHIC, SOHIC is caused by atomic hydrogen dissolved

in steel combining irreversibly to form molecular hydrogen.

The molecular hydrogen collects at defects in the metal

lattice, as in HIC. However, due to either applied or residual

stresses, the trapped molecular hydrogen produces micro-

fissures that align and interconnect in the through-wall

direction, as shown in Figure 15.10(a). Although SOHIC

can propagate from blisters caused by HIC and SSC, and

from prior weld defects [31, 32], neither HIC nor SSC are

preconditions for SOHIC [31]. As with HIC, the primary

cause of SOHIC is probably atomic hydrogen produced at the

steel surface by wet acid gas corrosion [9, 33–35].

Stress-oriented hydrogen-induced cracking tends to occur

in the base metal adjacent to hard weldments in pipe and

plate steels where cracks may initiate by SSC. The SOHIC is

characterized by interlinking microscopic cracks oriented

both in the direction perpendicular to the stress and in the

plane defined by nonmetallic inclusions, as shown in Fig-

ure 15.10(b). The SOHIC is a process by which SSC can

propagate in relatively low-strength steels [hardness <22

HRC (Rockwell C hardness)], which would otherwise be

considered resistant to SSC.

B2. Factors Influencing HIC

B2.1. Environmental Factors. Figure 15.11 shows the

hydrogen uptake in steel as a function of pH. Hydrogen-

induced cracking can occur if the hydrogen content exceeds

Cth (threshold hydrogen concentration, about 0.8mL/100 g),

so it can occur for plain carbon steel at pH< 5.8, whereas

with Cu-bearing steel, it would occur only at pH< 4. Copper

alloying improves HIC resistance, particularly in media

containing H2S at pH 4–6. Copper does not improve resis-

tance at pH< 4, and thus, effects of Cu are detected in the

British Petroleum (BP) test, but not in NACE TM0177

solution, as shown in Figure 15.11.

FIGURE 15.4. Two types of HIC. (a) centerline cracks and

(b) blister cracks.
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Hydrogen penetration decreases as the pH increases and

becomes minimal at pH 7.5; at higher pH, hydrogen pene-

tration increases [36]. Hydrogen-induced cracking in alka-

linemedia has been reported [37]; in such cases, NH3 andCN

may accompany the H2S.

Hydrogen-induced cracking is accelerated when Cl�

accompanies H2S; mill scale inhibits HIC in media contain-

ing H2S but lacking Cl� , whereas there is no such effect

when the two occur together [38]. Carbon dioxide often

accompanies H2S in a sour well; the combination of H2S

and CO2 tends to increase the occurrence of HIC and to

increase the concentration of hydrogen at the surface, C0.

Water is almost always present and is essential to HIC

since hydrogen from the cathodic corrosion reaction pene-

trates the steel. When there is no water, corrosion does not

occur, so there is no hydrogen evolved to penetrate, and no

HIC should occur. At elevated H2S contents, the medium is

generally more corrosive [39].

B2.2. Material Factors. The HIC-resistant pipeline steels

have been developed [40–44]. Figure 15.12 [45] compares

susceptibility of various commercial steels based on ingot

cores (where susceptibility is highest). The larger the ingot

the higher the HIC susceptibility. The susceptibility of the

ingot core is ascribed to the high-volume proportion of

segregating materials there, whereas the low susceptibility

at the rim is caused by the low-volume fraction of segregating

materials, as the cooling rate at the surface is high. The upper

FIGURE 15.5. Scanning electron micrograph of coupons tested in sour environment showing,

(a) Massive and elongated nonmetallic inclusion (MnS) and (b) energy-dispersive X-ray (EDX)

analysis of the above cracking surface.

FIGURE 15.6. Schematic illustrating how length and extent of

SWC are defined. “T” indicates the through-thickness direction in

plate or pipe sample.
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part of the ingot has been described as more susceptible than

the bottom part. Because susceptibility depends on nonme-

tallic inclusions and anomalous structures due to P and Mn

segregation, HIC can be reduced either by reducing the

proportion of nonmetallic inclusions by lowering the S

content or by modifying the morphology of segregation by

adding Ca. Tempering is effective in eliminating the low-

temperature anomalous structure. Addition of Cu (> 0.2%) is

also effective. Hot-strip mill products are more susceptible

than plate mill products.

Plate-shaped inclusions provide hydrogen traps and, thus,

tend to raise the HIC susceptibility [46]. Figure 15.13 [29]

shows the crack length ratio as a function of inclusion length,

the two increasing together and not greatly influenced by the

finishing temperature. It has also been found [47, 48] that the

cracking susceptibility in commercial steel is usually larger

at lower rolling temperatures, which may be related to the

shape of the MnS inclusions; that is, those inclusions may be

elongated by controlled rolling at �750�C but are not

deformed at higher temperatures.

FIGURE 15.7. Typical example of stepwise cracking.

FIGURE 15.8. Stepwise crack growth [30].
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FIGURE15.9. Link-up of hydrogen blister arrays formed under stress. [R. T. Hill and M. Iino, in

Current Solutions to Hydrogen Problems in Steels (1982), ASM International, Materials Park,

OH 44073-0002 (formerly the American Society for Metals, Metals Park, OH 44073), p. 198

(Fig. 6).]

FIGURE 15.10. (a) Forms of hydrogen damage in H2S service and (b) metallographic sections of

weld coupons of pipe showing: (1) SWC in the base metal, (2) apparent SSC in weld zone, and

(3) SOHIC and SSC in heat-affected zone (HAZ).
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When S< 0.007, it produces good resistance in the ingot

rim of controlled-rolled and hot-strip mill materials regard-

less of the finishing procedure [44]. The effects of S are not so

evident for specimens from the core, where there are nu-

merous inclusions other than MnS. Type II MnS inclusions

occur in the core, and specimens taken from cores having

average S contents as low as 0.001% can show HIC suscep-

tibility [47, 49]. Calcium is sometimes added for shape

control of type II MnS inclusions, but excess Ca results in

CaS clusters, so that there is a best Ca/S range that depends on

the S concentration [50, 51].

The effects of alloying elements onHIC occur through the

effects on strength, microstructure, and segregation. Copper

affects hydrogen uptake; above 0.2% Cu, susceptibility is

much reduced [29, 52]. Copper reduces C0, but does not alter

Cth [41], so that the NACE TM0177 solution shows no HIC

inhibition as a result of Cu addition to the steel [53–55], Over

1.0% Mn increases the susceptibility, but Q and T treatment

can remove the detrimental Mn effect [40, 42, 56]. When Co

accompanies Cu, the hydrogen uptake is reduced and theHIC

susceptibility is lowered [53].

The elements C, Si, Ni, Cr, and V have only minor effects

on susceptibility [53, 56], although it is stated [53] that Ni

reduces the hydrogen uptake, and it has also been found

[53, 57] thatMo andCu together result in the beneficial effect

of Cu being reduced. It has also been reported [55, 58–59]

that Cu þ W has only slight effects on the sensitivity. It is

claimed [59] that Bi, Pd, or Pt improves the resistance by

forming surface films, but the use of these expensive metals

may not be a practical solution in most applications.

Calcium and rare earth metals, such as La and Ce,

spheroidize nonmetallic inclusions, raising Cth, (i.e., the

resistance); these additions are often used in making steels

for severe environments [41–45].

Manufacturing processes and treatments affect the MnS

morphology and influence sensitivity; for example, rimmed

and Si-killed steels have relatively low susceptibility

because type I MnS predominates [60, 61]. If the MnS

inclusion content is sufficiently low, even the adverse

effects of low-temperature controlled rolling are reduced

[29]. Both Q and T treatments can reduce the susceptibility

substantially [50].

FIGURE15.11. Relationship between pHand hydrogen uptake for

plain and Cu-bearing steels [30].

FIGURE 15.12. Hydrogen-induced cracking susceptibility for commercial steels [28].
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B3. Prevention and Control

There are two ways of inhibiting HIC: One is to prevent

hydrogen from penetrating the steel and another is to reduce

the concentration of hydrogen traps. The HIC can be in-

hibited by using over 0.2% Cu. In addition, Co, Cu þ Co,

Cu þ W, and Ni are also stated to be effective. Alternatively,

an inhibitor can be added to the solution to produce a

protective film [60–63], or the pH can be raised. Using a

paint or lining to isolate the steel may also inhibit hydrogen

penetration and prevent HIC [64–66].

If S is reduced to 0.002–0.005%, the number of non-

metallic inclusions, such as MnS, may be reduced and HIC

inhibited. It is claimed that Ca and rare earth metals inhibit

HIC susceptibility by modifying the morphology of inclu-

sions [67]. Tempering is also effective in eliminating

localized Mn and P segregation if the Mn level is more

than 1%; tempering reduces hardness around inclusions,

and thus, the HIC susceptibility. Calcium added to steels

low in S andMn for use in sour-gas pipelines improves HIC

resistance.

C. SULFIDE STRESS CRACKING

Sulfide stress cracking was first recognized as a serious

problem in the early 1950s,when the oil industry experienced

failures of tubular steels and well-head equipment [11] con-

structed from steels with hardness values greater than HRC

22. The NACE International recommendations to prevent

SSC were based on an approach that has been reasonably

successful in practice; that is, heat treat steels to hardness

levels less thanHRC22.Although the basemetal of steel pipe

normally has hardness levels well below this value, service

failures have occurred in regions of high hardness in theweld

heat-affected zone. It is, therefore, common to apply theHRC

22 limit (equivalent to Vickers hardness “HV 248”) to the

weld/HAZ areas in pipeline steels. Test procedures for SSC

are reviewed in Chapter 78.

Sulfide stress cracking is a form of hydrogen embrittle-

ment that occurs in high-strength steels [3] and in localized

hard zones in weldment [39] of susceptible materials. The

graph in Figure 15.14 shows the synergistic effects of high

steel strength and high H2S concentration in the environment

to cause SSC [68]. In the heat-affected zones adjacent to

welds, there are often very narrow hard zones combined with

regions of high residual tensile stress that may become

embrittled to such an extent by dissolved atomic hydrogen

that they crack, as shown in Figure 15.10(b). Sulfide stress

cracking is directly related to the amount of atomic hydrogen

dissolved in the metal lattice and usually occurs at tempera-

tures below 90�C (194�F) [32]. Sulfide stress cracking also

depends on the composition, microstructure, strength, and

FIGURE 15.13. Relationship between total inclusion length and

crack length ratio [29]. (Copyright 1976 by The American Society

of Mechanical Engineers. Reprinted with permission.)

FIGURE 15.14. The maximum H2S concentration limit for SSC-fiee behavior at 100% of yield

strength [68]. (Copyright Materials Properties Council. Reprinted with permission.)
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the total stress (residual stress plus applied stress) levels of

the steel [31].

C1. Comparison of HIC and SSC

Features of HIC and SSC are compared in Table 15.1; the

orientation of HIC depends on microstructure and morphol-

ogy of nonmetallic inclusions, whereas SSC is perpendicular

to the stress. Sulfide stress cracking occurs only under certain

stress conditions, whereas HIC can occur without external

stress. Sulfide stress cracking occurs in high-strength steel,

whereas HIC occurs in low-strength steel. The occurrence of

HIC depends on nonmetallic inclusions, so that the steel-

making process and the location within the steel ingot are

very important. This resistance can be increased by quench

and temper heat treatments, although SSC of high-strength

steel can occur in mild environments where the steel absorbs

only small amounts of hydrogen. On the other hand, HIC

occurs in low-strength steel in severe environments, in which

appreciable amounts of hydrogen are formed by cathodic

reduction on the steel surface and absorbed by the steel.
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A. INTRODUCTION

Corrosion fatigue is caused by crack development under the

simultaneous action of corrosion and fluctuating, or cyclic,

stress. Many instances of environment-assisted cracking are

caused by corrosion fatigue because loads on most engineer-

ing structures do vary to some extent Corrosion fatigue is

a subject of international conferences [1–3], major review

papers [4–6], and books [7].

Metal subjected to a fluctuating stress will fail at a stress

much lower than is required to cause failure under constant

load. The extent of stress fluctuation is defined by the stress

ratio, R¼minimum stress/maximum stress. The number of

cycles to failure, the fatigue life, increases as the maximum

stress during cycling decreases until the endurance limit, or

fatigue limit, is reached; at or below this stress, the material

undergoes an infinite number of cycles without failure. True

fatigue limits exist for only a limited number of materials;

for the majority of engineering alloys, the fatigue limit

refers to the stress level below which failure does not

occur within a specified number of cycles, usually 107 or

108 cycles.

Fatigue crack growth rate, the increment of crack size per

load cycle, is important for risk assessment and for predicting

remaining life, and is often described by a relationship with

stress intensity factor, K, which includes stress and crack

sizes.

Both the fatigue life and the fatigue limit can be markedly

reduced in the presence of a corrosive environment, and, in

many cases, the endurance limit is no longer observed.

In addition, corrosive environments can accelerate crack

growth. The damage due to corrosion fatigue is almost

alwaysmuch greater than the sumof the damage by corrosion

and fatigue acting separately. Figure 16.1 shows an example

of the reduction of fatigue life and the elimination of the

fatigue limit of high-strength steel in a sodium chloride

solution [8]. This figure also shows that cathodic polarization

restores the fatigue properties of the steel.

In general, a corrosive environment can decrease the

fatigue properties of any engineering alloy, meaning that

corrosion fatigue is not material–environment specific.

Although fatigue cracks are typically transgranular, corro-

sion fatigue cracks can be transgranular, intergranular, or

a combination of both, depending on the mechanical loading

and environmental conditions. Localized corrosion, such as

pitting, often produces favorable sites for corrosion fatigue

crack initiation, but pits are not the only initiation sites, and

pitting is not a necessary precursor to failure. Although

multiple cracks can initiate, fatigue failure often results from

the propagation of a single crack; whereas crack interaction

and coalescence are important in the corrosion fatigue failure

process.

�HerMajesty the Queen in Right of Canada, as represented by theMinister
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B. MECHANISTIC ASPECTS

OF CORROSION FATIGUE

Like stress corrosion cracking, corrosion fatigue depends

on interactions among the material, environmental, chemi-

cal, and electrochemical parameters and mechanical loading

conditions.

Cracking phenomena for ductile alloys involve plastic

deformation, and it is the localization of plastic deformation,

due to cyclic loading, that causes fatigue failure at a stress

level far below the yield stress of the material. There are two

main processes associated with corrosion damage, anodic

metal dissolution and cathodic reactions (often hydrogen

reduction). The reduction of material resistance to fatigue

under the influence of a corrosivemedium can be regarded as

a result of the synergistic enhancements of these processes.

There are two main categories for the mechanisms of

corrosion fatigue: anodic slip dissolution and hydrogen em-

brittlement, as schematically summarized in Figure 16.2 [9].

As shown in Figure 16.2(a), cracks grow by slip dissolution

that results from diffusion of the active species (e.g., water

molecules or halide anions) to the crack tip; rupture of the

protective oxide film at a slip step or in the immediatewake of

a crack tip by strain concentration or fretting contact between

the crack faces; dissolution of the exposed surface; nucleation

and growth of oxide on the bare surface.

For the alternativemechanism of hydrogen embrittlement

in aqueous media, the critical steps [Fig. 16.2(b)] involve:

diffusion of water molecules or hydrogen ions to the

crack tip; reduction to hydrogen atoms adsorbed at the crack

tip; surface diffusion of adsorbed atoms to preferential

surface locations; absorption and diffusion to critical loca-

tions (e.g., grain boundaries, the region of high triaxiality

ahead of a crack tip, or a void).

Under cyclic loading, fretting contact between the

mating crack faces, pumping of the aqueous environments

to the crack tip by the crack walls, and continual blunting and

resharpening of the crack tip by the reversing load influence

the rate of dissolution. Consequently, both cyclic frequency

and stress waveform strongly influence crack development

by corrosion fatigue, whereas for fatigue alone these factors

are usually less significant.

Fatigue damage can be divided into the following four

stages:

1. Precrack Cyclic Deformation. Repetitive mechanical

damage is accumulated in some local regions; dislo-

cation and other substructures may develop; and

persistent slip bands (PSBs, slip bands that develop

on the sample surface during cyclic deformation and

that reappear at the same locations during further

cyclic deformation after polishing the surface),

extrusions, and intrusions form.

2. Crack Initiation and Stage I Growth. Cracks initiate

as a result of deepening of the intrusions; crack growth

in this stage is within the planes of high shear stress.

3. Stage II Crack Propagation. Well-defined cracks

propagate on the planes of high tensile stress in the

direction normal to the maximum tensile stress.

4. Ductile Fracture. When the crack reaches sufficient

length so that the remaining cross section cannot

support the applied load, ductile fracture occurs.

The relative proportion of the total cycles to failure that

are involved in each stage depends on mechanical loading

conditions and on the material. There is considerable

ambiguity in deciding when a cracklike surface feature

should be called a crack. In general, a larger proportion of

the total cycles to failure are involved in propagation of

stage II cracks in low-cycle fatigue than in high-cycle

fatigue, whereas initiation and stage I crack growth com-

prise the largest segment for low-stress, high-cycle fatigue.

The surface conditions of the material also influence the

proportion of each stage in the total fatigue lifetime.

Surface discontinuities, such as sharp notches and nonme-

tallic inclusions, can significantly reduce the number of

cycles required for crack initiation and early stages of

propagation.

A corrosive environment can influence all the stages of

crack development except the last one, in which ductile

FIGURE 16.1. Fatigue life data, S–N curves, for a high-strength

steel under different environmental conditions. Stress ratioR¼ � 1.

Loading frequency 1Hz for tests in 0.6MNaCl solution. Horizontal

arrows indicate failure condition not attained. OCP¼ open-circuit

potential. [Reproduced with permission from Y.-Z. Wang, R. Akid,

and K. J. Miller, “The Effect of Cathodic Polarization on Corrosion

Fatigue of a High Strength Steel in Salt Water,” Fatigue Fract.

Engng. Mater. Struct. 18(3), 295 (1995). Blackwell Science Ltd.,

Oxford, UK.]
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fracture occurs, and can also influence the relative proportion

of the total cycles to failure that take place in each stage.

C. CORROSION FATIGUE CRACK

INITIATION

C1. Role of Nonmetallic Inclusions

For low-stress, high-cycle fatigue, crack initiation consumes

a large portion of the total lifetime. Fatigue crack initiation in

commercial alloys occurs on the surface or the subsurface

and is usually associated with surface defects, especially

nonmetallic inclusions. For an inclusion to be a potential

source of fatigue failure, two main criteria must be fulfilled:

The inclusion should have a critical size and the inclusion

should have a low deformability, related to the expansion

coefficient at the temperature during fatigue [10]. For steels,

the “dangerous” inclusions include single-phase alumina

(A12O3), spinels, and calcium-aluminates > 10mm in size.

The most common elongated sulfide inclusions (MnS)

appear to be the least harmful. Surface discontinuities can

act as stress raisers causing local stress concentration, but it

is the enhanced localization of plastic deformation around an

inclusion that reduces the fatigue resistance of a material.

Preferential attack by an environment at specific surface

locations may provide the most favorable sites for crack

initiation when a cyclically loaded engineering component

or structure is exposed to a corrosive medium during

service. For a high-strength steel exposed to a sodium

chloride solution, it was found that sulfide inclusions con-

tribute sites for corrosion pits and subsequent fatigue crack

initiation, whereas the angular-shaped calcium-aluminates,

which are responsible for fatigue crack initiation in air, did

not affect corrosion fatigue [8, 11]. The relative chemical and

electrochemical activity of an inclusion determines whether

it is preferentially dissolved. Both the stress concentration

FIGURE 16.2. Schematic of (a) slip dissolution and (b) hydrogen embrittlement in aqueous media;

(1) liquid diffusion, (2) discharge and reduction, (3) hydrogen adatom recombination, (4) adatom

surface diffusion, (5) hydrogen absorption in metal, and (6) diffusion of absorbed hydrogen.

(Reproduced with permission from Subra Suresh, Fatigue of Materials, Cambridge University Press,

Cambridge, UK, 1991, p. 363.)
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associated with a pit and the local environment within the

pit, which can be markedly different from the bulk solution,

can significantly affect the cracking process. Sulfide inclu-

sions and the immediate area surrounding them are anodic to

the steel matrix [12, 13]. Hydrogen sulfide (H2S) and HS�

ions formed by dissolution of sulfides have the most dele-

terious effects on development of corrosion pits. TheH2S and

HS� ions produced in solution can catalyze the anodic

dissolution of iron from the matrix and poison the cathodic

discharge of hydrogen. Local acidification due to hydrolysis

of ferrous and ferric ions, in turn, enhances the dissolution

of sulfide inclusions, and accumulation of HS� ions favors

continued localized attack, producing micropits. It has also

been reported that, under the application of a cyclic stress,

corrosion at the inclusion–matrix interfaces develops more

rapidly than under stress-free conditions [13].

For high-strength steel, the reduction in fatigue life by

sodium chloride solution was found to result primarily from

the shorter time for crack initiation to occur, although the

crackgrowth ratewas also accelerated.Figure 16.3 shows that,

for fatigue in air,>80%of the lifewas spent in crack initiation

and propagation below the length of 100mm; the corrosive

environment reduced the fatigue life and also the proportion of

time spent in the crack initiation stage, so that the fatigue life

was predominantly crack propagation [8, 11].

C2. Critical Corrosion Rate

In research on steels, Uhlig and co-workers [14, 15] found

that the fatigue life of initially smooth specimens in aqueous

solutionwas reduced onlywhen a critical dissolution ratewas

exceeded. However, fatigue crack propagation in precracked

specimens was accelerated by applying cathodic polariza-

tion, which suppresses anodic dissolution. Later, it was found

that the fatigue life of a high-strength steel was dominated

by crack initiation, and the influence of the environment on

fatigue life was through the reduction of the initiation time

by corrosion pits, which developed by selective dissolution of

MnS inclusions [8, 11]. Cathodic polarization suppresses

the dissolution rate and prevents pit formation, extending the

time required for crack initiation and restoring the fatigue

life. The increased crack growth rate of well-defined cracks

by cathodic polarization was attributed to hydrogen effects.

The influence of corrosion rate on corrosion fatigue

behavior is also related to themechanical loading conditions.

For a Grade 448 (X-65) pipeline steel exposed to a dilute

solution simulating the groundwater environment, the num-

ber and sizes of cracks were larger at pH 5.6 than at 6.9 when

the applied stress ratio was at or below 0.6; at higher stress

ratio, 0.8, cracking occurred at pH 6.9, but not at 5.6 [16].

This difference in behavior was attributed to the balance

required between corrosion rate and severity of mechanical

loading. For this steel–environment system, passivation that

would prevent crack lateral dissolution does not occur, and

only cyclic loading maintains crack sharpness. High corro-

sion rate accelerates corrosion fatigue when sufficient cyclic

damage is simultaneously induced.

Corrosion fatigue cracks tend to initiate at surface dis-

continuities, such as notches and pits. Nevertheless, crack

initiation is a competitive process, occurring first at the

most favorable sites. Eliminating one type of initiation site

can extend the fatigue life but may not prevent failure by

corrosion fatigue. The beneficial effect of shot peening is

attributed to the compressive stress generated at the surface

layer that delays corrosion fatigue crack initiation.

C3. Three Corrosion Situations

Duquette [6] divided material and corrosive environments

into three groups on the basis of surface conditions:

1. Active dissolution conditions

2. Electrochemically passive conditions

3. Bulk surface films, such as three-dimensional oxides

In the first group, emerging persistent slip bands (PSBs) are

preferentially attacked by dissolution. This preferential attack

leads to mechanical instability of the free surface and the

generation of new and larger PSBs, which localize corrosion

attack and lead to crack initiation. Under passive conditions,

the relative rates of periodic rupture and reformation of the

FIGURE 16.3. Surface crack length versus fraction of lifetime for

high-strength steel at different conditions. The fatigue life data are

shown in Figure 16.1. Number of cycles to failure Nf. [Reproduced

with permission from Y.-Z. Wang, R. Akid, and K. J. Miller, “The

Effect of Cathodic Polarization on Corrosion Fatigue of a High

Strength Steel in Salt Water,” Fatigue Fract. Engng. Mater. Struct.

18(3), 295 (1995). Blackwell Science Ltd., Oxford, UK. and

Reproduced with permission from Y.-Z. Wang and U. Akid,

Corrosion, 52, 92 (1996)]
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passive film control the extent to which corrosion reduces

fatigue resistance. When bulk oxide films are present on a

surface, rupture of the films by PSBs leads to preferential

dissolution of the fresh metal that is produced.

D. CORROSION FATIGUE CRACK

PROPAGATION

D1. Fracture Mechanics Characterization

As in stress corrosion cracking (SCC), the propagation

behavior of well-defined corrosion fatigue cracks is often

described using fracture mechanics, where the average crack

extension per cycle (da/dN) is described as a function of

the applied stress intensity factor range ðDK ¼ Kmax �KminÞ.
Under cyclic loading, corrosion fatigue cracks can propagate

when the maximum stress intensity factor is considerably

below the threshold stress intensity factor for stress corrosion

cracking; and in the presence of a corrosive environment

the crack growth rate can be markedly increased.

It is convenient to characterize the effects of environment on

the rates of fatigue crack growth by considering different

combinations of crack growth rates measured under purely

mechanical fatigue and under SCC conditions. Figure 16.4(a)

schematically illustrates the sigmoidal variation of fatigue

crack growth as a function of stress intensity factor range (on

a log–log scale) under purely mechanical cyclic loading con-

ditions. The typical variation in crack velocity, da/dt, as a

function of the applied stress intensity factor,K, is plotted (on a

log–log scale) inFigure 16.4 (b) forgrowthof cracks inmetallic

materials under sustained loading in the presence of an envi-

ronment. As shown in this figure, the environment has no effect

on fracture behavior below a static stress intensity factor,KISCC ,

the threshold stress intensity factor for the growth of stress

corrosion cracks inmode I (tensile openingmode).AboveKISCC

the crack velocity increases precipitously with increasing

FIGURE 16.4. Schematic representations of the combinations of mechanical fatigue and environ-

mentally assisted crack growth; (a) fatigue crack growth behavior in inert environments, (b) stress

corrosion crack growth under sustained loads, (c) typeA corrosion fatigue crack growth, true corrosion

fatigue, arising from synergistic effects of cyclic loads and aggressive environment, (d) stress

corrosion–fatigue behavior obtained from a superposition of mechanical fatigue (a) and stress

corrosion cracking (b), and (e) mixed corrosion fatigue behavior obtained from a combination of

(c) and (d). Reproduced with permission from A. J. McEvily and R. P. Wei, “Fracture Mechanics and

CorrosionFatigue,” inCorrosion Fatigue: Chemistry,Mechanics andMicrostructure, O.Devereux,A.

J. McEvily, and R. W. Staehle (Eds.), NACE-2, NACE, Houston, TX, 1972, p. 381.

CORROSION FATIGUE CRACK PROPAGATION 199



 stress intensity factor,K (region I). This region is followed by

a region of growth (region II) inwhich the crack increment per

unit time is essentially independent of the applied K. As the

maximum stress intensity factor approaches the fracture

toughness of the material, KIC (region III), there is a steep

increase in crack velocity.

Corrosion fatigue crack growth can be schematically

represented in three ways [17]. Figure 16.4(c) illustrates

type A true corrosion fatigue growth behavior in which the

synergistic interaction between cyclic plastic deformation

and environment produces cycle- and time-dependent crack

growth rates. True corrosion fatigue influences cyclic frac-

ture even at maximum stress intensity factor Kmax in fatigue

< KISCC . The cyclic load form is important. Figure 16.4(d)

shows the stress corrosion fatigue process, type B, purely

time-dependent corrosion fatigue crack propagation that is

a simple superposition of mechanical fatigue [Fig. 16.4(a)]

and SCC [Fig. 16.4(b)]. Stress corrosion fatigue occurs only

when Kmax > KISCC . In this model, the cyclic character of

loading is not important. The combination of true corrosion

fatigue and stress corrosion fatigue results in type C, the

most general form of corrosion fatigue crack propagation

behavior, Figure 16.4(e), which involves cyclic time-

dependent acceleration in da/dN below KISCC, combined with

time-dependent cracking (SCC) above the threshold.

Figure 16.5 shows examples of corrosion fatigue crack

propagation behavior. Figure 16.5(a) illustrates the behavior

of maraging steel exposed to 3% NaCl [18], representing

Type A growth, and Figure 16.5(b) shows the behavior of

high-strength type 4340 [Unified Numbering System (UNS)

FIGURE 16.5. Corrosion fatigue crack growth behavior, (a) The effect of stress waveform on fatigue

crack growth in 12Ni-%Cr-3Mo steel is 3% NaCl solution at 0.1Hz at room temperature. Reproduced

from J. M. Barsom, “Effect of Cyclic Stress Form on Corrosion Fatigue Crack Propagation Below

KISCC in a High-Yield-Strength Steel,” in Corrosion Fatigue: Chemistry, Mechanics and Micro-

structure, O. Devereux, A. J. McEvily, and R.W. Staehle (Eds.), NACE-2, NACE, Houston. TX, 1972,

p. 426. (b) Time-dependent corrosion fatigue above KISCC for high-strength type 4340 steel in water

vapor, modeled by linear superposition. Reproduced from R. P. Wei and G. W. Simmons,

“Environment EnhancedFatigueCrackGrowth inHigh-Strength Steels,” inStressCorrosion Cracking

and Hydrogen Embrittlement of Iron Base Alloys, R.W. Staehle, J. Hochmann, R. D. McCright, and

J. E. Slater (Eds.), NACE-5, NACE, Houston, TX, 1973, p. 751. (Reproduced with permission.

Copyright � NACE International, Houston, TX.) (1 in./cycle¼ 25.4mm/cycle; 1 ksi � in.1/2¼
1.098MPa � ffiffiffiffi

m
p

).
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FIGURE 16.6. Corrosion fatigue of Al–Zn–Mg alloy, 7017 in natural seawater. (a) Crack growth rate as a function of DK for a range of cyclic

loading frequencies, (b) The dependence of corrosion fatigue fracture morphologies in terms of cyclic loading frequency and DK. (c) Fracture
morphologies in terms of crack growth rate and cyclic loading frequency. [Reprinted fromN. J. H. Holroyd andD.Hardie, “Factors Controlling

Crack Velocity in 7000 Series Aluminum Alloys during Fatigue in an Aggressive Environment,” Corrosion Science, 23, pp. 529, 533, 535

(1983), with permission from Elsevier Science.]
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G43400] steel in water vapor and argon [19], representing

type B growth. In Figure 16.5(a), there is a substantial

corrosion fatigue effect below the static load threshold, but

only for those load waveforms that include a slow deforma-

tion rate to maximum stress intensity. The solid line in

Figure 16.5(b) demonstrates that time-dependent corrosion

fatigue crack growth rates are accurately predicted by linear

superposition of stress corrosion crack growth rates (da/dt)

integrated over the load–time function for fatigue.

A number of interactive variables influence the relation-

ship between corrosion fatigue crack growth rate and stress

intensity. Growth rates are affected by environmental chem-

ical variables (e.g., temperature; gas pressure and impurity

content; electrolyte pH, potential, conductivity, and halogen

or sulfide ion content); by mechanical variables, such as DK,
mean stress, frequency, waveform, and overload; and by

metallurgical variables, including impurity composition,

microstructure, and cyclic deformation mode. Time, or load-

ing frequency, is also critical.

Figure 16.6 shows the effect of loading frequency and stress

intensity range on the corrosion fatigue crack growth rate and

the cracking morphology of Al–Zn–Mg alloy, 7017, in natural

seawater [20]. Although da/dN � DK shows type B growth

behavior, a simple superposition model is inappropriate for

describing thecorrosion fatigue crackgrowth rate and the effect

of load frequency. The cracking morphology, intergranular or

transgranular, is influenced by both the load frequency and the

stress intensity factor range, and intergranular cracking can

occur at a very high load frequency (70Hz) as long as the DK
values are sufficiently low. The frequency dependence of the

crack velocities associated with the transition from intergran-

ular to transgranular cracking shows a linear relationship with

the square root of the loading cycle period, implying that

the rate-controlling step is consistent with grain boundary

diffusion of hydrogen during the loading cycle.

Corrosion fatigue can be prevented by using high-

performance alloys resistant to corrosion fatigue; but for most

engineering applications this approach may not be practical

because of the availability and cost of these alloys. In general,

methods that reduce corrosion rate and/or cyclic damage can

be beneficial for eliminating corrosion fatigue damage.While

effective coatings and inhibitors can delay the initiation of

corrosion fatigue cracks, improving surface conditions is also

very useful. Compared with reducing the maximum stress

level, it is often more beneficial and more cost effective to

reduce the magnitude of the stress fluctuation.
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A. INTRODUCTION

The effect of flow on corrosion is complex and varied and is

dependent on both the chemistry and physics of a system.The

effect of chemistry is typical of most corrosion mechanisms

except that flow has a significant effect on the kinetics of the

corrosion reactions and the phases participating in the cor-

rosion reaction. These effects are related to the influence of

flow on the movement, distribution, and mixing of fluids in

the flowing system.

The key variable defining the effect of flow on corrosion is

turbulence. High turbulence can result in flow-induced cor-

rosion, erosion–corrosion, or cavitation. Low turbulence can

result in corrosion in a separated water phase and allows the

occurrence of corrosion under deposits and/or in separated

liquid water. The emphasis is on flow in pipes since pipe flow

is the location of the vast majority of flow-induced corrosion

problems.

“Flow-induced corrosion” is the term used to describe the

increase in corrosion resulting from high fluid turbulence due

to the flow of a fluid over a surface in a flowing single or

multiphase system. “Underdeposit corrosion” is the term

used to describe the increased corrosion occurring in a

separated water phase beneath deposits of nonmetallic solids

on a metal surface resulting from low-flow turbulence.

A clear understanding of the difference between flow-

induced corrosion and “erosion–corrosion” aids in the dis-

cussion. The two are not the same, as indicated by the

definitions of these terms in the Glossary. Flow-induced

corrosion is the increase in corrosion resulting from in-

creased fluid turbulence intensity and mass transfer as a

result of the flow of a fluid over a surface. Erosion–corrosion

is the increased corrosion due to the physical impact on a

surface causingmechanical damage. The impact can be from

solid particles entrained in a liquid or gas phase or liquid

droplets entrained in a gas phase. The effect of erosion on

corrosion is covered in Chapter 18, Erosion–Corrosion in

Single- and Multiphase Flow.

B. FLOWBASICSRELATEDTOCORROSION

Corrosion is a surface phenomenon, and, as such, what goes

on at the metal surface has a profound effect on corrosion.

Many aspects of fluid dynamics relate to and define the

interactions of a fluid with the surface that are important to

corrosion.
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When a fluid flows over a solid surface, the flow is

characterized as either laminar or turbulent. In most situa-

tions where the effect of fluid flow on corrosion is important,

the flow is turbulent; so the physical structure of turbulent

flow is a primary consideration. A number of possibly

unfamiliar terms introduced in this chapter are defined in

theGlossary. The definitions of symbols used in equations are

given in the Nomenclature at the end of this chapter.

B1. Turbulent Boundary Layer

Fully developed turbulent flow consists of a turbulent core

where the mean velocity is essentially constant and a bound-

ary layer of varying fluid velocity near the solid–fluid

interface. The majority of the changes in fluid stress char-

acteristics, turbulence, mass transfer, and fluid interaction

with the wall occur within this boundary layer.

All mean and turbulent velocity components of the flow

must go to zero at the wall and must be very small in the

immediate vicinity of thewall. Therefore, the components of

all turbulent stresses must also go to zero at the wall, leaving

only the viscous stresses of laminar flow to act on the wall.

This layer near the wall within the boundary layer, where

viscous forces dominate over turbulent forces and flow is

laminar-like, is termed the viscous sublayer. There is a

transfer of turbulent energy from the outer layer to the

viscous sublayer and a turbulent diffusion of energy from

the laminar sublayer to the outer layer at approximately equal

rates for established flow. A diagram of these layers and the

transfer processes is shown in Figure 17.1 [1].

The calculated boundary layer thickness generally re-

ferred to in the corrosion literature is related to and repre-

sentative of the physical boundary layer but is actually a

defined thickness that is a linear approximation [2]. This

approximation for the diffusion boundary layer (dd) and the

hydrodynamic boundary layer (dn) is shown graphically in

Figure 17.2 [3]. The approximation assumes that the flowing

fluid can be broken down into two parts: (1) a thin boundary

layer near the solid surface and (2) the bulk solution, and that

the transition occurs abruptly, defining the boundary layer

thickness. The basic assumption is that momentum and mass

transport occur by viscous flow and diffusion within the

boundary layer, as measured by the mass transfer coefficient

(k) and the shear stress (t), and by turbulent flow and

convection outside the boundary layer [2].

The turbulent boundary layer is further resolved into three

regions: an outer “logarithmic” region (30< yþ < 100), an

intermediate “buffer” region (5< yþ < 30), and, very close

to the solidwall, a “viscous” region (yþ < 5),where yþ is the

dimensionless viscous length perpendicular to the wall,

defined as yþ ¼ yut=n [4]. A diagram of these layers along

with an idealized plot of the normalized turbulent velocity

variation is shown in Figure 17.3 [4]. Experimental details of

the variation in boundary layer turbulencewith distance from

the wall are given by Kline et al. in their extensive study into

the structure of the turbulent boundary layer [3].

The nature of the turbulent boundary layer dictates that

this is where the processes that control corrosion and film

formation will occur. The majority of the movement of

corroding species to, and of corrosion products from, the

wall and chemical reactions with the wall must occur in this

region. Therefore, any disturbance in the turbulent boundary

layer must be a primary factor affecting the corrosion

process.

B2. Boundary Layer Disruption

Disruption of the boundary layer in turbulent flow occurs

primarily by the formation of turbulent bursts and sweeps.

The turbulent burst is an ejection offluid from thewall, which

also causes fluid to impinge on the wall by the simultaneous

formation of sweeps, or movement of fluid toward the wall.

Turbulent bursts and sweeps occur through the formation of

vortices and the lift-up of wall streaks [5].

One process of vortex formation and evolution into a

turbulent burst proposed by Praturi and Brodkey [6] is

illustrated in Figure 17.4. The vortex moves with the flow

and is increasingly tilted by the mean shear in the viscous

WALL

Outer Layer

Viscous Sublayer

Turbulent Stress Dominant

Energy transfer 
inward by 
Reynolds Stress

Diffusion of 
turbulent energy 
from sublayer

Conversion into turbulent 
energy and dissipation

Outer Edge of Hydrodynamic Boundary Layer

FIGURE 17.1. Basic structure of turbulent boundary layer and associated mechanical energy flow

within the boundary layer [1].

204 FLOW EFFECTS ON CORROSION



 

region (stages 1–4). At some point, the vortex becomes

unstable and a strong ejection occurs along with a rapid

sweep of fluid into the viscous region (stage 5). It is evident

that severe pressure fluctuations must occur with the forma-

tion of a turbulent burst and during the rapid ejection of fluid.

A slightly different model of the bursting process is given

byOften andKline, where a description of the complete burst

cycle is given [7]. In this model, bursting is associated with

wall streaks and stretched and lifted vortices. All of the

current theories ofwall turbulence agree in the basic structure

of the turbulence, that is, the existence and interaction of

turbulent bursts, ejections, sweeps, and wall streaks. The

differences lie in the mechanisms of formation of these

structures and the details of their interaction.

An excellent review of the present understanding of the

turbulent boundary layer structure is given by Robinson [8].

As a result of this review, Robinson concluded that coherent

motions exist in the viscous region, that they consist of

elongated, unsteady regions of high- and low-speed streaks,

and that sweep motions dominate the viscous region. The

majority of the coherent flow structures occur in the buffer

region of the turbulent boundary layer, with only sweeps

and ejections penetrating into the viscous layer [8]. Laser

Doppler measurements have clearly demonstrated the

presence of turbulence in the viscous region near the wall

as shown in Figure 17.5 [4].

The relationship of turbulent structures in the boundary

layer, specifically nearwall bursting activity, and fluctuations
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FIGURE 17.3. Structure of the turbulent boundary layer with an idealized plot of the normalized

turbulent velocity variationwith distance from thewall, expressed as dimensionless viscous length [4].
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in the wall shear stress and wall pressure were measured by

Thomas and Bull [9]. A diagram of their results is given in

Figure 17.6. This work provides evidence of significant

variations in wall shear stress related to the boundary layer

turbulence generation process that could have a major effect

on corrosion processes.

B3. Flow Parameters

Fluid flowmust be expressed in terms broadly related to flow

parameters that are common to all hydrodynamic systems

and that effectively define the interaction of the fluid with the

metal surface. The parameters that best fit this requirement

are wall shear stress (tw) and mass transfer coefficient (k).

These parameters are calculated from empirical equations

developed to characterize fluid flow.

B3.1. Wall Shear Stress. Wall shear stress is a direct

measure of the viscous energy loss within the turbulent

boundary layer and is related to the intensity of turbulence

in the fluid. It is defined as the isothermal pressure loss in a

movingfluidwithin an incremental length due tofluid friction

as a result of contact with a stationarywall. Themathematical

definition of wall shear stress, tw, is as follows. [2] The total
shear stress, t, in a fluidmoving past a fixedwall is the sum of

the viscous and turbulent stresses, expressed as

t ¼ n
q�U
qy

� �
� uxuy ð17:1Þ

where

n ¼ kinematic viscosity (m2/s)

U ¼ mean velocity (m/s)

y ¼ direction ? to the surface (m)

ux, and uy ¼ fluctuating velocity component (m/s) in the

x and y direction

TheReynolds stresses (uxuy) go to zero at thewall, leaving

only the viscous stress in the fluid. Thewall shear stress, tw, is
defined as this viscous shear stress at the wall (y¼ 0),

expressed as

tw ¼ n
qU
qy

� �
y¼0

ð17:2Þ

B3.2. Mass TransferCoefficient. Mass transfer defines the

chemical and electrochemical effects offluid flow. It relates to

the transport of reactive chemical species from the bulk

solution to and from the solid surface through the boundary

layer. It defines the movement of corrosive species to the

metal surface and the movement of corrosion products away

FLOW DIRECTION
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FIGURE 17.4. Progression of near-wall flow illustrating the formation of shear layer vortices and

evolution into turbulent bursts [6].
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y+  = 3.8
Re = 8200

FIGURE 17.5. Laser Doppler measurements at yþ ¼ 3.8, showing

turbulence inside viscous region for water flowing in rectangular

pipe. The large peak is the main velocity component, and the small

peaks represent instantaneous velocity fluctuations [4].
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from themetal surface. The diffusion layer, in which themass

transfer occurs, is roughly defined by the diffusion mass flux

density (Nb,y) as expressed in theNernst diffusionmodel [10]:

Nj;y ¼ �Dj
dCj

dy

� �
y

¼ �Dj
Cj;0 �Cj;y

dd
ð17:3Þ

where

Nj,y ¼ mass flux density of species j in the y direction

(mol/m2 s)

Dj ¼ diffusion coefficient for species j (m2/s)

Cj ¼ concentration of species j (mol/L)

dd ¼ diffusion boundary layer thickness (m)

The mass transfer coefficient, kd, is defined as the pro-

portionality between the mass flux density and the concen-

tration gradient, expressed as

kd ¼ Nj;y

Cj;0 �Cj;y
ð17:4Þ

Substituting the definition of the flux density from

Eq. (17.3), the mass transfer coefficient is defined as

kd ¼ Dj

dd
ð17:5Þ

B3.3. Interrelationship of Mass Transfer Coefficient and
Wall Shear Stress. Mass transfer is related to wall shear

stress in that changes in flow parameters that affect one result

in changes in theother.Thediffusioncoefficient canbe related

to the wall shear stress by the Chilton–Colburn analogy:

kd � tw
r

� �0:5

ð17:6Þ

where r is fluid density (kg/m3). This relationship is more

precisely defined as

kd ¼ 17:24
tw
r

� �0:5

Sc
2=3 for Sc > 100 ð17:7Þ

where Sc is the Schmidt number.

C. FLOW REGIME AND FLOW CORROSION

C1. Single-Phase Flow

Single-phase flow consists of only one phase, gas or liquid. In

single-phase aqueous systems there is a flow pattern that

consists of a turbulent core and a boundary layer near the

solid–fluid interface as described earlier. All of the mass and

momentum transfer to the boundary layer occurs through this

turbulent core. The equations and relationships discussed in

the sections onwall shear stress andmass transfer are directly

applicable to the single-phase flow situation.

C2. Multiphase Flow and Flow Regime

For multiphase flow the volume flow rates of the various

phases affect the resulting flow pattern, called the “flow

regime.” The flow regime is a primary consideration in the

determination of flow-induced corrosion in multiphase flow.

The basic criterion for flow-induced corrosion in multiphase

 τw

pw

New StreakLift-up

Break-up

Sweep

FIGURE 17.6. Wall shear stress and wall pressure fluctuations in relation to location of near-wall

bursting activity in turbulent boundary layer [9].
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flow is that a liquid corrosive phase be present and be in

contact with the metal surface. The flow regime affects the

turbulence in the liquid phase, the location of the liquid

phase in the flowing stream, and whether or not solids can

settle out of the flowing stream. An example of a flow regime

map showing the flow regimes encountered in multiphase

gas–liquid horizontal flow is given in Figure 17.7 [11].

The bubbly flow regime occurs in liquid systems with low

gas and high liquid rates. Stratified flow occurs at low liquid

rates or when a liquid phase condenses. The liquid in

stratified flow is generally stagnant or very low flow, with

low turbulence.

Slug flow occurs at higher liquid flow rates and is char-

acterized by very high turbulence, with a corresponding

influence on corrosion [10]. This flow regime has the most

severe effect on corrosion.

Annular flow occurs at very high gas rates over a wide

range of liquid production rates. Turbulence in annular flow

with respect to the effects on corrosion is not well

characterized.

A diagram of the flow regimes encountered in gas–water

horizontal flow is given in Figure 17.8 [11] and hydrocarbon–

water flow in Figure 17.9 [12]. When a hydrocarbon phase is

present, the significant aspect of the flow regimewith respect

to corrosion is the separation of the hydrocarbon and water–

liquid phases, or the level of turbulence required to eliminate

thewater phase as a separate entity contacting themetal wall.

A diagram of the flow regimes encountered in gas–

hydrocarbon–water horizontal flow and the flow regime map

is given in Figure 17.10 [13]. Gas–hydrocarbon–water

flow combines the characteristics of the gas–water and

hydrocarbon–water flow regimes. The gas phase adds a high

degree of turbulence, but the primary corrosion concern is the

contact of water with the metal wall.

The flow regime maps shown are for horizontal flow and

are significantly altered for inclined flow [14]. The effect of

inclination is particularly important for the occurrence and

severity of slug flowwith upward inclination, where both the

frequency and intensity of the slug increases [14]. This is

particularly significant due to the effect of slug flow on

turbulence and corrosion [13].

A generalized summary of the types of corrosion expected

for the various flow regimes, along with the location of free
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FIGURE 17.7. Typical gas–liquid flow regime map showing

boundaries between various regions [11].
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FIGURE 17.8. Gas–water two-phase flow regimes in horizontal pipes [11].
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water and thewater turbulence, is outlined in Table 17.1 [15].

The flow regimes where either underdeposit corrosion or

flow-induced corrosion is expected are given in this table.

C3. Effect of Disturbed Flow

Flow-induced corrosion failures inmany environments occur

in areas where fully developed flow patterns are disrupted,

termed regions of disturbed flow [15–18]. Examples of these

disturbed flow locations are:

. Downstream of weld beads, at pipe joints and upsets

. Downstream of pipe fittings, at preexisting pits

. Downstream of valves, at bends and elbows in piping

. Downstream of orifice plates, at heat exchanger tube

inlets

The flow disturbance destroys the fully developed hydro-

dynamic boundary layer and the diffusion boundary layer.

The effect of this boundary layer disruption is the production

SEMI-MIXED

DISPERSED

SEGREGATED

CONCENTRIC

MIXED

SLUG

SEMI-DISPERSED

SEMI-SEGREGATED

FIGURE 17.9. Hydrocarbon–water flow regimes in horizontal pipes [12].
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FIGURE 17.10. Gas–oil–water three-phase flow regimes in horizontal pipes [13].
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of a steady-state condition as opposed to an equilibrium

condition. In this case, the normal equilibrium corrosion

reactions cannot be maintained, and a steady-state condition

is established. The result is increased corrosion at the location

of the flow disturbance, although the corrosion rate in the rest

of the pipewall is low. The corrosion pattern appears as large

pits or corroded areas, often showing the signs of flow

direction. A schematic of the effect of disturbed flow over

a weld bead is shown in Figure 17.11 [15].

C4. Low-Turbulence-Flow Corrosion

Low-turbulence-flow corrosion occurs inmultiphase flow for

a stratified flow regime and in single-phase flow containing

solids where the turbulence is insufficient to keep the solids

suspended. In low-turbulence conditions where solids are

present deposits can accumulate at the bottom of a horizontal

or slightly inclined line. A schematic showing the occurrence

of corrosion under the accumulation of deposits in the bottom

of a pipeline is shown in Figure 17.12. An example of the

severe corrosion that can occur in the bottom of a pipeline

under deposits is shown in Figure 17.13.

The presence of the solids deposit can also result in

crevice corrosion of susceptible alloys, where the deposited

solids form a crevice on themetal underneath. This can result

in a differential aeration or differential metal ion concentra-

tion corrosion cell. This can result in a galvanic interaction

between the steel under the deposit and that outside the

deposit. The deposit can also allow bacteria to proliferate,

resulting in microbiologically induced corrosion (MIC).

Colonies of bacteria grow under the deposits and are pro-

tected by the deposits.

For passive metals such as stainless steels, the area under

the deposit can lose passivity, resulting in an active–passive

galvanic couple. The area under the deposit can acidify just as

in a traditional crevice, accelerating corrosion in that area.

This is particularly severe when the water phase contains

chlorides.

Liquid and possibly solids accumulation in gas lines can

be present in areas of liquid holdup. This occurs primarily on

TABLE 17.1. Flow Regime Influence on Corrosion Type [15]

Flow Regime Free Water Location Water Turbulence Corrosion Type

Gas/water

Stratified flow Bottom Stagnant to laminar Underdeposit corrosion

Pitting of stainless steels

Slug flow Mostly bottom, mixed Very turbulent Flow-induced corrosion

Annular flow Circumferential Turbulent Flow-induced corrosion

Gas–liquid–water

Stratified flow Bottom, separated Stagnant to laminar Underdeposit corrosion

Pitting of stainless steels

Slug flow Mostly bottom, mixed Very turbulent Flow-induced corrosion

Annular flow Circumferential Possibly turbulent Flow-induced corrosion

Liquid–water

Segregated flow Bottom Stagnant to laminar Underdeposit corrosion

Pitting of stainless steels

Mixed flow Mostly bottom, mixed Laminar to turbulent Underdeposit corrosion

Dispersed flow Mixed Turbulent Flow-induced corrosiona

aOnly if the hydrocarbon water mixed phase is water external, that is, contacts the pipe wall.

Equilibrium hydrodynamic and 
diffusion boundary layers

Equilibrium hydrodynamic 
and diffusion boundary 
layers destroyed, steady 
state established

Equilibrium hydrodynamic 
and diffusion boundary 
layers reestablished

STEEL

FIGURE 17.11. Effect of disrupted flow over weld bead on boundary layer [15].
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FIGURE 17.12. Occurrence of corrosion under water–solids deposits in bottom of pipeline at

locations where liquid holdup occurs.

FIGURE 17.13. Corrosion in bottom of pipeline resulting from solids deposits under low-flow conditions.
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FIGURE 17.14. Locations where liquid holdup and solids deposition can occur.
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areas of upward elevation change or at low spots, as shown in

Figure 17.14. In these areas, gas moves across the top of the

accumulated water, but the actual flow in the water is

generally very slow to stagnant. Even with a high gas flow

rate through the pipeline, the liquid flow in the areas of liquid

holdup is sufficiently low to allow entrained solids to drop

out from the liquid stream and settle to the bottom of the

pipeline.

NOMENCLATURE

C Concentration (mol/L)

D Diffusion coefficient (m2/s)

d Diameter, m

e Roughness factor, m

i Current density, A/m2

K mass transfer coefficient (m/s)

L Characteristic length, m

N Mass flux density (mol/m2s)

P Pressure, Pa, kg/m s2

Rcor Corrosion rate, mm/y, mpy

r Radius or radial distance, m

T Temperature, �C
t Time, s

U Mean velocity, m/s

u Local velocity fluctuation, m/s

x Direction parallel to surface, m

y Direction perpendicular to the surface, m

yþ Viscous length¼ yut/n, dimensionless

z Direction parallel to the surface but perpendicular to

the flow direction, m

Greek Symbols

D Gradient of a property

d Boundary layer thickness (m)

r Density (kg/m3)

m Dynamic viscosity (kg/m s)

n Kinematic viscosity (m2/s)

t Shear stress (N/m2)

Subscripts

b Boundary layer

cor Corrosion

d Diffusion

f Final or ending

i Initial or beginning

j Species “j”

lim Limiting

0 Standard or primary

t Value at time t

w Wall or electrode surface

x Direction parallel to surface

y Direction perpendicular to surface

þ Normalized dimensionless form

Dimensionless Groups

f Friction factor,
ð2tÞ
ðrU2Þ

Re Reynolds number,
ðrUdÞ
m

Sc Schmidt number,
m

ðrdÞ
Sh Sherwood number,

ðkdÞ
D
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A. INTRODUCTION

Erosion–corrosion encompasses a wide range of flow-

induced corrosion processes. Flowing fluids can damage

protective films on metals resulting in greatly accelerated

corrosion. Damage to the films may be the result of mechan-

ical forces or flow-enhanced dissolution and the accelerated

corrosion may be accompanied by erosion of the underlying

metal. This conjoint action of erosion and corrosion is known

as erosion–corrosion [1]. Impingement attack by liquid

droplets and solid particles and cavitation attack are also

included here under this broad definition of erosion–

corrosion. In practice, the relative contributions of acceler-

ated corrosion and erosion to the total metal loss vary widely

with the type of erosion–corrosion and the hydrodynamic

intensity of the flow.

B. FLOW CONDITIONS

Erosion–corrosion normally occurs under turbulent-flow

conditions. The flowing fluid may be single phase (Fig. 18.1)

as in the erosion–corrosion of copper tubing by potablewater

(Fig. 18.2). Multiphase flows [2–4] (Fig. 18.3) with various

combinations of gas, water, oil, and sand can cause severe

erosion–corrosion of oil/gas production systems [5–7] as

shown in Figures 18.4–18.6

The most severe erosion–corrosion problems occur under

conditions of disturbed turbulent flow [8, 9] at sudden

changes in the flow system geometry, such as bends, heat

exchanger tube inlets, orifice plates, valves, fittings, and

turbomachinery, including pumps, compressors, turbines,

and propellers. Surface defects in the form of small protru-

sions or depressions such as corrosion pits, deposits, and

weld beads can give rise to disturbed flow on a smaller scale

but sufficient to initiate erosion–corrosion [10, 11]. The

presence of suspended solid particles, gas bubbles, or vapor

bubbles in aqueous flow and liquid droplets in high-speed gas

flow can be especially damaging.* Retired.
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C. PROTECTIVE FILMS

Most metals and alloys used in industry owe their corrosion

resistance to the formation and retention of a protective film.

Protective films fall into two categories:

. The relatively thick porous diffusion barriers such as

those formed on carbon steel (red rust) and copper

(cuprous oxide)

. The thin invisible passive films such as those on stain-

less steels, nickel alloys, and other passive metals such

as titanium

Diffusion barriers are typically formed by anodic dissolu-

tion followed by precipitation whereas passive films are

formed by direct oxidation without the metal ions entering

the solution. The softer thicker diffusion barriers are more

easily damaged and more slowly repaired than the passive

films, and passive alloys can withstand much more severe

service conditions.

D. EROSION–CORROSION RATE

The effect of film destruction on the corrosion rate is

illustrated by the following example. Carbon steel pipe

carrying water is usually protected by a film of rust, which

slows down the rate of mass transfer of dissolved oxygen to

the pipe wall. The resulting corrosion rates are typically

<1mm/a. The removal of the film by a flowing sand slurry

gives corrosion rates of the order of 10mm/a in addition to

any erosion of the underlying metal [12]. When corrosion is

controlled by the rate of dissolved oxygen mass transfer,

the corrosion rate can be calculated by the application of

well-established mass transfer correlations of dimensionless

groups. In general,

Sh ¼ a Reb Scg

where

Re ¼ l ubr/m, Reynolds number, ratio of inertial forces

to viscous forces

FIGURE 18.1. Single-phase pipe flow. (a) Developed laminar

flow, showing parabolic velocity profile. (b) Developed turbulent

flow, showing logarithmic velocity profile with large gradients near

the wall (nondisturbed flow). (c) Disturbed turbulent flow with

separation, recirculation, and reattachment, showing complex

velocity field. (Adapted from Heitz [18].)

FIGURE 18.2. Erosion–corrosion of 53-mm copper tubing by potablewater. (a) The attack started at

the stepwhore the tubingfitted into the elbow.(b)Once started, the attack progressed along the tube as a

result of additional disturbed flow created by the erosion–corrosion roughened surface.
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Sc ¼ m/rD, Schmidt number, ratio of momentum

diffusivity to mass diffusivity

Sh ¼ kl/D, Sherwood number, ratio of convective

mass transport to diffusive transport

k ¼ mass transfer coefficient, m/s

l ¼ characteristic dimension (e.g. pipe diameter), m

D ¼ diffusion coefficient, m2/s

ub ¼ bulk flow velocity, m/s

m ¼ viscosity, Pa�s
r ¼ density, kg/m3

a,b,g ¼ experimental constants

The Berger–Hau [13] correlation, one of the most widely

accepted mass transfer correlations for fully developed tur-

bulent flow in smooth pipes, gives a¼ 0.0165, b¼ 0.86, and

g ¼ 0.33. Based on the above correlation, a corrosion rate

(CR in mm/a) calculated using the rate of mass transfer of

dissolved oxygen to a film-free carbon steel pipe wall is

given by

CR ¼ 4923Cb

D02

d

� �
Re0:86 Sc0:33

where

Cb ¼ bulk oxygen concentration, mol/m3

DO2
¼ diffusion coefficient for oxygen in water, m2/s

d ¼ pipe diameter, m

This calculation assumes that two-thirds of the oxygen

reaching the wall is used in oxidizing the iron to ferrous ions

and that one-third is used in the oxidation of the ferrous ions

to ferric ions close to the wall [12]. On this basis, a 100-mm-

diameter pipe carrying an aerated aqueous solution with

Cb¼ 8 ppm� 0.25mol/m3 of dissolved oxygen, DO2
¼

2� 10� 9m2/s flowing at 2m/s would corrode at 7mm/a.

The above calculation demonstrates the aggressive nature

of erosion–corrosion and gives an indication of the high and

unacceptable rates of corrosion whenever a protective film is

damaged by erosion. Uniform erosion–corrosion and fully

developed mass transfer is assumed. In practice erosion–

corrosion often occurs under disturbed flow conditions at

localized areas. Consider, for example, iron, where the rust

film formed at ambient temperatures is a poor cathode for

oxygen reduction. The rate of oxygen mass transfer (and

corrosion) at the small surface area where the protective film

is removed will be substantially enhanced by:

. The disturbed flow effect [9, 14, 15]

. The mass transfer entrance length effect [16]

. The surface roughness effect [17] shown in Figure 18.7

In addition, the situation may be complicated by the forma-

tion of flow-induced macroscopic corrosion cells following

localized filmdisruptionwith differing behavior observed for

copper and iron alloys [18].

E. RELATIVE ROLES OF EROSION

AND CORROSION

The accelerated corrosion, following damage to the protec-

tive film, may be accompanied by erosion of the underlying

metal. In some cases the erosion of the base metal is not a

factor. In other cases erosion is the predominant factor and a

wide spectrum of behaviors is observed [19]. The relative

roles of corrosion and erosion following damage to the

FIGURE 18.3. Qualitative two-phase flow structures in pipes: (a)

oil–water in vertical pipe; (b) liquid–gas in vertical pipe; (c) liquid–

gas in horizontal pipe. (Adapted from Lotz [2], Weisman [3], and

Govier and Aziz [4].)
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protective film can be estimated (Table 18.1) on the basis of

the exponent y in the relationship between the metal loss rate

and the bulk flow velocity, ub [2]:

erosionþ corrosion / u
y
b

The value of ywill depend on the relative contributions of

corrosion and erosion to the totalmetal loss. In disturbed flow

it is the flow characteristics in the direct vicinity of the wall

rather than the bulk flow velocity that are important. In

practice, however, the superficial flow velocity is the flow

parameter that is readily measured and controlled [2].

F. EROSION–CORROSION MECHANISMS

The sources of the variousmechanical forces involved in the

erosion of protective films and/or the underlying metal at

flow system walls (Fig. 18.8) are:

. Turbulent flow, fluctuating shear stresses, and pressure

impacts

. Impact of suspended solid particles

. Impact of suspended liquid droplets in high-speed gas

flow

FIGURE 18.5. Impingement-type erosion–corrosion of AISI 4140 (UNS 941400) 115-mm flow

coupling and subsurface safety valve in natural gas condensate production. Minor species: CO2 and

H2O. Temperature: 79�C. Exit velocity from valve 91m/s. Remedy: replacement with 13 Cr martensitic

ss. (From Houghton and Westermark [6]. Reprinted by permission of NACE International.)

FIGURE 18.4. Erosion–corrosion of 115-mm API L-80 oil well tubing. Environment: Crude

oil/CH4/CO2 and 1% H2O in tight emulsion; temperature 200�C; velocity 6.4–7.9m/s. Corrosion

rate >10mm/y. Remedy: Continuous inhibitor injection. (From Houghton and Westermark [6].

Reprinted by permission of NACE International.)

218 EROSION–CORROSION IN SINGLE- AND MULTIPHASE FLOW



 . Impact of suspended gas bubbles in aqueous flow

. Violent collapse of vapor bubbles following cavitation

Flow-enhanced film dissolution and thinning are “chemical”

forms of protective film erosion leading to accelerated

corrosion of the underlying metal.

F1. Turbulent Flow

Erosion–corrosion occurs in single-phase turbulent pipe

flow. The exact mechanism of protective film damage is

still in doubt. There is uncertainty regarding the roles

of mechanical forces and mass transfer in film disrup-

tion [20–22] since both are directly related to the turbulence

intensity.

FIGURE 18.6. Erosion of tungsten carbide choke beans inside a steel holder from an oil well with

sand production. Note the highly polished, streamlined appearance of the erosion pattern. Subcritical

flow occurred in this well and these assemblies lasted between 6 and 9 months. (From Smart [7].

Reprinted by permission of NACE International.)

FIGURE 18.7. Effect of pipe wall roughness on mass transfer

rates. (a) Rough surface, preroughened by erosion–corrosion prior

to mass transfer study.(b) Roughness profile details: roughness

height e� 0.2mm, pitch/height in the range 5–10. (c) The ratio of

measured mass transfer coefficients for preroughened and smooth

surfaces at pipe wall. (Adapted from Postlethwaite and Lotz [17].)

TABLE 18.1. Flow Velocity as Diagnostic Tool for Erosion–

Corrosion Rates Following Damage to Protective Film

Mechanism of Metal Loss

Velocity

Exponent, y

Corrosion

Liquid-phase mass transfer control 0.8–1

Charge transfer (activation) control 0

Mixed (charge/mass transfer) control 0–1

Activation/repassivation (passive films) 1

Erosion

Solid-particle impingement 2–3

Liquid-droplet impingement in high-

speed gas flow

5–8

Cavitation attack 5–8
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Distinct “breakaway” velocities above which damage to

normally protective films occurs in copper alloy tubes are

observed [20] and this gave rise to the concept of a critical

shear stress for film disruption.

The wall shear stress tw for flow in pipes is given by

tw ¼ f ð1
2
r u2bÞ

where f is the Fanning friction factor [23]. In general [24]

f ¼ f Re;
e
d
;
e0

d
; m

� �

where e is a measure of the size of the roughness projections,

e0 is a measure of the arrangement of the roughness elements,

and m is a form factor that is dependent on the shape of

roughness elements.

For flow in smooth pipes

f ¼ 0:046 Re� 0:2

is valid to higher Reynolds numbers than the Blasius equa-

tion [25]. Values of the Fanning friction factor for both

smooth and rough commercial pipes and tubes can be

obtained from a Moody* chart [23]. For fully rough† pipe

flow, f is independent of Re, and tw / u2b.

Early attempts [26] to correlate film damage with the wall

shear stresses in pipe flow based on the bulk flow velocity

resulted in shear stress values (Table 18.2) that seem too

low [20] to strip a corrosion product film unless it is very

loosely adhering. The “breakaway” velocities ucr shown in

Table 18.2 were calculated from critical shear stress values.

Design velocities for heat exchanger tubing should not be

based on critical shear stress values for fully developed non

disturbed tube flow since the flow is both developing and

disturbed at the tube inlets. In fact, disturbed flow must be

allowed for in most industrial systems. The values calculated

from 0.5ucr are also shown and can be compared to the

“maximum recommended design velocities” [27]. The de-

sign velocity must clearly be chosen with care with previous

experience in similar systems being the best guide.

In turbulent flow there are fluctuating shear stresses and

pressures at the wall. The largest values are obtained during

quasi-cyclic bursting events close to the wall which are said

to be responsible for most of the turbulent energy production

in the entire wall-bounded shear flow [28, 29]. This is true of

both nondisturbed and disturbed pipe flows. In practice, film

removal in single-phase aqueous flow is invariably associated

with the vortices created under disturbed flow conditions

produced by suddenmacro- ormicroscale changes in the flow

geometry. It is quite difficult to avoid microscale geometric

imperfections in a flow system during experimental studies to

determine critical shear stress values.

The films on passive alloys, such as stainless steels, are not

usually damaged by single-phase aqueous flow [18, 30]. Rust

films on carbon steel at ambient temperature are more

mechanically stable than the protective films formed on

copper. The compactness and protectiveness of rust films

(FeOOH) increase with velocity [31]. The magnetite films

formed in high-temperature water and sulfide films formed

flow

mass
transfer

heat
transfer

fluctuating
pressure

fluctuating
shear stress

protective
film

wall

Gas/liquid droplets

Liquid/vapor bubblesLiquid/air bubbles

Liquid/solid particles

violent collapse of vapor
bubbles formed upstream

Single phase

FIGURE18.8. Interaction of flowing fluid with wall of the flow system leading to erosion–corrosion.

(Adapted from Heitz [18].)

* The Fanning friction factor should not be confused with the Darcy friction

factor, which is four times greater and is used on some Moody charts.
† In flow through roughpipes, the roughness elements penetrate the boundary

layer into the main fluid stream at high Re resulting in form drag, and, under

fully rough conditions, the viscous forces become negligible.
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on carbon steel have a high mechanical stability in single-

phase aqueous flow [18]. Thus the velocity limit, around

1m/s, suggested for copper tubing [32, 33] is lower than the

velocities tolerated by carbon steel and low-alloy piping at

ambient temperatures and much lower than the allowable

velocities at elevated temperatures.

In slug flow [Fig. 18.3(c)] large but short-lived shear stress

fluctuations are observed [2]. The slugs of liquid travel

at much higher velocities than is encountered in single-

phase liquid flows and have been suspected to be the cause

of severe erosion–corrosion problems in oil/gas production

systems.

F2. Solid-Particle Impingement

Solid-particle impacts can damage both types of protective

films (thick diffusion barriers and thin passive films) leading

to erosion–corrosion. The particles may also erode the

underlying metal, adding to the overall metal loss.

As might be expected, the erosion rate ER is a function of

the kinetic energy of the particles (proportional to u2p) and

the frequency of impacts (proportional to up), and to a first

approximation [2],

ER / u3p

The kinetic energy of the particle normal to the wall will

be determined by the impact velocity and impact angle along

with the particle density and size. The impacts of small

particles in aqueous slurries may be damped by the presence

of a thick boundary layer at the wall [36]. In practice,

hard abrasive slurries are often transported through mild-

steel pipes with the particles finely ground. The erosion

is reduced because of the smaller particle size and the

lower flow velocity required to maintain the solids in

suspension [37].

Both the impact velocity and the impact angle will be

strongly affected by disturbed flow and this is where the most

severe erosion is found in practice. Impact angles in non-

disturbed turbulent pipe floware<5�whereas awide range of
angles will be encountered in disturbed flow [38]. Thus

carbon–steel pipe can transport sand slurries with an erosion

rate of< 1mm/a under nondisturbed flow conditions [12, 36]

(Fig. 18.9). Similar sand slurry flows caused the erosive

failure of a reducer located immediately downstream of a

T-junction and pinch valve in eight days, illustrating

[Fig. 18.9(c)] the very severe erosion that can occur under

disturbed flow conditions [36].

In dilute slurries <5 vol % solids, the impact frequency

and erosion rate are proportional to the solids concentra-

tion [8]. At higher concentrations particle–particle interfer-

ence reduces this dependency [37, 39].

The shape of the particle [34] and the microroughness of

the particle surface [40] influence the effective forces gen-

erated at thewall by the impact. Thus rounded sand particles,

which were apparently smooth, resulted in erosion rates [39]

two orders of magnitude greater than the erosion by glass

beads in the same system. The difference in behavior was

related to the micro-roughness of the sand particles, which

could be seen at high magnification under an electron

microscope.

The damage done will be strongly related to the relative

hardness (Fig. 18.10) of the impinging particles and the flow

system walls. Erosion drops dramatically [35, 37, 41] when

the impacting particles are softer than the wall. For example,

the Mohs hardness of coal is �2, iron ore 6, and sand 7.

Carbon steel pipe API 5LX or similar used for long-distance

slurry transportation [42] has a Brinell hardness of �120

(Mohs hardness�3). Thus it might be expected that whereas

coal slurries could possibly damage rust films and cause

accelerated corrosion, there would be no erosion of the

underlying metal. Sand, iron ore, and other hard minerals

TABLE 18.2. Critical Flow Parameters for Copper Alloy Tubing in Seawater

Alloy

Critical Shear

Stressa (N/m2)

Critical

Velocity 25-mm

tubeb (m/s)

“Design” Velocityc

Based on

50% tw,crit (m/s)

Accepted Maximum

Design Velocityd (m/s)

Cupro nickel with Cr 297 12.6 8.6 9

70–30 Cupro nickel 48 4.6 3.1 4.5–4.6

90–10 Cupro nickel 43 4.3 2.9 3–3.6

Aluminum bronzes — — — 2.7

Arsenical Al brass 19 2.7 1.9 2.4

Inhib. Admiralty — — — 1.2–1.8

Low Si bronze — — — 0.9

P deoxidized copper 9.6 1.9 1.3 0.6–0.9

aFrom Efird [26], rectangular duct.
bCritical velocities, calculated using Efird shear stress values.
cCalculated values based on 50% of critical shear stress.
d“Accepted” maximum tubular design velocities [27].
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FIGURE 18.10. Approximate comparison of hardness values of various common minerals and

metals. (Adapted from Wilson [55].)

FIGURE18.9. Variations in erosion–corrosion wear patterns in a 100-mm-diameter pipe carrying an

abrasive sand slurry. (a) Developing erosion–corrosion wear pattern in nondisturbed flow showing

individual pits. (b) Fully developed erosion–corrosion wear pattern with roughened surface. (c) Effect

of disturbed flow, with failure of reducer placed downstream of T-junction and pinch valve in 8 days.

(d) Erosion pattern with the corrosion component suppressed by application of cathodic protection.

Note: Cathodic protection not suitable for the inside of pipelines. (From Postlethwaite et al. [36].

Reprinted by permission of NACE International.)
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could cause both accelerated corrosion and erosion. A com-

plicating factor sometimes found with coal and other slurries

is the presence of small amounts of silica and other hard

minerals.

The ability of impacting particles to damage or interfere

with the development of protective films is difficult to

quantify in the absence of information regarding the me-

chanical properties of the in situ films [18] and in the case of

passive films the damage and healing characteristics. In

general, impacting particles will often damage protective

films even under circumstances where they cannot erode the

base metal. Lotz [2] has proposed that solid-particle damage

to passive films with subsequent rapid repassivation will

result in a corrosion rate directly proportional to the particle

concentration and flow velocity. Any erosion of the under-

lying metal will increase the exponent on the velocity. Metal

lossmeasurements [43]with dilute slurries in fully developed

turbulent pipe flow resulted invalues of the velocity exponent

up to 3 for corrosion-resistant materials and values down to

1.4 for less corrosion resistant materials. Measurements [12]

with sand slurries in carbon steel pipes gave an exponent

close to 1 with erosion playing a minor role at the velocities

involved. These two sets of results indicate the utility of using

the velocity as a diagnostic tool to determine the relative roles

of accelerated corrosion and erosion of the underlying metal

discussed above.

Sand particles can play a major role in the erosion–

corrosion of oil/gas production systems [5]. At low velocities

accelerated corrosion is the major factor, whereas at the high

velocities found in chokes erosion can lead to the rapid

destruction of the component [7], as shown in Figure 18.6.

F3. Liquid-Droplet Impingement

Erosion by impinging liquid droplets carried in high-speed

vapor or gas flows is usually called liquid impingement

attack. The attack involves the exposure of the solid to

repeated discrete impacts by liquid droplets which generate

impulsive and destructive contact pressures far higher than

those produced by steady flows [44]. Impingement erosion

has been a problem with low-pressure steam turbine blades

operating with wet steam and rain erosion of aircraft and

helicopter rotors. Liquid-droplet impingement attack has

much in common with cavitation attack [45] in terms of

both the mechanism, which is largely one of deformation

erosion, and the morphology of the attack, with continued

deepening of discrete sharp-edged pits, which coalesce to a

honeycomb-like appearance [46] (Fig. 18.11). Corrosion, as

with cavitation attack, usually plays a secondary role, which

varies with the hydrodynamic intensity.

F4. Air Bubble Impingement

The erosion–corrosion of copper alloy heat exchanger tube

inlets has been linked [10] to the local damage of protective

films by impinging air bubbles which have a substantial

radial velocity component immediately downstream from

the tubesheet inlets. Nitrogen bubbles [20] have a similar

effect, and it seems clear that the damage to the film is

hydromechanical. The attack, which initially takes the form

of isolated “horse-shoes,” spreads to a general roughening

characteristic of erosion–corrosion. Similar horseshoe pat-

terns were produced by small-scale turbulence at grain

boundaries on dissolving solid benzoic acid [10] illustrating

the role of hydrodynamics in the erosion–corrosion pattern

produced on copper tubing.

F5. Cavitation

Cavitation attack takes the form of steep-sided pits, as shown

in Figure 18.12 [33], which sometimes coalesce to form a

honeycomb-like structure [45]. The attack is the result of the

violent collapse of vapor cavities, or bubbles,<1mm diam-

eter [47, 48] that are formed in a flowing liquid when the

hydrostatic pressure drops below the vapor pressure of the

fluid. The cavities are carried downstream to higher pressure

regions where collapse occurs. The dynamic forces associ-

atedwith the collapse of the cavities at thewalls of the system

lead to high-frequency fatigue-stress damage. The shock

waves from spherical collapse and microjets from asymmet-

rical collapse have both been suggested as the cause of the

damage. The inconsistencies with previous theories are now

considered to be explained by the concept of the collapse of

clusters of cavities in concert [47]. Cavitation attack often

involves an induction period, especially for ductile materials,

following which the erosion rate is nonlinear [49]. The time

FIGURE 18.11. Impingement attack of outside of cupro nickel tube by wet steam. (From Century

Brass [46].)
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dependency is similar to that observed in the related phe-

nomenon of liquid-droplet impingement [44].

The cavitation resistance of metals and alloys spans a

range of at least two orders of magnitude [44, 48], far greater

than the conventional strength properties. The velocity

exponent varies widely with values usually given in the

range 5–8 [48]. With such a high-velocity exponent, a small

change in operating conditions could lead to serious

problems. The effects of velocity should not be considered

independently of pressure, since the cavitation number s,
which is a measure of the intensity of cavitation, is a function

of both parameters [49]:

s ¼ p� pv

0:5 r u2

where p and pv are the absolute static pressure and the liquid

vapor pressure, respectively, and u the free-stream velocity.

Whens¼ 0, the pressure is reduced to the vapor pressure and

cavitation will occur.

The role of corrosion, which varies with the hydrody-

namic intensity, is difficult to predict [49]. Under some

circumstances it is claimed that hydrogen bubbles liberated

by the application of cathodic protection provide a mechan-

ical cushion reducing the cavitation damage [45] in addition

to the normal cathodic protection effect. In other cases

corrosion may contribute to the overall attack directly,

following damage to protective films. In the latter case, the

velocity exponent for a given system might be expected to

be reduced as the corrosion component increases, as is the

case with erosion–corrosion by solid particles discussed

above.

Cavitation is a problem with ship propellers, hydraulic

pumps and turbines, valves, orifice plates, and all places

where the static pressure varies very abruptly on the basis of

the Bernoulli* principle:

gzþ u2

2
þ p

r
¼ const

where z is the elevation. Strictly speaking, the Bernoulli

equation applies to flow along a streamline†; however, in

turbulent disturbed flow it can be used qualitatively. Thus the

increase in the velocity as the liquid is accelerated through an

orifice plate or over the curved impeller of a centrifugal pump

results in a fall in the static pressure. As the liquid slows

down, after it passes the vena contracta or approaches the

volute in the pump, the pressure rises again, leading to the

collapse of the cavities described above. Friction losses and

the resulting drop in pressure in pump suction lines can lead

to serious cavitation damage at the pump inlet. Objectionable

noise, vibration, and loss of equipment performance often

accompany cavitation attack.

Cavitation attack also occurs at vibrating solid surfaces

such as the cooling-water side of diesel engine cylinder

liners [49] and on the shell side of heat exchanger tubing [50].

FIGURE 18.12. Gavitation attack of a stainless steel (AISI 316) pump impeller. Environment:

skimmed milk at 70�C. Remedy: Replace impeller by one made of Teflon PFA (perfluoroalkoxy).

(From [33]. Reprinted from E. D. D. During, Corrosion Atlas: A Collection of Illustrated Case

Histories, Vol. 2: Stainless Steels and NonferrousMaterials, Copyright� 1988, with permission from

Elsevier Science.)

* The engineering form of the Bernoulli equation includes terms for shaft

work and friction losses [23].
† The use of the term streamline in turbulent flow is confusing to some who

might think the term applies only to laminar (viscous) flow. A streamline is a

continuous line drawn through a fluid so that it has the direction of the

velocity vector at every point. There can be no flow across a streamline.

When very small solid particles are used to study the flow pattern, by the use

of laser Doppler anemometry, the particles follow the streamlines [24].
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F6. Wire Drawing

Wire drawing is a form of erosion–corrosion found in very

high velocity fluid flow through small gaps. This type of

attack,which is difficult to classify, takes the formof single or

multiple clean smoothgrooves, as shown inFigure18.13 [51].

The attack could involve liquid-droplet impingement attack

when it occurs at valve seats with escaping steam and

cavitation attack when it occurs with a single-phase fluid

system [44]. The fluid may be aqueous or nonaqueous.

F7. Flow-Enhanced Film Dissolution

Flow-enhanced film dissolution (with thinning) is a

“chemical” form of protective film erosion leading to

accelerated corrosion. This type of erosion–corrosion has

caused some serious problems in carbon steel lines (pro-

tected by magnetite films) carrying hot (100–250�C) deox-
ygenated water or wet steam in fossil-fueled and nuclear

power plants.* The problem occurs at locations with high

mass transfer rates, corresponding to highly turbulent flow

conditions found at bends and downstream of pumps,

valves, and orifice plates. At these locations the film is

dissolved more rapidly, and a higher anodic current is

needed to replenish the protective film. The resulting steady

state involves a thinner and less protective film and a much

higher corrosion rate, leading to rapid localized thinning of

the equipment walls.

At high velocities in wet steam, convective dissolution of

magnetite films is said to be supplemented by oxide fatigue

by liquid-droplet impacts. At the outside of bends, liquid

droplets under the influence of secondary flow and centrif-

ugal acceleration impinge on the magnetite, fatiguing it and

causing it to erode away, exposing newmetal to the steam.On

the inside of the bend, where an inward flowing stagnation

point occurs with a very high mass transfer coefficient,

convective dissolution is the major mode of oxide dam-

age [52]. Giralt and Trass [53] have suggested that the

contribution of dissolution can be additive to film erosion

and sometimes acts in a synergistic way by loosening the

crystal grains of the film,making themmore prone to erosion.

The effect of velocity on flow-enhanced film dissolution is

complex and, althoughmuch has been learnedwith respect to

the identification and control of this problem, much more

work is required on the fundamentals of the processes

involved [54].
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A. INTRODUCTION

Aqueous carbon dioxide (CO2) corrosion is usually associ-

ated with mild steel. It becomes a serious issue when, in oil

and gas production and transportation, significant amounts of

CO2 and water are present. CO2 is very soluble in water,

where it forms carbonic acid (H2CO3), which attacks mild

steel. This has been known for many decades, yet aqueous

CO2 corrosion ofmild steel remains a significant problem for

the oil and gas industry [1] (see Fig. 19.1). Despite thousands

of papers published on CO2 corrosion in the open literature,

one cannot easily piece together a picture of CO2 corrosion,

since much of the useful information is scattered. The text

below is a compilation of the current understanding we have

on this subject, with a focus on the basic processes and

mechanisms.

It should be noted at the outset that corrosion-resistant

alloys (CRAs) exist which are able to withstand CO2

corrosion, such as many stainless steels and other iron- or

nickel-based alloys. Nevertheless, due to cost, mild steel is

almost exclusively used as a construction material for large

facilities such as pipelines. The cost of pipeline failure due

to internal CO2 corrosion can be enormous, including

repair/replacement costs, lost production, environmental

impact, and losses in the downstream industries such as

refineries.

B. THEORY OF UNIFORM CO2 CORROSION

OF MILD STEEL IN AQUEOUS SOLUTIONS

For the case of mild steel, one can write the overall CO2

corrosion reaction as

FeþCO2 þH2O ) Fe2þ þCO 2�
3 þH2 ð19:1Þ

As iron (Fe) from the steel is oxidized to ferrous ions (Fe2þ )
in the presence of CO2 and water (H2O), hydrogen gas (H2)

is evolved due to reduction of hydrogen ions present in water.

It is also common to show the overall corrosion reaction in a

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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more compact form:

FeþH2CO3 ) FeCO3 þH2 ð19:2Þ

To understand aqueous CO2 corrosion of mild steel, one first

needs to define the species present in a CO2-saturated

aqueous solution before looking into the reduction/oxidation

processes at the steel surface, which are behind corrosion.

The former is best described by homogeneous aqueous

chemistry, while the latter is the subject of heterogeneous

(electro)chemical analysis. The state of the solution at the

metal surface and that in the bulk are related, as species move

back and forth due to concentration gradients; this can be

accounted for by proper mass transfer analysis. Therefore,

the text below is structured to first cover homogeneous

chemical reactions in a CO2 saturated aqueous solution,

followed by the description of the heterogeneous (electro)

chemical processes occurring at the steel surface and finally a

mass transfer analysis which links the two. Means of quan-

tifying the various physicochemical processes involved are

provided whenever they are known.

B1. Homogeneous Reactions in CO2-Saturated

Aqueous Solutions

The CO2 gas is rather soluble in water. In terms of volumetric

molar concentrations, almost as much CO2 can be found in

the aqueous phase as in the gas phase. Only a rather small

fraction (0.2%) of the dissolvedCO2molecules is hydrated to

form a “weak” carbonic acid,H2CO3. The term “weak” refers

to the fact that H2CO3 does not fully dissociate. This reaction

and all the other important homogeneous chemical reactions

occurring in an aqueous CO2 solution are listed in Table 19.1,

along with the corresponding equilibrium expressions. The

equilibrium “constants” typically depend on temperature and

in some cases pressure and ionic strength of the solution, as

listed in Table 19.2.

One can use the equilibriumequations listed inTables 19.1

and 19.2 to calculate the bulk concentrations of all the species

in an aqueous CO2 solution, including the concentration of

protons, cHþ , which yields the bulk pH. To achieve this, one

FIGURE 19.1. Section of corroded pipe showing localized CO2

attack. (With permission from ConocoPhillips.)

TABLE 19.1. Key Chemical Reactions Occurring in Aqueous CO2 Solution and Corresponding Equilibrium Expressions

Name Reaction Equilibrium Expression

Dissolution of carbon dioxide
CO2ðgÞ �

Ksol
CO2 HsolðCO2Þ ¼

1

Ksol

¼ pCO2

cCO2

ð19:3Þ

Carbon dioxide hydration CO2 þH2O�
Khyd

H2CO3 Khyd ¼ cH2CO3

cH2O cCO2

ð19:4Þ

Carbonic acid dissociation H2CO3 �
Kca

Hþ þHCO�
3 Kca ¼

cHþ cHCO�
3

cH2CO3

ð19:5Þ

Bicarbonate anion dissociation HCO�
3 �

Kbi
Hþ þCO2�

3 Kbi ¼
cHþ cCO2�

3

cHCO�
3

ð19:6Þ

Water dissociation H2O�
Kwa

Hþ þOH� Kwa ¼ cHþ cOH�

cH2O

ð19:7Þ

Note: Means for calculating equilibrium constants are given in Table 19.2 below.
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more equation is needed to find a unique mathematical

solution: a constraint that describes charge conservation,

that is, electroneutrality of the solution.

Clearly, chemical reactions shown in Table 19.1, which

involve ions, always remain balanced with respect to charge

and therefore one can write

cHþ ¼ cHCO�
3
þ 2cCO2�

3
þ cOH� ð19:13Þ

This simple method of solution speciation is valid only for

a pure ideal CO2-saturated aqueous solution. If the aqueous

solution contains other ions, such as, for example, Fe2þ

produced by corrosion of steel or Naþ or Cl� etc., then
Eq. (19.13) needs to be extended to include these species.

Likewise, if other homogeneous reactions occur (in addition

to those listed in Table 19.1), they need to be included in the

analysis and the corresponding equilibrium expressions

accounted for by adding them to the list in Table 19.2.

An example of calculated carbonic species distribution in

aCO2-saturated aqueous solution as a function of pH is given

in Figure 19.2 for a system where the partial pressure of the

CO2 gas, pCO2
¼ 1 bar, and temperature, T¼ 25�C, are kept

constant. The conditions chosen for this plot are not uncom-

mon; for example, the pCO2
of mild steel pipelines typically

varies from a fraction of a bar to a few bars. The temperature

range is anywhere from 1 to 100�C, and the corresponding

pH is slightly below pH 4 for pure (condensed) water and up

to pH 7 for buffered (formation) water—often referred to as

“brine.” The concentration of various salts can be rather

high, typically a few weight percent, even if for some

“heavy” brines it may exceed 20wt %.
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FIGURE 19.2. Calculated carbonic species concentrations as function of pH for a CO2-saturated

aqueous solution; pCO2
¼ 1 bar, 25�C, 1wt % NaCl.

TABLE 19.2. Equilibrium Constant for Homogeneous Reactions Listed in Table 19.1 as Function of

Temperature, Pressure, and Ionic Strength

Equilibrium Constant For Source

Dissolution of carbon dioxide:

Ksol ¼ 14:463� 10�ð2:27þ 5:65�10� 3�Tf � 8:06�10� 6�T2
f
þ 0:075�IÞ

Oddo and Tomson [2] (19.8)

Carbon dioxide hydration:

Khy¼ 2.58� 10� 3

Palmer and van Eldik [3] (19.9)

Carbonic acid dissociation:

Kca ¼ 387:6� 10�ð6:41� 1:594�10� 3�Tf þ 8:52�10� 6�T2
f
� 3:07�10� 5�p� 0:4772�I0:5 þ 0:118�IÞ

Oddo and Tomson [2] (19.10)

Bicarbonate anion dissociation:

Kbi ¼ 10�ð10:61� 4:97�10� 3�Tf þ 1:331�10� 5�T2
f
� 2:624�10� 5�p� 1:166�I0:5 þ 0:3466�IÞ

Oddo and Tomson [2] (19.11)

Water dissociation:

Kwa ¼ 10�ð29:3868� 0:0737549�Tk þ 7:47881�10� 5�T2
k
Þ

Kharaka et al. [4] (19.12)

Note: Tf is temperature in degrees Fahrenheit, Tk is absolute temperature in Kelvin, I ¼ c1z
2
1 þ c2z

2
2 þ � � �� �

=2 is ionic strength in molar, and p is the

pressure in psi.
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It should be noted that in Figure 19.2, due to constant pCO2
,

the concentration of carbonic acid, cH2CO3
, is also constant

across the whole pH range, while the concentrations of the

bicarbonate ion, cHCO�
3
, and the carbonate ion, cCO2�

3
, in-

crease with pH.

Some reactions listed in Table 19.1, such as, for example,

the dissociation of carbonic acid, are very fast compared to all

other processes occurring simultaneously; thus it is reason-

able to assume that they are in chemical equilibrium. Other

reactions, such as the CO2 dissolution in water and the

hydration of dissolved CO2, are much slower. In that case,

other faster processes occurring simultaneously can lead to

local nonequilibrium in the solution.More importantly, when

being a part of the overall corrosion process, slow reactions

can become the rate-determining step and limit the corrosion

rate, as explained further below.

B2. Heterogeneous Reactions in Corrosion of

Mild Steel in CO2-Saturated Aqueous Solutions

The most important reactions which are “behind” the CO2

corrosion of mild steel are the heterogeneous reduction/

oxidation reactions occurring at the steel surface, that is, the

electrochemical reactions. The key ones are listed in

Table 19.3.

B2.1. Anodic Reaction. The electrochemical dissolution of

iron from the steel, reaction 19.14 in Table 19.3, is the main

reaction behind aqueous CO2 corrosion of mild steel. Note

that this reversible electrochemical reaction is written as if it

occurs only in one direction, that is, as an oxidation or anodic

step. The reverse-reduction reaction—the cathodic iron de-

position step—has been ignored here. This is because in a

corrosion situation reaction (19.14) is not in equilibrium, and

there is a net dissolution (oxidation) of iron. In otherwords, at

the corrosion potential, the reverse cathodic partial reaction

(iron deposition) can be assumed to proceed much slower

than the anodic partial (iron dissolution) and hence does not

need to be taken into account. For this to be a sustainable

situation, other reduction (cathodic) reaction(s) must be

occurring simultaneously to balance the overall corrosion

process electrically, as discussed below.

In reality, the anodic iron dissolution reaction is more

complicated than it appears in reaction (19.14). For example,

the two electrons are not “released” in one step; rather a

sequence of steps occurs, which all add up to the overall

reaction. These and many other details on the mechanism of

the iron dissolution reaction can be found in the open

literature, both for general acidic corrosion [5, 6] and more

specifically for CO2 corrosion [7].

The rate of the active dissolution of iron, reaction (19.14)

in Table 19.3, is independent of flow and mass transfer and is

not a strong function of pH, or of pCO2
, but does depend on

temperature. Electrochemically, there can be some variation

in the behavior from one type of mild steel to another;

however, the corresponding corrosion rate does not vary

much, as it is typically controlled by the cathodic reaction,

described below. At more positive (anodic) potentials and at

high pH often seen in the presence of ferrous carbonate

layers, reversible (pseudo)passivation of mild steel may

occur, leading to very low corrosion rates.

B2.2. Cathodic Reactions. Mild steel does not corrode

significantly in slightly acidic or near-neutral water (4< pH

< 6) but does so vigorously when CO2 is present. The

presence of CO2 increases the corrosion rate primarily by

making it easier for hydrogen to evolve fromwater. How this

happens is explained in the paragraphs below.

It is well known that in strong mineral acids, which are

almost fully dissociated, hydrogen evolution occurs by re-

duction of the dissociated (free) hydrogen ions, Hþ , accord-
ing to the overall reaction (19.15), given in Table 19.3. Note

that the reverse partial reaction (oxidation of dissolved

hydrogen gas, H2) is ignored here for the same reasons as

listed above for iron dissolution; at the corrosion potential the

oxidation of dissolved hydrogen gas proceeds so slowly that

it can be neglected. The rate of hydrogen evolution reac-

TABLE 19.3. Possible Electrochemical Reactions Behind Mild Steel Corrosion in Aqueous CO2 Solutions

Name Reaction

Anodic dissolution (oxidation) of iron Fe!Fe2þ þ 2e� ð19:14Þ
Cathodic hydrogen evolution by reduction of dissociated (free) hydrogen ions 2Hþ þ 2e� !H2 ð19:15Þ
Cathodic hydrogen evolution by reduction of water 2H2Oþ 2e� !H2 þ 2OH� ð19:16Þ
Cathodic hydrogen evolution by reduction of carbonic acid 2H2CO3 þ 2e� !H2 þ 2HCO�

3 ð19:17Þ
Cathodic hydrogen evolution by reduction of bicarbonate ion 2HCO�

3 þ 2e� !H2 þ 2CO2�
3 ð19:18Þ

232 CARBON DIOXIDE CORROSION OF MILD STEEL



 

tion (19.15) depends on the concentration of Hþ ions,

making it a strong function of pH. However, in the case of

mild steel corrosion in strong acids, the rate of this electro-

chemical reaction would be extremely high if it were not

limited by the rate at which the main reactant, Hþ ions, can

be transported from the bulk solution to the steel surface by

mass transfer (often referred to as diffusion, hence the term

diffusion limitation). This makes the reaction rate “flow

sensitive,” which really refers to the fact that turbulent flow

can increase the mass transfer rate of Hþ ions and indirectly

the rate of the hydrogen evolution reaction and corrosion.

For the pH range seen in typical CO2-saturated aqueous

solutions (4< pH< 6), this limiting diffusion rate is rather

small due to a low concentration of Hþ ions in the bulk. The

corresponding corrosion rate should be small as well; how-

ever, this is not the case. Therefore, other cathodic reactions

must be involved.

The so-called direct reduction of water is one obvious

possibility, amounting to the reduction of Hþ ions from the

water molecules adsorbed on the steel surface [reac-

tion (19.16) in Table 19.3]. This reaction is thermodynam-

ically equivalent to the hydrogen evolution reaction (19.15),

which can be easily shown by combining it with the water

dissociation reaction given in Table 19.1. However, the

“direct reduction of water” pathway for hydrogen evolution

is comparatively slow (kinetically hindered) and cannot be

used to explain the high corrosion rates seen inCO2-saturated

aqueous solutions [8, 9]. Therefore it need not be considered

in further analysis.

It is the presence of the weak H2CO3 which enables

hydrogen evolution and corrosion at a much higher rate

in CO2-saturated aqueous solutions. Actually, the presence

of CO2 leads to a much higher corrosion rate than would

be found in an aqueous solution of a strong acid at the

same pH.

This apparent paradox can be readily explained by con-

sidering that in an aqueous solution the homogeneous dis-

sociation of H2CO3 (see Table 19.1) provides additional H
þ

ions, which can readily be reduced at the steel surface

according to reaction (19.15) [1]. A different pathway is

also possible where the Hþ ions are “directly” reduced from

the H2CO3 molecules adsorbed on the steel surface, much in

the same way as happens for adsorbed water molecules; see

reaction (19.17) in Table 19.3. This is often referred to as

“direct reduction of H2CO3” [10–12]. Clearly, this hydrogen

evolution reaction also amounts to reduction of Hþ ions, this

time from the adsorbed H2CO3 molecules, and is thermo-

dynamically equivalent to the other two hydrogen evolution

reactions (19.15) and (19.16). This point can be easily proven

by combining the various hydrogen evolution reactions

[(19.15)–(19.17)] with the homogeneous chemical reactions

listed in Table 19.1. For the three cases the distinction is only

in the pathway and consequently in the kinetics.

The rate of hydrogen evolution from H2CO3 [reac-

tion (19.17)] is much faster than that from water [reac-

tion (19.16)]. Due to the abundance of water and dissolved

CO2, there is a sufficiently large “reservoir” of H2CO3 and

ultimately Hþ ions in a CO2-saturated aqueous solution.

This would lead to somevery high corrosion rates, were it not

for the slow CO2 hydration step (seen in Table 19.1), which

gives rise to chemical reaction limiting rates for this cathodic

reaction [12, 13], as described below.

In CO2-saturated aqueous solutions, when the pH in-

creases, so does the concentration of the bicarbonate ions,

cHCO�
3
(see Fig. 19.2). Since, HCO�

3 is another weak acid (it

only partially dissociates to give CO 2�
3 ; see Table 19.1),

then by analogy with H2CO3 one can assume that “direct

reduction of HCO�
3 ” is yet another pathway for hydrogen

evolution [14], according to reaction (19.18) in Table 19.3.

Again this reaction is thermodynamically equivalent to the

previous three pathways for hydrogen evolution, and the

distinction is in the kinetics.

Experimental evidence suggests that this pathway for hy-

drogen evolution is slower than direct reduction of H2CO3.

However, in neutral and alkaline conditions, the concentration

of HCO�
3 is much higher than that of H2CO3 (see Fig. 19.2),

and it is likely that an accelerated rate of reaction (19.18) can

make it the dominant cathodic reaction in CO2-saturated

aqueous solutions. However, in the practical range of interest

considered here (4< pH< 6), the two concentrations are in

the similar range, and due to kinetic hindrance, the direct

reduction of HCO�
3 can be ignored in further analysis.

This leaves only two significant possibilities for hydrogen

evolution in CO2-saturated aqueous solutions: reduction of

the dissociated (free) Hþ ions [reaction (19.15)] and direct

reduction of H2CO3 molecules adsorbed on the steel surface

[reaction (19.17)]. The former is a strong function of pH,

while the latter is a function of H2CO3 concentration, which

is a linear function of CO2 partial pressure in the gas phase;

see Table 19.1. Both are kinetically limited, reaction (19.15)

by diffusion of Hþ ions from the bulk to the steel surface

and reaction (19.17) by the slow CO2 hydration step (see

Table 19.1), as described in more detail below. The overall

CO2 corrosion process outlined above is shown in the

simplified schematic given in Figure 19.3.

B2.3. Calculating the Charge Transfer Rate. A corrosion

process proceeds so that the rate of the main anodic process

(iron dissolution) is electrically balanced by the rate of the

cathodic (hydrogen evolution) reaction(s), as there can be no

charge (electron) accumulation in the steel. Means of cal-

culating the rates of the various processes involved are

presented below.

A rateR [in kmol/(m2 s)], for anyof the cathodic or anodic

reactions described above can be readily expressed in terms

of current density i (inA/m2) since the two are directly related
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via Faraday’s law:

R ¼ i

nF
ð19:19Þ

When the rate of the overall corrosion process is limited by

the rate of an electrochemical step in the overall sequence,

this is often referred to as “charge transfer”–controlled

corrosion rate. Generally, the rate of any electrochemical

reaction at the steel surface depends on the concentration of

all the reacting species involved in that reaction and tem-

perature. Since electrons are one of the key “reactants” in the

electrochemical reactions (19.14)–(19.18), their influence is

expressed via the electrical potential at the steel surface using

a simplified version of the Butler–Volmer equation:

ia ¼ �i0 � 10�ðE�ErevÞ=b ð19:20Þ

In this formalism, the effect of all the other aqueous reactants

on the kinetics is captured via the function i0 as explained

below. The plus sign in Eq. (19.20) applies for the anodic

(oxidation) reactions, in this case the dissolution-of-iron

reaction (19.14), while the minus sign applies for the ca-

thodic (reduction) reactions, such as the various pathways for

hydrogen evolution [reactions (19.15)–(19.18)].

It should be noted that in Eq. (19.20), according to

standard textbook practice, i0 is the exchange current density,

Erev is the reversible potential, while b is the Tafel slope, all

characteristic for a particular reversible electrochemical

reaction. However, in order to keep calculations simple, we

need to avoid accounting for the reverse partials of the

electrochemical reactions (19.14), (19.15), and (19.17),

which are deemed negligible. To achieve this, it is easiest

not to treat i0 and Erev in a strict theoretical sense. It is

sufficient to quantify i0, Erev, and b for one important

partial of the reversible electrochemical reaction and define

the influence of various parameters (temperature, pH, etc.) on

that partial without worrying what happens to the reverse

partial of the same reaction.

The i0 for all the important partial electrochemical reac-

tions [(19.14), (19.15), and (19.17)] is a function of temper-

ature, which is best expressed in terms of an Arrhenius-type

equation:

i0 ¼ iref0 e�DH=R
�
1=Tk � 1=Tk;ref

�
ð19:21Þ

The parameters for this function are defined in Table 19.4

below for the three key electrochemical reactions.

For cathodic reactions, the i0 is also a function of the

surface concentration of the dissolved species. In the case of

the Hþ ion reduction reaction (19.15), i0 Hþð Þ is a function of
pH:

q log i0 Hþð Þ
qpH

¼ � 0:5 ð19:22Þ

while for the H2CO3 reduction reaction (19.17), the i0 H2CO3ð Þ
depends on H2CO3 concentration:

q log i0 H2CO3ð Þ
q log cH2CO3

¼ 1 ð19:23Þ

The Tafel slope in Eq. (19.20) is defined as

b ¼ 2:303RTk
aF

ð19:24Þ

FIGURE 19.3. Simplified schematic representing key reactions

occurring during CO2 corrosion of mild steel.

TABLE 19.4. Parameters for Key Electrochemical Reactions in Aqueous CO2 Corrosion of Mild Steel with

Reference to Equations (19.21) and (19.24)

Parameter

Iron Oxidation,

Fe! Fe2þ þ 2e�
Hydrogen Ion Reduction

2Hþ þ 2e� !H2

Carbonic Acid Reduction

2H2CO3 þ 2e� !H2 þ 2HCO�
3 Unit

iref0 1 0.03 0.06 A/m2

Tk;ref 300 300 300 K

DH 50 30 57.5 kJ/mol

a 1.5 0.5 0.5
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The theoretical value of the apparent transfer coefficient

factor a is given in Table 19.4 for the three key electrochem-

ical reactions [(19.14), (19.15), and (19.17)], resulting in

Tafel slopes in the range of 40–50mV for the iron dissolution

reaction (19.14) and approximately 120–140mV for the

hydrogen evolution reactions (19.15) and (19.17).

B2.4. Calculating the Limiting Rate. Frequently, due to a

high rate of the electrochemical reactions, the cathodic

reactants at the steel surface are consumed rapidly and their

concentration at the steel surface can bemuch lower than that

in the bulk. In that case, the rate of the overall reaction is

given by the rate at which these reactants can be replenished.

This leads to the concept of limiting current densities, ilim,

which are independent from the electrical potential. The

overall current density can be written for that case as

i ¼ 1

1=ia þ 1=ilim
ð19:25Þ

When the limiting current/rate is very large (such as in the

case of iron dissolution from steel when we can assume

the supply of Fe is “unlimited”), we can write ilim � ia and

the overall rate of the reaction is limited by the rate of the

charge transfer process; that is from (19.25) we obtain i ¼ ia.

When the limiting current is very small, as in the case the

hydrogen evolution reactions (19.15) and (19.17), we can

assume that ilim � ia, and from (19.25) we obtain i ¼ ilim;

that is, the rate of the overall reaction is limited by how fast

the cathodic reactants can be replenished at the steel surface.

For the case of the Hþ ion reduction reaction (19.15), the

limiting current density is related to the rate of transport

(diffusion) of Hþ ions from the bulk of the solution through

the boundary layer to the steel surface:

idlim Hþð Þ ¼ kmðHþ ÞFcHþ ð19:26Þ

In turbulent flow, the mass transfer coefficient kmðHþ Þ can be
calculated from a correlation of the Sherwood, Reynolds, and

Schmidt numbers, such as the straight pipe correlation of

Berger and Hau [15]:

Shp ¼ kmdp

D
¼ 0:0165� Re0:86 � Sc0:33 ð19:27Þ

or the rotating cylinder correlation of Eisenberg et al. [16]:

Shr ¼ kmdc

D
¼ 0:0791� Re0:7 � Sc0:356 ð19:28Þ

This type of correlation is limited to fully developed, steady-

state, single-phase flow situations and is valid only for a

specific flow geometry such as the two listed above, which

are typical for corrosion. For other flow geometries, transient

situations, developing and/or multiphase flow, and so on,

different correlations must be found which apply to the given

condition.

In the case of H2CO3 reduction reaction (19.17), the

limiting current is due to a slowCO2 hydration step preceding

it [12, 13] (see Table 19.1). The limiting current density can

be calculated from the CO2 hydration rate constant [17] k
f
hyd

as

irlim H2CO3ð Þ ¼ FcCO2
fH2CO3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DH2CO3

Khydk
f
hyd

q
ð19:29Þ

where k
f
hyd is a function of temperature:

k
f
hyd ¼ 10169:2� 53:0�log Tkð Þ� 11715=Tk ð19:30Þ

The equilibrium constant for this reaction (listed in

Tables 19.1 and 19.2) is by definition Khyd ¼ k
f
hyd=k

b
hyd.

The flow factor fH2CO3
captures the small effect that

turbulent mixing has on this limiting current density [34]:

fH2CO3
¼ coth ðzH2CO3

Þ ð19:31Þ

where

zH2CO3
¼ dmðH2CO3Þ

drðH2CO3Þ
ð19:32Þ

and

dmðH2CO3Þ ¼
DH2CO3

kmðH2CO3Þ
ð19:33Þ

drðH2CO3Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DH2CO3

kbhyd

s
ð19:34Þ

The carbonic acid mass transfer coefficient kmðH2CO3Þ is

calculated in the same way as the one described above for

Hþ ions, via the Sherwood number correlations.

The diffusion coefficient of either species is a function of

temperature according to the Einstein’s relation:

D ¼ Dref

Tk

Tk;ref

� � mH2O;ref

mH2O

� �
ð19:35Þ

B2.5. Calculating the Balance. The rate of mild steel

corrosion can now be calculated. The unknown corrosion
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potential Ecorr in Eq. (19.20) can be found from the electrical

current (charge) balance equation at the steel surface:

i Hþð Þ þ i H2CO3ð Þ ¼ i Feð Þ ð19:36Þ

When the calculated value of Ecorr is returned to Eq. (19.20)

written out for iron dissolution, the corrosion current can be

calculated:

icorr ¼ i Feð Þ ð19:37Þ

and the CO2 corrosion rate is obtained by using Faraday’s

law:

CR ¼ icorrMFe

rFe2F
ð19:38Þ

It happens that, for iron in steel, when icorr is expressed in

amperes permeters squared, CR inmillimeters per year takes

on almost the same numerical value, more precisely,

CR ¼ 1:155� icorr.

B2.6. Ferrous Carbonate Precipitation. Under certain

conditions, a ferrous carbonate ðFeCO3Þ, layer can form

in the CO2 corrosion of mild steel by precipitation and can

reduce the corrosion rate [17]. The causes for the precipita-

tion of FeCO3 are the high local concentrations of Fe
2þ and

CO2�
3 species in the aqueous solution.Most of the Fe2þ ions

are providedby corrosion [see reaction (19.14) inTable 19.3],

while the CO2�
3 ions come from dissolved CO2 [see reaction

(19.11) in Table 19.1]. When the product of their concentra-

tions exceeds the so-called solubility limit, they form solid

ferrous carbonate according to

Fe2þ þCO2�
3 �

KspðFeCO3Þ
FeCO3ðsÞ ð19:39Þ

where the solubility product constant is a function of tem-

perature and ionic strength [18]:

KspðFeCO3Þ ¼
10ð� 59:3498� 0:041377�Tk � 2:1963=Tk þ 24:5724�logTk þ 2:518�I0:5 � 0:657�IÞ

ð19:40Þ

Due to corrosion, the product of concentrations of Fe2þ and

CO2�
3 ions in the aqueous solution is frequently much higher

than the solubility limit. This is the case particularly at the

steel surface where the Fe2þ ions are generated and the

concentration can be very high. The solubility limit is

also easily exceeded at high pH, when the concentration

CO2�
3 ions is high (see Fig. 19.2). In those cases, reac-

tion (19.39) is not in equilibrium and there is a net rate from

left to right amounting to a formation of solid FeCO3ðsÞ.
This nonequilibrium situation is termed supersaturation,

defined as

SSðFeCO3Þ ¼
cFe2þ cCO2�

3

KspðFeCO3Þ
ð19:41Þ

The higher the supersaturation is, the faster precipitation

happens, since the imbalance in reaction (19.39) is larger,

driving the process. In simple words, one can say that the

FeCO3 precipitation process is the “return” of the solution

toward equilibrium. The higher the temperature, the faster

this process will happen.

The FeCO3 precipitation starts by heterogeneous nucle-

ation, a process which happens relatively fast due to themany

imperfections on the surface of the steel, which serve as good

nucleation sites. Nucleation is followed by crystalline FeCO3

layer growth. The rate of precipitation (RFeCO3
) on the steel

surface is therefore limited by the rate of crystal growth,

which can be expressed as a function of supersaturation,

surface area, and temperature:

RFeCO3
¼ krðFeCO3Þ

A

V
KspðFeCO3Þ SSðFeCO3Þ � 1

� � ð19:42Þ

where krðFeCO3Þ is a kinetic constant which is a function of

temperature, best expressed using an Arrhenius-type equa-

tion [19]:

krðFeCO3Þ ¼ e
AðFeCO3Þ �

BðFeCO3Þ
RTk ð19:43Þ

where AðFeCO3Þ ¼ 28.2 and BðFeCO3Þ ¼ 64,851 J/mol. Rapid

formation of FeCO3 layers happens only at higher temper-

ature (typically above 50�C) and at high pH (typically at

pH> 5). Rapid FeCO3 layer formation is a precondition for

its protectiveness, as discussed below.

Scanning electron microscopy (SEM) images of a crys-

talline ferrous carbonate layer formed on a mild steel sub-

strate are shown in Figures 19.4 and 19.5. When dense, the

FeCO3 layer can slow down the corrosion process by being a

transport barrier for the corrosive species. Protection from

corrosion is also achieved by the so-called coverage of the

surface; that is, in places where the FeCO3 crystals adhere to

the steel, there is little or no corrosion. This is clearly shown

in theTEM image in Figure 19.5,where the attack on the steel

seems to proceed only in the area “between” the FeCO3

crystals. In the presence of dense FeCO3 layers, the condi-

tions at the steel surface are different compared to those in the

bulk. The pH is much higher, which may lead to formation of

other solids such as oxides and hydroxides. Small amounts of

magnetite ðFe3O4Þ were detected underneath the FeCO3
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FIGURE 19.4. SEM image showing top view of ferrous carbonate layer formed on mild steel: 80�C,
pH 6.6, pCO2

¼ 0.5 bar, stagnant conditions.

FIGURE 19.5. TEM of ferrous carbonate crystal formed onmild steel: 80�C, pH 6.6, pCO2 ¼ 0.5 bar,

stagnant conditions.
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layer, as shown in Figure 19.5, which led to an even better

protection from CO2 corrosion by passivation.

C. FACTORS AFFECTING AQUEOUS CO2

CORROSION OF MILD STEEL

The primary factors which affect the aqueous CO2 corro-

sion of mild steel are discussed below. In many instances it

is impossible to fully separate one effect from the other,

and there is no perfect way of presenting the overall

situation. In the discussion below, the effects of primary

factors on CO2 corrosion are put into the context of the

theory described above. The most common range of con-

ditions is considered for each primary parameter, and when

it is justifiable, the key secondary parameter is introduced

on the same graph.

C1. Effect of pH

The pH is probably one of the most influential parameters in

acidic corrosion of steel and CO2 corrosion is no exception.

Even in the limited range of pH (4< pH< 6), lowering the

pH leads to higher corrosion rates and vice versa, as shown

in Figure 19.6. If we recall that reduction of free Hþ ions

[reaction (19.15)], is one of the two important cathodic

reactions in CO2 corrosion, this effect of pH is to be

expected. However, the effect of pH seems to be exagger-

ated at higher temperature, as shown in Figure 19.6. This is

because pH promotes the formation of FeCO3 layers, and

the kinetics of this process is highly temperature dependent.

There are other more complicated effects of pH, some of

which are discussed below.

C2. Effect of CO2 Partial Pressure

It has been known for a while that pCO2
leads to an increase in

the corrosion rate, even at constant pH and with all other

parameters unchanged. Based on the theory laid out above,

one can see that with increasing pCO2
, the concentration of

H2CO3 increases, accelerating the other significant cathodic

reaction (19.17) and ultimately the corrosion rate. This effect

of pCO2
at a constant pH is illustrated in Figure 19.7.As partial

pressures of CO2 exceed 10 bars, the corrosion rate does not

increase asmuch. It is thought that this is related to formation

of protective FeCO3 layers, which is aided at very high

pCO2
[20].

C3. Effect of Temperature

Increased temperature accelerates all the processes involved

in corrosion. It would then appear that the corrosion rate

should steadily increase with temperature. This happens at

low pH, when FeCO3 layers do not form, as shown in

Figure 19.8. The opposite happens when solubility of

FeCO3 is exceeded and a protective layer forms, typically

when pH> 5. In that case, increasing temperature acceler-

ates the kinetics of precipitation of FeCO3 and leads to

formation of amore protective layer, as shown in Figure 19.8.

It should be noted that at low temperature the two curves do

not differ much as the corrosion rate is not a function of pH

and even at very high pH an unprotective FeCO3 layer forms

due to slow kinetics.

C4. Effect of Flow

Theoretically there are two main ways in which flow may

affect CO2 corrosion of mild steel: through mass transfer or

via mechanical means. Turbulent flow enhances mass trans-

port of species to and away from the steel surface by affecting

transport through the boundary layer [21]. On the other hand,
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intense flow could theoretically lead to mechanical damage

of protective FeCO3 layers or inhibitor films. Both these

mechanisms are aggravated by flow disturbances such as

valves, constrictions, expansions, and bends, where a local

increase of near-wall turbulence is seen. The same is true for

gas–liquid flow and particularly in a slug flow regime, where

very high short-lived fluctuations of both mass transfer and

wall shear stress are measured.

However, very little hard evidence exists that either of

these two flow-affected mechanisms is of great significance

in CO2 corrosion.Mass transfer plays a secondary role, as the

CO2 corrosion rate is usually controlled by charge transfer

and/or a slow chemical reaction (see Section B above). Wall

shear stress varies from a few Pascals seen in single-phase

liquid flow to a few hundred or even thousands of pascals for

high peaks in slug flow, yet it seems stresses of the order of

megapascals are needed to detach a protective FeCO3 layer

or an inhibitor film. Therefore it seems both flow effects play

only a secondary role in CO2 corrosion of mild steel; that is,

they become important only when the conditions are “at the

margin.” For example, if water chemistry is such that a

protective FeCO3 layer may dissolve, flow may accelerate

the process locally and even enhance it bymechanicalmeans.

Similarly, flow may interfere locally with protective FeCO3

layer buildup when the driving force for precipitation is not

very strong (e.g., low supersaturation and/or low tempera-

ture), which can lead to localized corrosion.

Somewhat counterintuitively, flow seems to create more

problems in CO2 corrosion of mild steel when the flow rate is

low rather than high. For example, in oil/water flow in

pipelines the two liquids can flow stratified or mixed, usually

with the oil phase being continuous and the water phase

dispersed. In the stratified case, which is typical for low flow

rates, corrosion of the bottom of the line is seen, while in the

dispersed case, characteristic for high flow rates, no corrosion

occurs. Another example is the problem of settling of solids at

low flow rates, which leads to the so-called underdeposit

attack. The steel under the deposit is hard to protect with

conventional corrosion inhibitors, while in some cases gal-

vanic cells or even bacterial attack can aggravate the problem.

C5. Effect of Hydrogen Sulfide

In many field cases, in addition to CO2, varying amounts of

hydrogen sulfide ðH2SÞ gas are present, from a fraction of a

millibar to tens of bars partial pressure. Corrosion issues

related to H2S still represent a significant problem for the oil

and gas industry [22–28].Mild steel corrosion in the presence

of H2S almost inevitably leads to formation of ferrous sulfide

layers, which are a dominant factor governing the overall

corrosion rate. This brief section will only cover cases where

very small amounts of H2S are present in CO2 corrosion yet

H2S produces a big impact on the corrosion rate.

DissolvedH2S is another weak acid, so it can be seen as an

additional reservoir ofHþ ions andwemust allowpossibility

of “direct H2S reduction,” in a similar way aswas done above

for H2CO3, both pathways causing an increase in the rate of

the hydrogen evolution reaction. The overall corrosion re-

action due to H2S can be written as

FeðsÞ þH2S! FeSðsÞ þH2 ð19:44Þ

However, what is even more important is that this reaction

almost always results in the formation of a solid ferrous sulfide

(FeSðsÞ), layer, usually in the form of a nonstoichiometric

sulfur-deficient mackinawite ðFe1þ xSÞ, which can be found

on the corroding steel surface even in the presence of very

small amounts of H2S and even below its thermodynamic

solubility limit.

The tightly adherent mackinawite film is very thin (�1

mm) but apparently rather dense, since it acts as an effective

solid-state diffusion barrier for all the species involved in the

corrosion reaction. Therefore this thin mackinawite film is

one of the most important factors governing the corrosion

rate in CO2/H2S corrosion. Experiments show that CO2

corrosion rates are affected even if very small amounts of

H2S are present in the gas phase (as little as 10
�5 bar). In CO2

corrosion of mild steel in the presence of significant amounts

H2S, there is usually an outer carbonate/sulfide layer which

thickens over time (typically �1mm) and forms an addi-

tional diffusion barrier. However, this outer layer is more

porous and rather loosely attached to the steel surface, so that

it rather easily cracks, peels, and spalls, which are accelerated

by turbulent flow.

Mackinawite will transform over time into other forms of

less soluble and more stable ferrous sulfide: pyrrhotite and

troilite. At very high H2S concentrations, pyrite and elemen-

tal sulfur appear. However, there is no clearly defined rela-

tionship between the type of the sulfide layer and the nature or
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FIGURE 19.8. The effect of temperature on CO2 corrosion rate of

mild steel measured at pH 4 and pH 6.6, 1wt%NaCl, using rotating

cylinder flow with an OD of 10mm at 1000 rpm. Note: In these

atmospheric experiments pCO2
decreased with temperature; e.g., at

20�C it was almost 1 bar while at 80�C it was approximately 0.5 bar.

The error bars represent typical variations seen in the experiments.

The dotted lines are added to indicate trends.
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intensity of the corrosion process. It is generally thought that

all types of ferrous sulfide layers offer some degree of

corrosion protection for mild steel.

An example of the effect of very small amounts of H2S on

CO2 corrosion is seen in Figure 19.9, where, for pCO2
¼ 1 bar,

the pH2S ranges from 0.0013 to 0.32mbar, corresponding to

1–250 ppmm in the gas phase; that is, H2S is present in

“traces.” Clearly this is a CO2-dominated corrosion scenario

(pCO2
/pH2S ratio is in the range 103–106); however, the

presence of H2S and the thin mackinawite layer greatly

affects the corrosion rate. Even when present in such small

amounts,H2S reduces the pureCO2 (H2S-free) corrosion rate

by a factor of 3–10.

C6. Effect of Organic Acids

In many fields, organic acids are found in the fluid stream.

The low-molecular-weight acids are primarily soluble in

water while the high-molecular-weight acids are oil soluble

and are termed naphthenic acids. The former can lead to

corrosion of upstream mild steel facilities (tubing, pipelines,

separators, etc.) while the latter are a problem in refineries at

high temperatures. From the low-molecular-weight organic

acid found in brines, the acetic acid CH3COOH (shorthand:

HAc) is most prevalent, with varying amounts of other acids,

such as propionic, formic, present. Their corrosiveness is

very similar to HAc when present in the same concentration.

Therefore the HAc is often used to represent all the organic

acids found in the brine.

HAc is another weak acid, and many of the electrochem-

ical arguments made above for H2CO3 hold for HAc. The

presence of HAc can lead to a significant acceleration of the

hydrogen evolution reaction, particularly at high temperature

(>50�C) and lower pH (<5)whenmuch of the acid is present

in undissociated form [29], as seen in Figure 19.10. The

overall corrosion reaction due to HAc can be written as

FeðsÞ þ 2HAc! Fe2þ þ 2Ac� þH2 ð19:45Þ

Since iron acetate solubility is much higher than that of

ferrous carbonate, all corrosion products are soluble. There

are some indications that the presence of organic acids

impairs the protectiveness of ferrous carbonate layers; how-

ever, the mechanism is still not clear.

C7. Effect of Crude Oil

Crude oil affects internal CO2 corrosion of mild steel pipe-

lines in one of two ways:

. Inhibitive effect—by providing naturally occurring

chemicals which act as corrosion inhibitors

. Wettability effect—by sweeping the water away from

the internal pipe walls and entraining it in the stream

Adding corrosion inhibitors to fluid stream in the form of

large organic surface-active organic compounds is one of

the main methods of CO2 corrosion mitigation. However, in

many cases the crude oil contains compounds which can

adsorb onto the steel surface by either direct wetting or by

first partitioning into the water phase. The most common

surface-active organic compounds found in crude oil which

have mitigating effects are those containing oxygen, sulfur,

and nitrogen in their molecular structure. Furthermore,

both asphaltenes and waxes have shown some positive

inhibitive effects on corrosion. However, our present un-

derstanding of these phenomena is at best qualitative,

making it virtually impossible to make any reliable

predictions.
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FIGURE 19.9. Effect of H2S on CO2 corrosion rate of mild steel

measured at pH2S ¼ 0.0013–0.32mbar, pCO2
¼ 1 bar, 20�C, pH 5,

1wt % NaCl, using rotating cylinder flow with an OD of 10mm at

1000 rpm. The error bars represent typical variations seen in the

experiments. The dotted lines are added to indicate trends.
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FIGURE 19.10. Effect of organic acid concentration on CO2

corrosion rate of mild steel at different temperature measured at

pH 4, 3 wt % NaCl, using rotating cylinder flow with an OD of

10mm at 1000 rpm. The error bars represent typical variations

seen in the experiments. The dotted lines are added to indicate

trends.
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Wettability was already briefly discussed in the context of

flow effects on corrosion. Low velocities lead to stratification

of water and oil and continuous water wetting of the pipe

bottom, resulting in corrosion. If the amount of water is

relatively small (<10%), a fast-moving oil phase can entrain

thewater, whichmay lead to intermittent oil/water wetting or

continuous oil wetting of the pipe walls. In the former case

the corrosion rate is much reduced while in the latter case

there is no corrosion. Various crude oils have widely varying

capacities to entrain water. Typically it takes much higher

flow rates for light oils to entrain water (v> 1.5m/s) due to

their lower density and viscosity. Some heavier oils are able

to do the same at velocities as low as 0.5m/s. However,

chemical properties of crude oils and particularly the content

of surface-active substances are just as important for wetta-

bility as are their physical properties. Again our present

understanding of these effects is fairly qualitative and pre-

dictions are difficult.

C8. Effect of Glycol/Methanol

Glycol and methanol are often injected into pipeline

streams to prevent hydrates from forming at low tempera-

tures. It is not unusual to have them comprise more than

50% of the total liquid phase. It appears that some retar-

dation of corrosion seen in the field is primarily related to

dilution of the water phase by glycol/methanol; that is, it is

due to the decreased activity of water. However, our current

understanding of this effect is rudimentary.

C9. Effect of Condensation in Wet-Gas Flow

In long pipelines, cooling of a wet-gas stream leads to

condensation of water vapor and light hydrocarbons on the

internal pipe walls. The condensed water is very pure and

contains dissolvedCO2,making it corrosive. This leads to the

so-called top-of-the-line corrosion (TLC) scenario. Conden-

sation rate is an important factor in TLC as high condensation

rates (e.g., 1mL/m2/s or higher) are related to very high

corrosion rates, and vice versa; low condensation rates (<0.1

mL/m2/s) lead to formation of protective ferrous carbonate

layers and lowcorrosion rates. Incidents of localized attack in

TLC were reported, causes of which are presently not well

understood [30]. Other important factors are co-condensation

of hydrocarbons, temperature, and CO2 content in the gas.

TLC is difficult to inhibit as it is not easy for corrosion

inhibitors (which are typically high-molecular-weight li-

quids) to reach the upper portions of the internal pipe wall.

TLC is complicated to predict because, besides water chem-

istry and surface electrochemistry, considerations must in-

clude hydrodynamics aswell as heat andmass transfer,which

all play a very important role. A full description of TLC

exceeds the scope of this text, and the reader is directed to

some of the more recent articles on this topic [30, 31].

C10. Effect of Nonideal Solutions and Gases

The infinite dilution theory which is at the core of the

chemical expressions used above does not often hold and

corrections are needed. A simple way to do this is to utilize

the concept of ionic strength, which was already introduced

into the various equilibrium expressions in Table 19.2. A

more accurate way is to use activity coefficients [32]; how-

ever, this path is significantlymore complicated. The effect of

nonideal solutions on electrochemical reactions behind CO2

corrosion (given in Table 19.3) is not known and cannot be

accounted for presently. Some simple studies have indicated

that corrosion is mitigated in very concentrated brines (>10

wt % salt); however, causes of this effect are not well

understood.

At very high pressures, the simple assumptions about the

ideality of the gas phase as well as its solubility in water,

break down. One can make corrections based on the fugacity

coefficient [33] and use more accurate equations of state;

however, these are complicated and their description exceeds

the scope of this text. Cases inwhich the critical point forCO2

is exceeded are even more different and much of what was

discussed above needs to be reevaluated for liquid and

supercritical CO2 solutions. These topics are beyond the

aims of this review.

D. LOCALIZED CO2 CORROSION OF MILD

STEEL IN AQUEOUS SOLUTIONS

When compared to uniformCO2 corrosion of mild steel, not

nearly as much is known about localized CO2 corrosion.

The reason is probably that there are many rather different

primary causes of localized CO2 corrosion, and for each of

them there is usually more than one secondary factor which

complicates the situation. In addition, the term localized

corrosion is very broadly defined and used because it only

implies that corrosion attack occurs in certain locations

while it does not happen elsewhere. Given this definition,

one can encounter very different scales of localized corro-

sion. One example of localized corrosion on a macroscopic

scale is shown in Figure 19.1, where the severely attacked

area is of the order of centimeters or even meters and is still

fairly “localized” when compared to the overall length of

the pipeline, which typically measures in kilometers. The

specific morphology seen in Figure 19.1 with large, flat

receded areas free of corrosion products which have cor-

roded severely, sharply divided from surrounding protected

areas covered with corrosion products, is termed mesa

attack, a name borrowed from geological literature. On

the other extreme is the very small scale localized attack

measured on the micrometer or millimeter scale, which is

often called pitting. An example of localized corrosion on

this microscopic scale is shown in Figure 19.11, which
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shows localized attack following a partial failure of a FeCO3

layer by chemical dissolution. This type of attack can be

isolated or sowidespread over a steel surface that it becomes

the dominant mode of corrosion (see Fig. 19.12). In some

cases the numerous pits merge to give a mesalike

morphology.

The causes of localized CO2 corrosion defined in this

broad sense are many, and they can be divided into those that

lead to localized corrosion on amacroscopic scale and those

that lead to a localized corrosion on amicroscopic scale. The

first group includes:

. Poor or incomplete inhibition

. Water and/or solids separation in multiphase flow

. Flow disturbances and extreme multiphase flow

conditions

. Localized condensation in wet-gas flow

. Preferential corrosion of welds

. Ingress of oxygen

. Presence of organic acids

. Presence of H2S and elemental sulfur

While some of these factors were already discussed above, a

more detailed explanation of all the different mechanisms

exceeds the scope of the present review. It should be noted

that many of them appear simultaneously; for example,

precipitation of solids at low flow rates may lead to poor

inhibition and a galvanic effect which can be complicated by

FIGURE 19.11 Isolated pitting on a mild steel surface following partial failure by dissolution of a

protective ferrous carbonate layer. Conditions: 80�C, pCO2
¼ 0.5 bar, 10wt%NaCl, 10 days exposure,

pH 6.3 (during 4 days of layer formation), pH 5.0 (during 6 days of layer dissolution). (a and b) SEM

images of ferrous carbonate layer surface covering the steel. (c) Corresponding IFM image approx-

imately 1.5� 1.5mm in size of bare steel surface after ferrous carbonate layer removal. (d)

Corresponding bare steel surface elevation map and a depth profile across a characteristic pit.

FIGURE 19.12. Image of a mild steel surface approximately

0.5� 0.5mm in size showing widespread pitting following partial

dissolution of a protective ferrous carbonate layer, 80�C, pCO2
¼ 0.5

bar, pH 6.3 (during layer formation), pH 5.0 (during layer disso-

lution), 20wt % NaCl, 10 days exposure.
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an underdeposit bacterial attack. Another example is a flow

disturbancewhich can lead to localized separation ofwater in

oil/water flow or localized condensation of water in wet-gas

flow, resulting in partial removal of a protective scale and

aggravated galvanic attack.

The localized CO2 corrosion rate due any combination of

these macroscopic factors can be as high as the correspond-

ing uniformCO2 corrosion rate of unprotected (“bare”) steel,

which can be anywhere from high to catastrophic, depending

on the conditions (e.g., see Fig. 19.6–19.10). However, in

some instances the localizedCO2 corrosion rate is evenmuch

higher than the corresponding unmitigated uniform cor-

rosion rate. The reason for this is a different mechanism of

CO2 corrosion which evolves on a microscopic scale. In

many instances localized CO2 corrosion on a microscopic

scale is caused by one of these two factors:

. Galvanic attack

. Bacteria

Both effects, which are rather complicated and still not

properly understood, are the subject of ongoing

investigations.

NOMENCLATURE

A Surface area of steel, m2

A=V Surface-to-volume ratio, m� 1

AðFeCO3Þ Constant in Arrhenius-type equation for

krðFeCO3Þ
BðFeCO3Þ Constant in Arrhenius-type equation for

krðFeCO3Þ, kJ/kmol

cCO2
Bulk aqueous concentration of CO2, kmol/m3

cCO2�
3

Bulk aqueous concentration of CO2�
3 ions,

kmol/m3

cFe2þ Bulk aqueous concentration of Fe2þ ions,

kmol/m3

cHþ Bulk aqueous concentration of Hþ ions,

kmol/m3

csðHþ Þ “Near-zero” concentration of Hþ underneath

mackinawite film at steel surface, set to

1:0� 10� 7 kmol/m3

cHCO�
3

Bulk aqueous concentration of HCO�
3 ions,

kmol/m3

cH2CO3
Bulk aqueous concentration ofH2CO3, kmol/m3

ci Bulk aqueous concentration of given aqueous

species, kmol/m3

csðCO2Þ Aqueous concentration of CO2 underneath

mackinawite film at steel surface

CR Corrosion rate, mm/y

d Characteristic dimension for given flow geom-

etry, m

dp Diameter of pipe, m

dc Diameter of rotating cylinder, m

D Diffusion coefficient of given species, m2/s

DH2CO3
Aqueous diffusion coefficient of H2CO3, m

2/s

DrefðH2CO3Þ Reference aqueous diffusion coefficient of

H2CO3, Dref;H2CO3
¼ 1:3� 10� 9 m2/s at 25�C

DHþ Aqueous diffusion coefficient for Hþ

DrefðHþ Þ Reference aqueous diffusion coefficient for Hþ ,
DrefðHþ Þ ¼ 2:80� 10� 8 m2/s at 25�C

DCO2
Aqueous diffusion coefficient for dissolved

CO2, DCO2
¼ 1:96� 10� 9 m2/s

E Potential, V

Ecorr Corrosion (open circuit) potential, V

Erev Reversible potential

fH2CO3
Flow factor for chemical reaction boundary

layer

F Faraday constant, F¼ 96,485C/mol

HsolðCO2Þ Henry’s constant for dissolution of CO2, bar/

(kmol/m3)

DHFe Activation enthalpy for Feoxidation, DHFe ¼ 50

kJ/mol

DH Hþð Þ Activation enthalpy for Hþ ion reduction,

DH Hþð Þ ¼ 30 kJ/mol

DH H2CO3ð Þ Activation enthalpy for H2CO3 reduction,

DH H2CO3ð Þ ¼ 57.5 kJ/mol

i Current density, A/m2

icorr Corrosion current density, A/m2

ia Anodic current density, A/m2

ic Cathodic current density, A/m2

ic Hþð Þ Cathodic current density for Hþ ion reduction,

A/m2

ic H2CO3ð Þ Cathodic current density for H2CO3 reduction,

A/m2

id
lim Hþð Þ Mass transfer (diffusion) limiting current den-

sity for Hþ ion reduction, A/m2

irlim H2CO3ð Þ Chemical reaction limiting current density for

H2CO3 reduction, A/m
2

i0 Feð Þ Exchange current density of iron oxidation,

A/m2

i0 Hþð Þ Exchange current density for Hþ ion reduction,

A/m2

i0 H2CO3ð Þ Exchange current density for H2CO3 reduction,

A/m2

iref0 Feð Þ Reference exchange current density of

Feoxidation, iref0 Feð Þ ¼ 1A/m2

iref
0 Hþð Þ Reference exchange current density of Hþ

oxidation, iref
0 Hþð Þ ¼ 0.03A/m2 at Tc;ref ¼ 25�C

and pH 4

iref0 H2CO3ð Þ Reference exchange current density for H2CO3

reduction, iref0 H2CO3ð Þ ¼ 0.06A/m2 at Tc;ref ¼ 25
�C, pH 5, and cH2CO3;ref ¼ 10� 4 kmol/m3

ia Hþð Þ Charge transfer current density for Hþ ion

reduction, A/m2

ia H2CO3ð Þ Charge transfer current density for H2CO3

reduction, A/m2
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I Ionic strength, kmol/m3

kbhyd Backward reaction rate of H2CO3 dehydration

reaction, s� 1, kbhyd ¼ k
f
hyd=Khyd

k
f
hyd Forward reaction rate for CO2 hydration reac-

tion, s� 1

kmðHþ Þ Aqueous mass transfer coefficient for Hþ , m/s

kmðH2CO3Þ Aqueousmass transfer coefficient forH2CO3,m/s

kmðCO2Þ Aqueous mass transfer coefficient for CO2, m/s

krðFeCO3Þ Kinetic constant in ferrous carbonate precipita-

tion rate equation mol� 1 s� 1

Khyd Equilibrium hydration constant for CO2,

Khyd ¼ k
f
hyd=k

b
hyd ¼ 2:58� 10� 3

Kbi Equilibrium constant for dissociation of HCO�
3 ,

kmol/m3

Kbs Equilibrium constant for dissociation HS� ,
kmol/m3

Kca Equilibrium constant for dissociation of

H2CO3, kmol/m3

KsolðCO2Þ Solubility constant for dissolution of CO2,

kmol/m3/bar

KspðFeCO3Þ Solubility product constant for ferrous carbon-

ate, (kmol/m3)2

MFe Molecular mass of iron, kg/kmol

n Number of electrons used in reducing or oxi-

dizing given species, kmol/kmol

pCO2
Partial pressure of CO2, bars

pH2S Partial pressure of H2S, bars

R Electrochemical reaction rate, kmol/(m2 s)

RFeCO3
Precipitation rate for iron carbonate, kmol/

(m3 s)

R Universal gas constant, R¼ 8.314 J/(mol K)

Re Reynolds number, Re ¼ vrH2O
d=mH2O

Sc Schmidt number of a given species,

Sc ¼ mH2O
= rH2O

D
� �

Shp Sherwood number of a given species for a

straight pipe flow geometry, Shp ¼ kmdp=D
Shr Sherwood number of a given species for a

rotating cylinder flow geometry, Shr ¼ kmdc=D
SSðFeCO3Þ Supersaturation of iron carbonate

Tc Temperature, �C
Tc;ref Reference temperature, Tc;ref ¼ 25�C
Tf Temperature, �F
Tk Temperature, K

v Water characteristic velocity, m/s

zi Species charge of various aqueous species

Greek Characters

dmðH2CO3Þ Thickness of mass transfer layer for H2CO3, m

drðH2CO3Þ Thickness of chemical reaction layer for

H2CO3, m

mH2O
Water dynamic viscosity, Pa � s

mH2O;ref
Reference water dynamic viscosity, at reference

temperature, Pa � s, mH2O;ref
¼ 1:002� 10� 4Pa � s

at 20�C
zH2CO3

Ratio of mass transfer layer and chemical reac-

tion thicknesses for H2CO3

rH2O
Density of water, kg/m3

rFe Density of iron, kg/m3
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A. INTRODUCTION

A1. Historical Perspective

Oxidation is an important high-temperature corrosion phe-

nomenon. Metals or alloys are oxidized when heated to

elevated temperatures in air or in highly oxidizing environ-

ments, such as combustion atmospheres with excess air or

oxygen. Many metallic components are subject to oxidation

in engineering applications.

The first paper that expressly addressed high-temperature

oxidation was written by Gustav Tammann in 1920. He

articulated the “parabolic law,” that is, the rate of oxidation

ofmetal decreases as oxide layer thickness increases. In 1922

he established the logarithmic law of oxidation of metals.

However, the first paper that laid out the basics of the problem

as we know it was that by N. B. Pilling and R. E. Bedworth in

1923. They defined “high temperature” as that at which the

transport of the reactive components through the protective

layer was the principal determinant of the reaction rate (as

opposed to the situation in aqueous corrosion processes at

close to ambient temperatures). They showed that under

these circumstances it could be expected that the rate of

reaction would diminish as the protective scale thickened,

leading to a “parabolic rate law.” They also highlighted the

problems associated with forming an adherent crack-free

protective oxide layer on the oxidizing surface because of

the volume changes associated with the oxidation process.

* Editor’s Note: In his forthcoming book, High Temperature Corrosion:

Fundamentals and Engineering, in the Wiley Series in Corrosion, C. A. C.

Sequeira discusses the subject of high-temperature oxidation in more detail

than is possible in this overview chapter.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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The discussion to this seminal paper shows that others were

thinking along similar lines at the time. Six years later,

Leonard B. Pfeil introduced the concept of movement of

metal outward rather than oxygen inward into the oxide layer,

and in 1934 Portevin, Pr�etet, and Jolivet carried out extensive
studies on the oxidation of iron and its alloys. At the same

time, the discovery that oxides contained lattice defects and

that the transport processes within them are determined by

the motion of these defects allowed a more quantitative

approach. This was recognized by Carl Wagner, who pro-

duced an important body of work over the course of the next

20 years largely defining howwe now look at the basic theory

of the bulk transport processes in oxides. Of significancewas

the derivation of Wagner’s equation by Hoar and Price in

1938. In recent years, however, the recognition that in many

cases the transport processes involve short-circuit paths, such

as grain boundaries, has introduced further complications

into this elegant picture.

The problem of the integrity of the protective oxide was

not part of Wagner’s contribution, and its practical solution

for the high-temperature alloys that were developed for

applications mentioned above was discovered essentially

by accident in the early 1940s. It was found that very small

amounts of what are now called “reactive elements” added to

the alloys introduced a remarkable improvement in the

apparent integrity of the protective oxide, particularly in its

resistance to thermal cycling. The reasons for this effect are

still a matter of considerable debate.

Other important contributions in the 1939–1948 period

were those of Cabrera and Mott postulating that oxide film

growth is controlled by ions jumping from site to site over

intervening energy barriers. Mott’s theory was then highly

criticized by Karl Hauffe, who studied the oxidation of

alloys. During the 1920–1940 period, other relevant studies

on oxidation at high temperature deserve reference: the

interference method of obtaining thickness of oxide films

(Tammann, 1920–1926), the spectroscopic method to obtain

thickness of oxide film (Constable, 1927), and the X-ray and

electron diffraction methods to study oxide films (Finch

Quarrell, 1933).

The earliest treatments of oxidation problems considered

simple systems, with a single oxidant (usually oxygen) and

a pure metal, although in practice high-temperature-resistant

materials were always alloys. More recently, approaches

such as in multicomponent diffusion theory have been ap-

plied, and the growth of oxides on polyphase materials have

been analyzed. These approaches have been greatly assisted

by the development of modern characterization techniques.

A2. Purpose of This Chapter

The oxidation of metals is usually a reaction between a gas

and a solid which produces a solid reaction product. At a first

glance, this would seem to be a very simple process but,

actually, it is considerably more complex. The metal is

usually not pure but contains, in addition to metallic impu-

rities, O, N, H, C, S, and so on. The gas atmosphere is also

usually complex, containing (in addition to O2), N2, H2, CO2,

H2O, and so on. One would think that the reaction product,

that is, the scale that formed on the metal, acts as a physical

barrier between the reactants, and thus the reaction should

cease after the barrier is established. We know that this is not

the case, because transport of matter through the scale causes

the reaction to continue. We also know that the scale may not

be dense and adherent to the substrate, but it may be cracked,

partially spalled, partially detached (wrinkled), or even very

porous. In some extreme cases, the scale may be a liquid

which simply drips from the surface or it may volatilize at

very high temperatures. Indeed, the reaction between a gas

and a metal is very complicated.

Our interest in this multidisciplinary field of physical

chemistry, solid-state chemistry, metallurgy, materials sci-

ence, and engineering arises from the fact that the chemical

activity of a metal in various environments is an important

factor in the winning, processing, and use of the metal.

Demands are pressing from aerospace/gas turbine, chemical

processing, refining and petrochemical, fossil-fired power

generation, coal gasification, waste-to-energy industry,

pulp and paper, heat treating, mineral and metallurgical

processing, nuclear power, space exploration, molecular

electronics, and other sides for better metals and alloys for

high-temperature service in special reactive atmospheres and

for metals with special physical properties.

The science of gas–solid reactions, oxidation referred to in

the generic sense, can involve reactions with, for example,

sulfur, nitrogen, carbon dioxide, and water vapor and has

greatly evolved in the past 50 years. Numerous symposia and

colloquia [1–7] have been held on the subject and have been

widely attended by researchers from all over the world. One

of the many factors enabling advancement of our under-

standing of the field is the creation and evolution of new,

sophisticated instruments and techniques which allow

a much better analysis of scale compositions and structures.

Details regarding this subject have led to thousands of

publications and the writing of several books. Of the

more recent books on oxidation, those indicated in refer-

ences [8–17] have been very useful.

The present chapter summarizes the main factors for

determining the nature and extent of gas–metal reactions,

which are of paramount importance to understand the

subject.

B. THERMODYNAMIC CONSIDERATIONS

An important tool in the analysis of oxidation problems is

equilibrium thermodynamics which, although not predictive

of kinetics, allows one to ascertain which reaction products
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are possible, whether or not significant evaporation or con-

densation of a given species is possible, the conditions under

which a given reaction product can react with a condensed

deposit, and so on. The complexity of the oxidation phe-

nomena usually dictates that the thermodynamic analysis be

represented in graphical form. The types of thermodynamic

diagrams most often used in oxidation research are:

1. Gibbs free energy versus composition diagrams and

activity versus composition diagrams, which are used

for describing thermodynamics of solutions [18–22]

2. Standard free energy of formation versus temperature

diagrams which allow the thermodynamic data for a

given class of compounds, oxides, sulfides, carbides,

and so on, to be represented in a compact form [23–29]

3. Vapor species diagrams, which allow the vapor

pressures of compounds to be presented as a function

of convenient variables such as partial pressure of

a gaseous component [30–33]

4. Two-dimensional, isothermal stability diagrams,

which map the stable phases in systems involving one

metallic and two reactive, nonmetallic compo-

nents [34–37]

5. Two-dimensional, isothermal stability diagrams,

which map the stable phases in systems involving two

metallic components and one reactive, nonmetallic

component [38, 39]

6. Two-dimensional, isothermal stability diagrams,

which map the stable phases in systems involving

two metallic and two reactive, nonmetallic

components [40]

The basic concepts pertinent to the construction and analysis

of those thermodynamic diagrams are partial Gibbs free

energy, chemical potential, free energy of mixing, Gibbs–

Duhem equation, activity, Raoult’s law, Henry’s law, equi-

librium state, variance (number of degrees of freedom of a

system), pressure dependence of activity in the case of

equilibrium between a condensed solution and a gas phase,

and types of solution (ideal, dilute, concentrated). These

concepts are described in numerous thermodynamics

books [19, 41–43].

Determination of the conditions under which a given

corrosion product is likely to form is often required, for

example, in selective oxidation of alloys. In this regard,

Ellingham diagrams, that is, plots of the standard free energy

of formation (DG�) versus temperature for the compounds of

a type (e.g., oxides, sulfides, carbides) are useful in that they

allow comparison of the relative stabilities of each com-

pound. In the next section these free-energy/temperature

diagrams will be discussed, and then our considerations on

the thermodynamics of high-temperature oxidation will fin-

ish with a brief reference to the volatility of oxides.

B1. Ellingham Diagrams

The Ellingham plot is a graphical representation of the

standard free energies of oxidation of pure metals versus

temperature. The most useful form of representation is to

express the quantities in terms of 1mol of the oxidising

species:

MþO2 ¼ MO2 ð20:1Þ

At a given temperature T, the standard free energyDG�
T of the

reaction is

DG�
T ¼ DH�

T � T DS�T ð20:2Þ

where DH�
T and DS�T are, respectively, the standard enthalpy

and entropy of the reaction. At equilibrium, we can write

DG�
T ¼ �RT ln K ¼ �RT ln

aHO2

aM
: p�1

O2

� �
ð20:3Þ

Assuming that the oxide MO2 is stoichiometric and that

there is nomiscibility betweenmetal and oxide, the activities

of M and MO2 are taken as unity. Thus

DG�
T ¼ RT ln pO2

ð20:4Þ

The oxygen partial pressure at which the metal and oxide

coexist is the dissociation pressure of the oxide. In Ellingham

diagrams, DG�
Tðor RT ln pO2

Þ is plotted versus temperature

for the compounds of a given type (e.g., oxides, sulfides,

chlorides, carbides). The standard enthalpy and entropy of

formation of the compounds are also considered to be

independent of temperature over large temperature ranges

(the “Ellingham approximation”). For these conditions

DG�
T ¼ DH�

298 � T DS�298 ð20:5Þ

Accordingly, the DG�
T values fall on straight lines in the

diagram although changes in the slope of the lines occur in

the diagram corresponding to phase changes of the metal or

the compound. Figure 20.1 is such a plot for many simple

oxides. The values of DG�
T are expressed as kilojoules per

mole of O2 so the stabilities of various oxides may be

compared directly; that is, the lower the position of the line

on the diagram, the more stable the oxide.

The values of pO2
may be obtained directly from the

oxygen monograph on the diagram by drawing a straight

line from the origin marked O through the free energy line at

the temperature of interest and reading the oxygen partial

pressure from its intersection with the scale at the right side

labeled pO2
. Values for the pressure ratio H2/H2O for equi-

librium between a given metal and oxide may be obtained by

drawing a similar line from the point marked H to the scale
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labelledH2/H2O ratio and values for the equilibriumCO/CO2

ratio may be obtained by drawing a line from point C to

the scale CO/CO2 ratio. Thus, it is possible to obtain

the oxygen potential of the environment in terms of

pO2
; pH2

=pH2O; pCO=pCO2
and the oxygen partial pressure in

equilibrium with the oxide of interest from Figure 20.1 to

determine whether or not the oxide is likely to form

thermodynamically.

Figure 20.1 also illustrates the relative stability of various

oxides. The most stable oxides have the largest negative

values of DG�
T , or the lowest values of pO2

, or the highest

values of pH2
= pH2O and pCO=pCO2

.

It is clear from Figure 20.1 that oxides of iron, nickel, and

cobalt, which are the alloy bases for the majority of engi-

neering alloys, are significantly less stable than the oxides of

some solutes (e.g., chromium, aluminum, silicon) in engi-

neering alloys. When one of these solute elements is added

to iron, nickel, or cobalt, internal oxidation of the solute is

expected to occur if the concentration of the solute

is relatively low. As the solute concentration increases to

a sufficiently high level, oxidation of the solute will be

changed from internal oxidation to external oxidation, re-

sulting in an oxide scale that protects the alloy from rapid

oxidation. This process is known as “selective oxidation.”

Themajority of iron-, nickel-, and cobalt-based alloys rely on

selective oxidation of chromium to form a Cr2O3 scale for

oxidation resistance. Some high-temperature alloys use

aluminum to form an Al2O3 scale for oxidation resistance.

Most oxides exhibit high melting points and remain in

a solid state for the temperature range in which the alloys are

used. Oxides of molybednum (MoO3) and vanadium (V2O5),

however, exhibit very low melting points. Vanadium (V),

which is a strong carbide former, is often used in alloy steels

for increasing the strength of the material. However, the

FIGURE 20.1. Standard free energy of formation of selected oxides as function of temperature [12].
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amount used typically is quite small and is not likely to form

V2O5. Molybednum (Mo) is also a strong carbide former and

is used in a small amount to strengthen low-alloy steels (e.g.,

Cr–Mo steels). It is unlikely that these steels will be affected

by MoO3 oxidation problems.

Industrial gaseous atmospheres may, in addition to air,

consist of complex gases (CO2, H2O, SO2, SO3, etc.) or

mixtures of several gases or contain the gaseous products

of corrosion or of the thermal decomposition of corrosion

products [44–46]. Despite the complexity of corrosion

phenomena, the problem can be solved, in some cases, using

simple thermodynamic calculations from simplifying

hypotheses. In other situations involving numerous compo-

nents, it is necessary to use software that minimizes the total

free energy of the system [47–53].

B2. Volatility of Oxides

Some oxides exhibit high vapor pressures at very high

temperatures (e.g., above 1000�C). Oxide scales become

less protective when their vapor pressures are high.

Chromium, molybednum, tungsten, vanadium, platinum,

rhodium, and silicon are metals for which volatile species

are important at high temperature. Vanadium is typically

used in small quantities as a carbide former in alloy steels.

Thus, the volatility of VO2 is generally of no concern in

oxidation of alloys.

The oxidation of Pt and Pt group metals at high tempera-

tures is influenced by oxide volatility in that the only stable

oxides are volatile. This results in a continuous mass loss.

Alcock and Hooper [54] studied the mass loss of Pt and Rh

at 1400�C as a function of oxygen pressure. The gaseous

species were identified as PtO2 and RhO2. These results have

an extra significance because Pt and Pt–Rh wires are often

used to support specimens during high-temperature oxida-

tion experiments. If these experiments involve mass change

measurements, it must be recognized that therewill be amass

loss associated with volatilization of oxides from the support

wires.

The oxidation of pure Cr is, in principle, a simple process

since a single oxide, Cr2O3, is observed to form. However,

under uncertain exposure conditions, several complications

arise which are important both for the oxidation of pure Cr

and for many important engineering alloys which rely in

a protective Cr2O3 layer for oxidation protection. The two

most important features are scale thinning by CrO3 evapo-

ration and scale buckling as a result of compressive stress

development [55–58].

The formation of CrO3 by the reaction

Cr2O3 þ 3
2
O2 ¼ 2CrO3 ð20:6Þ

becomes significant at high temperatures and high oxygen

partial pressures. The evaporation of CrO3, shown schemat-

ically in Figure 20.2, results in the continuous thinning of the

protective Cr2O3 scale so the diffusive transport through it is

rapid. The effect of the volatilization on the oxidation

kinetics has been analysed by Tedmon [59]. Caplan and

Cohen [57] also observed that resistance promoted volatil-

ization of Cr2O3. Asteman et al. [58] indicated that high

vapor pressure of CrO2(OH)2 can form by reacting Cr2O3

with H2O in O2-containing environments.

Thevolatilization of oxides is particularly important in the

oxidation ofMo andWat high temperatures and high oxygen

pressures. Unlike Cr, which develops a limiting scale thick-

ness, complete oxide volatilization can occur in these sys-

tems. The condensed and vapor species for the Mo–O and

W–O systems have been reviewed by Gulbransen and Me-

ier [60] and the vapor species diagrams for a temperature of

1250K are presented in Figures 20.3 and 20.4. The effects

of oxide volatility on the oxidation ofMo have been observed

by Gulbransen and Wysong [61] at temperatures as low as

475�C and the rate of oxide evaporation above 725�C was

such that gas-phase diffusion became the rate-controlling

process [62]. Naturally, under these conditions, the rate of

oxidation is catastrophic. Similar behavior is observed for the

oxidation of tungsten, but at higher temperatures because of

the lower vapor pressures of the tungsten oxides. The oxi-

dation behavior of tungsten has been reviewed in detail by

Kofstad [8].

The formation of SiO2 on silicon-containing alloys and

Si-based ceramics results in very low oxidation rates. How-

ever, this system is also one that can be influenced markedly

by oxide vapor species. Whereas the oxidation of Cr is

influenced by such species at high oxygen pressures, the

effects for Si are important at low oxygen partial pressures.

Cr Cr2O3

CrO3

Gas

O2−

e−

Cr3+

FIGURE 20.2. Schematic diagram of combined scale growth and

oxide volatilization from Cr [12].

THERMODYNAMIC CONSIDERATIONS 251



 The reason for this may be seen from the volatile-species

diagram for the Si–O system [45]. A significant pressure of

SiO is seen to be in equilibrium with SiO2(s) and Si(s) at

oxygen pressures near the dissociation pressure of SiO2. This

can result in a rapid flux of SiO away from the specimen

surface and the subsequent formation of a nonprotective SiO2

smoke. This formation of the SiO2 as a smoke, rather than as

a continuous layer, allows continued rapid reaction [63, 64].

C. KINETIC CONSIDERATIONS

Consider the oxidation reaction

Mþ 1
2
O2 ¼ MO ð20:7Þ

The progress, W, of this reaction can be characterized using

several definitions of the reaction rate. It can, for example, be

defined as the rate of oxygen pickup, dno/A dt, where dno
corresponds to the number of moles of oxygen consumed

during time dt and A the sample area. From an experimental

point of view, though, it is easier to use the sample weight

gain Dm. The reaction rate can then be expressed as d Dm/A

dt, where dDm is theweight change occurring during time dt.

These expressions are linked by the equation

dno

dt
¼ 1

16

d Dm
dt

ð20:8Þ

where Dm is expressed in grams. Integration of the rate

equation leads to the rate law corresponding to the corrosion

process and defines the progress,W, of the reactionwith time.

We obtain either an implicit form,

f ðWÞ ¼ kt ð20:9Þ

where k is the rate constant for the reaction process, or an

explicit form,

W ¼ gðtÞ ð20:10Þ

In any fundamental study of the oxidation mechanism of

a metal or an alloy, one of the main factors that needs to be

determined is the variation of the oxidation rate with tem-

perature and with the pressure of the oxidizing gas.

This type of investigation has sometimes been neglected

because of difficulties controlling precisely the gas pressure

in thermobalances. However, for some years, it has been

possible to couple such thermogravimetric equipment to

devices capable of controlling and monitoring the oxygen

partial pressure in a gas (e.g., an electrochemical oxygen

pump, oxygen sensor). The oxygen pressure then can be

precisely controlled between 1 and 10� 25 bar in gas mix-

tures, for example, inert gas–oxygen, CO–CO2, or H2–H2O

mixtures [65].

The rate constants of the kinetic laws often obey, under

constant pressure, an Arrhenius-type equation:

k ¼ k0 exp � Ea

RT

� �
ðat given PÞ ð20:11Þ

where Ea is the apparent activation energy of the process, R

the gas constant, and T the absolute temperature. The ap-

parent activation energy can be easily determined by plotting

k as a function of 1/T. The slope of the straight line obtained is

equal to –Ea/2.303R. A change in the activation energy could

indicate a corresponding change in the limiting process for

the corrosion reaction.

The main kinetic laws are of linear, parabolic, logarith-

mic, or cubic types, but it should be noted that these are
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limiting cases and deviations from them are often encoun-

tered. In some cases, it is difficult, or even impossible, to

obtain such simple kinetic laws from the experimental

results [11, 66–74].

At high temperatures, the oxidation kinetics of numerous

metals obey a parabolic law:

W2 ¼ kpt ð20:12Þ

wherekp is the parabolic constant. Such a law corresponds, as

will be shown later, to a corrosion rate limited by diffusion

through the compact scale that is formed.

The reaction rate constant may be expressed in different

units depending on the actual parameter used to define the

progress of the reaction. For example, if the extent of

reaction is characterized by the mass gain per unit surface

area of the metal during the exposure period t, the kinetic

law is given by (Dm/A)2¼ kpt and the rate constant is

expressed in kg2/m4/s. If the reaction rate is defined by the

increase in thickness, y, of the scale, the kinetic law has the

form y2 ¼ k0pt and the parabolic rate constant k0p is expressed
in m2/s. On the other hand, if the reaction rate is defined by

the number of moles of the compound MX formed per unit

area during the exposure period t, the kinetic law has the

form (DnMX/A)
2¼ k00p t. In this case, the rate constant k00p is

expressed in mol2/m4/s. There is a simple relationship

between the rate constants kp, k
0
p, and k00p:

k0p ¼ W2k00p ¼ W
Mx

� �2

kp ð20:13Þ

whereW is themolar volume of compoundMXandMx is the

atomic weight of the nonmetallic element (oxygen, sulfur,

etc.).

In some cases, the oxidation rate is constant, whichmeans

that the kinetic law is linear:

W ¼ klt ð20:14Þ
where kl is the linear rate constant. Aswill be shown later, the

oxidation rate is then governed by an interfacial process such

as sorption or reaction at the metal/oxide interface. Using

similar nomenclature as for the parabolic rate constants, kl
characterizes the reactionmeasured by themass gain per unit

surface area during time t and k0l if the rate is defined by the

increase in thickness of the growing scale.

The cubic law (W3¼ kct) has been observed during the

oxidation of several metals, for example, copper, nickel, and

zirconium.

Logarithmic laws are observed typically in the case of

many metals at low temperatures (generally below 673K).

The initial oxidation rate, corresponding to the growth of

oxide layers of thickness generally less than a few tens

of nanometers, is quite rapid and then drops off to low or

negligible values. This behavior can be described by a direct

logarithmic law:

W ¼ klog logðatþ 1Þ ð20:15Þ

or by an inverse logarithmic law,

1

W
¼ B� kinv log t ð20:16Þ

The evaluation of the kinetic parameters in the case of the

logarithmic law is, generally, not very precise and this makes

it difficult to validate experimentally proposed mechanisms.

The oxidation rate is frequently found to follow a com-

bination of rate laws.

As an example, at low temperatures, a logarithmic law

followed by a parabolic rate equation can be observed. At

high temperature, oxidation reactions are often described

by a parabolic rate equation followed by a linear law

(“paralinear” regime) or a linear rate equation followed by

a parabolic law [75].

Typical kinetic laws characteristic of the oxidation of

a large number of metals as a function of temperature

were fully analyzed by Kubaschewski and Hopkins [9],

Kofstad [11], and others.

Besides the variation of the kinetic lawswith temperature,

a change of these rate equations with time can sometimes

occur. A typical example characteristic of the changes that

may be observed as functions of temperature and time is

given in Figure 20.5. At 800�C, for example, the following

rate equations are successively observed: parabolic, para-

linear, and finally linear after extended oxidation. In many

cases, itmay be difficult to fit experimental data to simple rate

equations, but a first approach can be to plot the W¼ f(t)

curve using double-logarithmic coordinates. In the case of

a law of typeWn¼ kt, the slope of the straight line then gives

the value of n, that is, 1, 2, and 3 for linear, parabolic, and

cubic laws, respectively.

Some authors, using computer software, fit the data to

a third-degree polynomial in W:

AW3 þBW2 þCW þD ¼ t ð20:17Þ

Difficulties in evaluating the proper kinetic law are partic-

ularly important in the case of changes in the oxidation

behavior during the corrosion process.
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FIGURE 20.5. Successive kinetic laws observed for the oxidation

of a given metal as functions of temperature and time.
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An elegant method consists of continuously monitoring

the kinetic curves with exposure time and calculating, for

each experimental point, the rate constant appropriate to the

expected model. Deviations from this model can be readily

identified [76].

D. DEFECT STRUCTURES

The formation of an oxide scale starts with the adsorption of

oxygen gas on the metal surface. During adsorption, oxygen

molecules of other gaseous species in the environment

dissociate and are adsorbed as atoms. These atoms initially

adsorb at siteswhere the atom is in contactwith themaximum

number of surface atoms in the metal substrate. Therefore, in

polycrystalline materials, grains of preferential orientation

exist where the number of adsorbed atoms from the gaseous

atmosphere is highest. The result of this process is a two-

dimensional adsorption layer. The presence of adsorbed

layers may increase the rates of surface diffusion by orders

of magnitude compared with those for surfaces with none or

small amounts of adsorbate.

When the metal surface which is saturated with adsorbed

oxygen atoms or atoms from other gaseous species is further

exposed to the gas, the gaseous species may dissolve in the

metal and nuclei of the corrosion product are formed on the

surface. These nuclei grow laterally and form a continuous

film on the surface. Generally nucleation and growth of the

nuclei are dependent on the composition of the substrate, the

grain orientation, the temperature, and the gas partial pres-

sure. The nuclei grow in thickness and lateral direction and

the reaction rate increases with time. As soon as the nuclei

impinge on each other, the growth rate decreases. Therefore,

the general reaction kinetics can be described by an S-shaped

curve [11].

Nuclei of all potential corrosion products can be formed

on alloys initially, that is, those that are possible from

thermodynamic stability considerations. After the initial

stage of oxidation, which is determined by the behavior of

the nuclei, growth of the continuous scale occurs in the

thickness direction. In dense oxide scales, the growth is

determined by solid-state diffusion through the scale. Cor-

rosion products, which include the oxide scales, are ionic

structures and diffusion in such structures requires lattice

disorder; that is, the corrosion products need to be nonstoi-

chiometric compounds. Therefore, an understanding of re-

action mechanisms in high-temperature conditions requires

a precise knowledge of defect structures in solids. Extensive

studies of defect theory have been provided by Kr€oger [77,
78], Philibert [79], Kofstad [80], Mrowec [81], and others,

but here only an oversimplified discussion will be presented.

Various types of defects may affect scale growth, but we

shall only consider the crystalline defects that determine the

growth of a compact layer and the three-dimensional defects,

such as cracks and pores, that determine the growth of

a porous scale. The crystalline defects represent departures

from the perfect crystalline array and include point defects

(imperfections in the distribution of ions within the lattice),

line defects (displacements in the periodic structure of the

crystal in certain directions or dislocations), and planar

defects or grain boundaries (regions of lattice mismatch).

The point defects comprise either empty crystallographic

sites (vacancies) or atoms occupying the interstices

between the regular lattice sites (interstitial atoms). Their

mole fraction in each sublattice, that is, either the cation or

anion sublattice, generally does not exceed 10�3–10�2 and
is frequently much less. For point defect mole fractions

sufficiently high, the defects may associate or cluster to form

complex defects such as extended defects or aggregates of

point defects (clusters). Point defects strongly influence the

growth of compact scales andwill be briefly treated hereafter.

D1. Point Defects

D1.1. Real Oxide Structures. A complete development

of defect chemistry of inorganic compounds requires

a system of notation to describe all the elements of the

crystal or “structural elements,” that is, not only regular

crystallographic sites but also lattice imperfections. The

Kr€oger and Vink notation [78], recommended by the Inter-

national Union of Pure and Applied Chemistry (IUPAC)

because of its great simplicity, will be used here. Thus, in

a crystal MO, a structural element of the cation sublattice

has a normal charge of þ 2 and, consequently, an effective

charge equal to zero. The electronic defects may be consid-

ered as structural elements. The electronic defect with

positive charge will be written h
. (h with a superscript dot).

This defect corresponds to the removal of an electron from

a regular site of the cation sublattice and can also bewritten as

M.

M (a superscript prime is used for a negative charge). These

rules must be followed in writing defects in equilibrium

reactions:

. Electroneutrality of the total charges of the structural

elements, that is, involving normal charges, actual

charges, and effective charges.

. Mass balance, that is, the number of atoms of each

chemical species involved in the defect reactionmust be

the same before and after the defect formation.

. Ratio of regular lattice sites, that is, for a crystal MpXq:

number of M sites/number of X sites should be equal

to p/q.

Following these rules, it is possible to write equilibrium

reactions that occur internally without involving the external

environment and external equilibria involving mass ex-

changewith the environment. The equilibrium constants will
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then be evaluated assuming that the activities of atoms on

their normal lattice positions can be considered as unity and

the activities of point defects will be approximated by their

concentration, usually indicated by a double bracket and

expressed as the number of moles per mole of compound.

D1.2. Stoichiometry. Alkali halides, silver halides, and

several oxides (e.g., Al2O3, MgO) are stoichiometric com-

pounds. Some of them are characterized by vacancies and

interstitials in one sublattice (e.g., AgBr, with Frenkel dis-

order); others possess defects in both sublattices (e.g., NaCl,

with Schottky disorder). However, it is apparent that neither

of these defects can be used to explain material transport

during oxidation reactions, because neither defect structure

provides a mechanism by which electrons may migrate.

Considering a diagrammatic representation of the oxida-

tion process shown in Figure 20.6, it is seen that either neutral

atoms or ions and electrons must migrate in order for the

reaction to proceed. In these cases, the transport step of the

reaction mechanism links the two phase boundary reactions

as indicated. There is an important distinction between

scale growth by cation migration and scale growth by anion

migration in that cation migration leads to scale formation

at the scale–gas interface whereas anion migration leads

to scale formation at the metal–scale interface. In order to

explain simultaneous migration of ions and electrons, it is

necessary to assume that the oxides, for example, that are

formed during oxidation are nonstoichiometric compounds.

From a macroscopic viewpoint, two alternative classes of

nonstoichiometric compounds can be considered:

(i) MaXb compounds for which atom number of M/atom

number of X > a=b. These compounds are ionic

semiconductors with metal excess (Maþ dXb, where

d is the deviation from stoichiometry in comparison

with the stoichiometric composition MaXb), or with

nonmetal deficit (MaXb-d). ZnO is a typical n-type

semiconductor with a metal excess; TiO2, Nb2O5,

MoO3, and WO3 are typical n-type semiconductors

with nonmetal deficit.

(ii) MaXb compounds for which atom number of M/atom

number of X<a=b. These include the p-type semicon-

ductors with metal deficit (FeO, NiO, Cr2O3, Al2O3) or

with an excess of nonmetal (UO2).

In order to allow extra metal in ZnO, it is necessary to

postulate the existence of interstitial cations with an equiv-

alent number of electrons in the conduction band. The

structure may be represented as shown in Figure 20.7. Here,

both Znþ and Zn2þ are represented as possible occupiers of

interstitial sites. Cation conduction occurs over interstitial

sites, and electrical conductance occurs by virtue of

having the “excess” electrons excited into the conduction

band. These, therefore, are called excess or “quasi-free”

electrons.

The formation of this defect may be visualized, conve-

niently, as being formed from a perfect ZnO crystal by losing

oxygen, the remaining unpartnered Zn2þ leaving the cation

lattice and entering interstitial sites and the two negative

charges of the oxygen ion entering the conduction band. In

this way, one unit of ZnO crystals is destroyed and the

formation of the defect may be represented by

ZnO ¼ Zn
..

i þ 2e0 þ 1

2
O2 ð20:18Þ

for the formation of Zn
..

i , doubly charged Zn interstitials, or

ZnO ¼ Zn
.

i þ e0 þ 1

2
O2 ð20:19Þ

for the formation of Zn
.

i , singly charged Zn interstitials. The

two equilibria shown above will yield to thermodynamic

treatment, giving Eq. (20.20) for the equilibrium in

Eq. (20.18),

FIGURE 20.6. Interfacial reactions and transport processes for high-temperature oxidation mechan-

isms: (a) cation mobile; (b) anion mobile [12].
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K ¼ aZn..

i
a2e0p

1=2
O2

ð20:20Þ

or, since the defects are in very dilute solution, we may

assume that they are in the range obeying Henry’s law, when

the equilibrium may be written in terms of concentrations

Zn
.

i

� �
and e0½ � as in Eq. (20.21):

K 0 ¼ Zn
..

i

� �
e0½ �2p1=2O2

ð20:21Þ

If Eq. (20.18) represents the only mechanism by which

defects are created in ZnO, then Eq. (20.22) follows:

2 Zn
..

i

� � ¼ e0½ � ð20:22Þ

Hence, putting Eq. (20.22) into Eq. (20.21), we obtain

K 0 ¼ 4 Zn
..

i

� �3
p
1=2
O2

ð20:23Þ

or Eq. (20.24) and therefore we obtain Eq. (20.25):

Zn
..

i

� � ¼ 1
4
K 0� �1=3

p
� 1=6
O2

¼ const p
� 1=6
O2

ð20:24Þ
e0½ � / p

� 1=6
O2

ð20:25Þ

Similarly, applying the same analysis to the reaction shown in

Eq. (20.19), the result shown in Eq. (20.26) is obtained:

Zn
.

i

� � ¼ e0½ � / p
� 1=4
O2

ð20:26Þ

Measurement of electrical conductivity as a function of

oxygen partial pressure carried out between 500 and

700�C [82] indicated that the conductivity of ZnO varied

with oxygen partial pressure having exponents between 1/4.5

to 1/5. This result indicates that neither defect mechanism

predominates, and the actual structure could involve both

singly and doubly charged interstitial cations [80].

Similar approaches can be applied to nonstoichiometric

compounds with cation vacancies (Cu2-dO-type oxide), ox-

ygen interstitials (UO2þ d-type oxide), and so on [80, 82–86].

D1.3. Mass and Electrical Transport. Intragranular or vol-
ume diffusion in crystalline compounds takes place through

crystal imperfections and mainly through the movement of

point defects. Several types of mechanisms may be consid-

ered, as shown schematically in Figure 20.8, but mass

transport generally occurs by hopping mechanisms from

a well-defined site of the crystal into another adjacent site.

Consider a one-dimensional flux of particles (atoms, ions,

point defects, or electrons) in theOx direction. LetC(x, t) be

the defect concentrations (number of particles per unit

volume) at the coordinate x and at time t. In a chemical

potential gradient andwithout an electrical potential gradient

or other type of driving force, a flux J of particles occurs in the

Ox direction:

J ¼ � CD

RT

qm
qx

ðgeneralized Fick’s lawÞ ð20:27Þ

where D is the diffusion coefficient of the particle.

Under an additional electrical potential gradient, the

particle flux would obey the following general equation:

J ¼ � CD

RT

q~m
qx

ð20:28Þ

where ~m, termed the electrochemical potential, is related to

the chemical potential m by the equation

FIGURE20.7. interstitial cations and excess electrons inZnO—an

n-type metal-excess semiconductor [12].

A

B

C

D

E

FIGURE 20.8. Schematic illustration of transport mechanisms in

crystalline solids [87].
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~m ¼ m� zFf ð20:29Þ

where z is the particle charge number,F the Faraday constant,

f the electrical potential, and �zF the electrical charge.

If the ion movements within one sublattice of the binary

compound MaXb produce displacements of ions only in that

sublattice, M or X diffusion is termed self-diffusion, and

the self-diffusion coefficientDj of component j will obey the

following equation:

Jj ¼ � CjDj

RT

qmj

qx
ð20:30Þ

where Cj is the concentration of component j.

Let Jd be the flux of the defect, d, in the j sublattice at

the coordinate x and in the absence of an electric field. The

diffusion coefficient Dd of the defect d is defined by the

equation

Jd ¼ � CdDd

RT

qmd
qx

ð20:31Þ

where Cd is the concentration of the defect d.
As a general rule, the relationship betweenDj andDd may

be written as

CdDd ¼ CjDj ð20:32Þ

If Nd is the mole fraction of defects d in the j sublattice, we

may write

Dj ¼ NdDd since Nd ¼
Cd

Cd þCj

� Cd

Cj

ð20:33Þ

This relationship shows that the self-diffusion of component

j is proportional to the mole fraction of defect d contained in
the j sublattice.

A comparison of the self-diffusion coefficients of anions

and of cations may allow identification of the component

which provides the majority of mass transport within the

crystal. Thus, nonstoichiometric oxides such as NiO, FeO

and Cu2O contain metal vacancies; this observation is in

agreement with the order of magnitude of the diffusion

coefficients, that is, DM�DO (DM/DO� 102–104). In con-

trast, in some oxides such as TiO2 that have an oxygen deficit,

it has been observed that DO�DTi. This result is not in

contradiction with the assumption of several authors who

postulate that both oxygen vacancies and titanium intersti-

tials are simultaneously present in this oxide.

Electrical transport in ionic compounds does not neces-

sarily occur by means of point defects. Electrical conduc-

tivity due to a charge carrier is given by

s ¼ CUzF ð20:34Þ

where C is the molar concentration of charge carriers per

unit volume and U is the electrical mobility (expressed in

m2/s/V). The mobility U corresponds to the velocity of the

charged particles under an electric field equal to unity.

In ionic crystals, the total conductivity st is generally

written in terms of ionic and electronic conductivities as

st ¼ sionic þselectronic ð20:35Þ

Let sd be the partial conductivity relevant to the defect d, and
considering the definition of the electrical mobility Ud, we

obtain

sd ¼ zFCdUd ¼ z2F2 CdDd

RT
ð20:36Þ

Ifsj is the contribution to the total conductivity of the charged

species j, we can write

sj ¼ sd ð20:37Þ

Since

CdDd ¼ CjDj ð20:38Þ
we obtain the Nernst–Einstein equation

sj ¼ z2F2 CjDj

RT
ð20:39Þ

In this equation, sj is the ionic contribution of species of type

j to the total conductivity, Dj is the self-diffusion coefficient

of particles j, and Cj is the volume concentration of regular

sites in the sublattice that contain species j.

Since the mobility of electronic defects is much higher

than that of point defects (Ue�Ud), it can be said that the

total electrical conductivity is essentially electronic. Also, it

is easy to show that the conductivity varies with oxygen

pressure in the same way as does the concentration of the

predominant ionized defect (although the current is carried

by electronic defects).

The temperature dependence of the conductivity is deter-

mined by both the charge carrier mobility and concentration

terms.

When ion movements involve jumps between definite

sites of the crystal, an energy barrierDGmhas to be overcome.

The defect mobility then increases strongly with temperature

according to an exponential law (activated process):

Ud ¼ U0
d exp � DGm

RT

� �
ð20:40Þ

DGm is the free energy of migration of the defect.

The temperature dependence of electron mobility is a

function of the electronic structure of the crystal. The
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electron movement is an activated process and the electronic

mobility obeys the equation

Ue ¼ U0
e exp � Ee

RT

� �
ð20:41Þ

where Ee is the overall activation energy for polaron migra-

tion in the periodic field within the crystal or, in other words,

for polaron (electron and distortion field) scattering by lattice

vibrations and/or imperfections, also known as polaron

hopping and usually treated as a diffusion process.

The determination of the variation of the electronic mo-

bilitywith temperaturemay allowus to identify themigration

mechanism of electrons in the lattice. Whatever the nature of

the charge carrier (ionic or electronic defects), the concen-

tration increases with temperature according to

defect½ � ¼ defect½ �0 exp � DGf

RT

� �
ð20:42Þ

DGf is the free energy of formation of defects.

Whatever the nature of the conduction mechanism, the

electrical conductivity is proportional to the product of the

drift mobility and the charge carrier concentration, which

varies exponentially with temperature. The crystal con-

ductivity always increases with increasing temperature

due to the exponential increase in the number of charge

carriers. This characteristic differentiates covalent/ionic

compounds from metallic conductors, which exhibit a

decrease of the electrical conductivity with increasing

temperature [77–81].

D2. Line and Planar Defects

As diffusion along line and surface defects, including dis-

locations, grain boundaries, and internal and external sur-

faces, is generally more rapid than lattice diffusion, they are

termed high diffusivity or easy diffusion paths. This type of

diffusion is often called “short-circuit diffusion.” The con-

tribution of grain boundary diffusion to the total diffusion

flux decreases as the temperature increases for two main

reasons:

. The grain size is larger, the higher the temperature,

because of grain growth.

. The activation energy for grain boundary diffusion is

less than that for intracrystalline diffusion (from 20 to

30% smaller).

The effective diffusion coefficient may be defined by the

Hart equation:

Deff ¼ fDgb þð1� f ÞDv ð20:43Þ

where f is the volume fraction of short-circuit paths, Dv the

lattice diffusion coefficient, and Dgb the short-circuit

diffusion coefficient; Deff may be identified with DV, the

intracrystalline diffusion coefficient, at high temperatures

but, at low temperatures, the short-circuit contribution to

diffusion can become significant. In general, in accordance

with Tamann’s empirical law, grain boundary diffusion

would be expected to dominate at lower temperatures, say

below a transition temperature of between one-half to two-

thirds of the absolute melting temperature of the crystal.

Conversely, the contribution made by short-circuit diffusion

processes will be negligible at higher temperatures. Grain

boundary diffusion in growing oxide scales has been

reported for NiO [88, 89], Cr2O3 [90], Al2O3 [91], and

other product films.

D3. Three-Dimensional Defects

Stress generation in the oxide layer and the underlying metal

may cause through-scale cracking, spalling of the oxide,

stratification phenomena, or even detachment of the scale.

These phenomena lead to loss of protective properties and

faster degradation of metals and alloys. The sources of stress

may be either internal (scale growth) or external (mechanical

and/or thermal stresses). Often, due to mechanical stresses,

a porous layer may develop after the oxide scale has reached

a critical thickness. The twomain sources of stress are growth

stresses, which develop during isothermal formation of the

scale, and thermal stresses, which arise from differential

thermal expansion between the oxide scale and the metal or

alloy during temperature changes.

D3.1. Growth Stresses. Observed stresses depend on the

oxidation mechanism and on the physicochemical properties

of the alloy and of the oxide. The most important causes

of growth stresses include [11, 16] the volume difference

between the oxide and the metal (Pilling and Bedworth rule),

the oxidation mechanism (e.g., internal or external oxidation

of alloys), oxygen dissolution in alloys, epitaxial constraints,

physicochemical changes in the alloy or scale during the

growth, and specimen geometry.

Two different types of growth stresses can be distin-

guished, geometrically induced growth stresses caused by

the surface curvature of components and the intrinsic growth

stresses. As can often be seen in oxidation experiments, the

oxide scales crack at the edges of the specimens, initially

leading to a locally increased attack at these sites. Such

cracking is usually due to geometrically induced growth

stresses that arise at edges and corners due to the small

surface curvature radius. This situation has been dealt with

quantitatively by Manning [92].

With the help of models, the tangential and radial stresses

can be calculated for the ideal case of curved surfaces with

a constant radius of curvature. Introduction of the oxide
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displacement vector M is helpful here; M lies perpendicular

to the oxide–metal interface and describes the displacement

of a reference point in the film resulting from the oxidation.

The magnitude and sign ofM are incorporated inM, which is

calculated as follows:

M ¼ PBRð1� aÞ� ð1�VÞ ð20:44Þ

where a is the fraction of oxide formed on the scale

surface, 1 � a is the fraction of oxide formed at the

metal–oxide interface, V is the volume fraction of metal

consumed in the oxidation by injecting vacancies into the

metal, 1 � V is the volume fraction of metal consumed in

the oxidation which originates directly from the metal

surface, and PBR is the Pilling–Bedworth ratio (see later

in this section).

Oxidation leads to an increase in the strain in the circum-

ferential direction (tangential strain etOx) with a rate of

detOx
dt

¼ M

Rs

� �
dh

dt
¼ M

Rs�PBR
dx

dt
ð20:45Þ

where Rs is the radius of curvature of the surface (concave

Rs< 0, convex Rs> 0) and h is the metal recession (increase

in oxide film thickness dx¼ PBR dh). Equation (20.45)

allows the tangential stresses st
Ox to be calculated assuming

linear elastic behavior. The magnitude of the maximum

radial stresses, sr
Ox, is given by

sr
Ox ¼

PBR h

Rs

st
Ox ð20:46Þ

The relationship between the signs of the tangential and

radial strains and stresses in the scale and at the metal–oxide

interface, respectively, are

sign etOx ¼ signð� erOxRsÞ ð20:47Þ
sign st

Ox ¼ signð�sr
OxRsÞ ð20:48Þ

A plus sign indicates tensile stress, a minus sign means

compressive stress. The sign and level of the stresses in the

scale depend on its growth direction and on the radius of

service curvature as well as the PBR. The latter was intro-

duced in 1925 in order to explain the formation of growth

stresses during oxidation and describes the volume change

that is involved in the transition from the metal lattice to the

cation lattice of the oxide when only the oxygen anions are

diffusing. In other words, the PBR corresponds to the ratio of

the volume per metal ion in the oxide to the volume per metal

atom in the metal [13]:

PBR ¼ 1

a

VeqðMaObÞ
VeqðMÞ ð20:49Þ

It was argued that if the PBR was less than 1, the growth

stresses would be tensile and the oxide would crack and not

cover the entire metal surface. As indicated in Table 20.1,

alkali and alkaline earth metals belong to this class of

materials. On the other hand, if the PBR was higher than

1, compressive stresses would develop and the oxide could

be protective, at least during the early stages of oxidation.

The majority of metals fall into this category.

We now know that the Pilling–Bedworth rule regarding

protective behavior exhibits several exceptions. Important

examples are tantalum or niobium where, even though the

PBR is substantially larger than unity, cracks develop in

the oxide scale after extended exposure and these produce

nonprotective conditions. Whereas the Pilling–Bedworth

paper was a significant advance at the time, it is now

recognized that the approach was incomplete and that the

influence of the difference between the molar volume of

metal and oxide depends on the oxide growth mechanism.

However, the Pilling–Bedworth approach may be of great

help for the assessment of the geometrically induced growth

stresses, as shown earlier.

D3.2. Thermal Stresses. In most applications, high-

temperature alloys are subjected to temperature fluctuations

even under nominally isothermal conditions. In this case,

though, the resultant stresses in the oxide layer resulting from

the difference in the coefficient of thermal expansion (CTE)

of the metal and oxide (see Table 20.2) are small and may be

neglected. This will not be the case, however, for large

thermal cycles or during cooling to room temperature when

large stresses, perhaps of 1-GPa order, are produced in the

oxide layer. Metals have generally a higher coefficient of

thermal expansion than oxides (Table 20.2), and consequent-

ly, tensile stresses are induced in the oxide scale on heating

and compressive stresses during cooling.

The thermally induced stresses can be calculated from

the coefficients of thermal expansion according to the equa-

tion [94]

TABLE 20.1. Pilling–Bedworth Ratios for Some Metal–Oxygen Systems

Oxide K2O CaO MgO CeO2 Na2O CdO Al2O3 ZnO ZrO2

PBR 0.45 0.64 0.8 0.90 0.97 1.21 1.28 1.55 1.56

Oxide Cu2O NiO FeO TiO2 CoO SiO2 Cr2O3 Ta2O5 Nb2O5

PBR 1.64 1.65 1.7 1.73 1.86 1.9 2.07 2.5 2.7
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stherm ¼ �EOxDTðaM �aOxÞ

1þ 2
EOx

EM

dOx

dM

� �
1� nð Þ

ð20:50Þ

where a is the CTE for the metal and the oxide, E is Young’s

modulus for the metal and the oxide, d is the thickness for the

metal and the oxide, respectively, and n is Poisson’s ratio.

Here, DT stands for the temperature change. The CTEs for

technical materials can be found in many of the materials

producers’ brochures, and those for corrosion products are

given in the literature [95]. In most cases, the CTEs can be

approximated by linear behavior in the temperature range

concerned, but in some cases, where phase changes occur in

the scale during the temperature change, nonlinear temper-

ature dependence is found for the CTE. This is, for example,

the case for several sulfide layers [96] and is particularly

important for magnetite and some iron-based spinels [97],

affecting stresses in oxide scales on low-alloy steels. This

naturally decisively affects the stress situation in the oxide

scales on low-alloy steels [98]. In the temperature range

between about 600 and 450�C, the magnetite partial layer is

under tensile stress when cooling from 600�C. At lower
temperatures, this oxide partial layer may come under com-

pressive stresses, depending on the metallic substrate and its

CTE. In the hematite layer, the stresses are always compres-

sive, as the CTE always lies below that of the low-alloy steel

(the exception is 9% chromium steel at temperatures below

150�C).

D3.3. Mechanical Scale Failure. Growth stresses and ther-

mal stresses may be relieved through various mechanisms

that could operate simultaneously:

. Plastic deformation of the oxide scale

. Plastic deformation of the metal substrate

. Spalling of the oxide from the alloy

. Cracking of the scale

When plastic deformation is not sufficient for stress relief,

cracking may develop in the scale. It is the more efficient

relaxation mechanism but will result in a sudden increase in

corrosion rate. The metal oxidation may exhibit repeated

regular sequences of cracking and healing of the scale.

Under tensile stresses (heating to temperatures higher

than the oxidation temperature or over convex regions of a

nonplanar surface) cracks appear as soon as the elastic

fracture strain is reached. This critical value will be signif-

icantly less than 1% even at high temperatures.

Under compressive stresses, the degradation leads to

spallation and the mechanisms are more complex. Two

processes are necessary to produce spalling: transverse

cracking through the oxide and decohesion along the

metal–oxide interface. Two routes of spallation have been

identified: the case corresponding to a low cohesive strength

of the oxide and a high adhesive strength of the scale on

the substrate surface (route 1: cracking of the oxide before

decohesion) and the case corresponding to a high cohesive

strength of the oxide and poor adhesion of the oxide to

the metal (route 2: decohesion before metal cracking).

Figure 20.9 illustrates these two distinct mechanisms.

E. COMPACT SCALE GROWTH

E1. Elementary Chemical Steps

The overall oxidation reaction of ametalMmay bewritten as

aMþ b

2
O2 ¼ MaOb ð20:51Þ

The reaction can proceed only if diffusion of matter (oxygen

or metal) occurs through the solid scale MaOb. If the scale is

porous, mass transport occurs by oxygen diffusion; if the

scale is compact, mass transport occurs by means of solid-

state diffusion. In the latter case, the oxidation mechanism

consists of at least four steps [100–104]:

. Surface step—oxygen adsorption on the oxide

. External step—matter exchange at the adsorbed phase/

oxide interphase

. Diffusion step—ionic transport through the oxide scale

. Internal step—matter exchange at the oxide/metal

interphase

Of course, mass transport by migration of ionized point

defects is accompanied by simultaneous electrical transport,

which complicates the process. In this section, the kinetics of

the oxidation process leading to the growth of a compact

scale are analyzed.

Let a chemical elementary step be a local reversible

reaction that occurs without the formation of a distinct

intermediate product, that is, the reaction proceeds in a single

step, and let an interphase elementary step be a chemical

TABLE 20.2. Linear Coefficients of Thermal Expansion of

Metals and Oxides, �C� 1 [95]

System Oxide: 106aox Metal: 106aM Ratio:aM=aOX

Fe/FeO 12.2 15.3 1.25

Fe/Fe2O3 14.9 15.3 1.03

Ni/NiO 17.1 17.3 1.03

Co/CoO 15.0 14.0 0.93

Cr/Cr2O3 7.3 9.5 1.30

Cu/Cu2O 4.3 18.6 4.32

Cu/CuO 9.3 18.6 2.0
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process involving matter exchange between two distinct

phases. The main difficulty encountered for the formulation

of these steps relates to the conditions required for the

application of classical theories (Eyring theory) for the

calculation of the step rates [105]. We will have to choose,

for the adsorbed phase as well as for the oxide, structural

models that exhibit ideal behavior for the reacting species in

their own phase. Moreover, wewill assume that the theory of

absolute rates can, under these conditions, be extended to

heterogeneous elementary steps involving matter exchange

between two different phases.

On a solid surface, the atomic environment is modified in

comparison with that in the bulk. The resulting imbalance of

the forces in the surface of solids produces attractive forces

for gas molecules or atoms. The phenomenon of adsorption

can then produce an excess of gas atoms or molecules on the

surface compared with the concentration in the adjacent gas

phase. For adsorption to occur spontaneously, the process

must produce a decrease in free energy, but since that is also

a decrease in system entropy, adsorption is always an exo-

thermic process. Consequently, the amount of adsorbed gas

at equilibrium at constant pressure (the “adsorption isobar”)

decreases with increasing temperature.

Depending on the nature of the forces involved, adsorp-

tion processes may be classified as physical adsorption (also

termed van der Waals adsorption or physisorption) or chem-

ical adsorption, usually abbreviated to chemisorption [106,

107]. Physisorption is generally quasi-instantaneous while

chemisorption often proceeds slowly, involving an activation

energy Ea. Thus, the chemical adsorption rate becomes

appreciable only at sufficiently high temperature.

Many theories and models have been proposed to explain

the shape of adsorption isotherms that represent the variation

of adsorbed volume as a function of gas pressure or of the p/p0
ratio (p0 is the saturation vapor pressure at the experimental

temperature). The description of monolayer adsorption can

be made using as variable the fraction of the available

adsorption sites which are occupied by adsorbed atoms or

molecules, u ¼ s=s0, where s0 is the number of adsorption

sites that are initially available per unit surface area and s is

the number of occupied surface sites per surface area unit

(thus, u is the fraction of occupied sites).

Chemisorption involves partial electronic transfer

between adsorbed molecules and the substrate. The solid

surface appears inhomogeneous and exhibits specific

“active” sites on which chemisorption takes place preferen-

tially. When temperature is increased, the amount of

adsorbed gas by chemisorption increases because it is an

activated process; then the adsorption isobar passes through a

maximum because chemisorption is an exothermic process.

Since the establishment of high-temperature oxidation re-

quires at least the presence of one monolayer on the surface,

it can be assumed that a chemisorbed phase is produced as

a surface step.

FIGURE 20.9. Cracking and spallation by compressive oxide stresses [99].
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In this discussion, this adsorbed phase is considered as

a two-dimensional solution (i.e., sorption of a monolayer) of

free surface sites, s, and of occupied sites leading to the

formation of a superficial compound referred to as O-s

(atomically chemisorbed oxygen) where O is a particle of

the gas phase (O2). Such a solution may be considered as

ideal since it is assumed that no interaction occurs between

the free and occupied sites. The sorption process may then be

described by an equation representing the balance between

two opposite reactions with rate constants K 0
a and K 00

a,

respectively:

O2 þ 2s ¼ 2O-s ð20:52Þ

with Ka ¼ K 0
a=K

00
a denoting the equilibrium constant of the

elementary step of sorption.

Under these conditions, if p denotes the partial pressure of

the pO2
species, ueq the fractional surface coverage, the law

of mass action applied to the equilibrium leads to

Qeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
KapO2

p
1 þ ffiffiffiffiffiffiffiffiffiffiffiffi

KapO2

p ð20:53Þ

indicating that the sorption is governed by the Langmuir

equation (dissociation occurs on chemisorption, which is

likely at high temperature). If dnO-s is the number of O-s

particles formed by adsorption per unit area during the time

dt, the rate of the sorption process can be given by the

equations

dnO-s

dt
¼ K 0

að1�QÞ2pO2
�K 00

a Q2 ð20:54Þ

or

dnO-s

dt
¼ K 0

a

Q2

Ka

1�Q
Q

� �2

KapO2
� 1

" #
ð20:55Þ

with

KapO2
¼ Qeq

1�Qeq

� �2

ð20:56Þ

The proposed model to account for the external and internal

steps uses the concept of point defects and, for simplicity, it

can be assumed that only one defect is predominant in the

lattice, that is, either the metal vacancy V 00
M or the oxygen

interstitial O00
i for the case of a p-type semiconductor and

either the oxygen vacancy V ..

O or the metal interstitialM..

i for

the case of an n-type semiconductor. The defects are

then generated at the external interphase (cationic diffusion,

p-type semiconductor) or at the internal interphase (anionic

diffusion, n-type semiconductor) (see Fig. 20.6).

Then, in the case of an n-type semiconductor with metal

vacancies, the external step can be described by

O-s ¼ OO þV 00
M þ 2h

. þ s ð20:57Þ

with Ke ¼ K 0
e=K

00
e denoting the equilibrium constant of the

external step ofmatter exchange. The external reaction rate is

given by

dne

dt
¼ K 0

e Q�K 00
e V 00

M½ �e h.½ �2e 1�Qð Þ ð20:58Þ

Under equilibrium conditions, for a givenvalue of u, we have

dne

dt
¼ K 0

e Q 1� V 00
M½ �e= V 00

M½ �eqe
� �3h i

ð20:59Þ

with

V 00
M½ �eqe ¼ ð1=4ÞKeQ

1�Q
ð20:60Þ

Again for a p-type semiconductor with metal vacancies, we

have for the internal step

V 00
M þ 2h

. þM ¼ MM ð20:61Þ

dni

dt
¼ 4K 0

i V
00
M½ �3i � V 00

M½ �eq3i ð20:62Þ

with

V 00
M½ �eqi ¼ 1

4

1

Ki

� �1=3

ð20:63Þ

In a thick, growing oxide scale, a positive space charge can

appear in contact with themetal balanced by a negative space

charge localized near the external interphase. This charge

distribution induces, at any point within the scale, an electric

field that both accelerates the positively charged ionic defects

and slows down the negatively charged electronic defects

until no net electrical current flows through the scale. Con-

sequently, stationary concentration profiles are established in

the MO scale, the electrically neutral zone extending over

practically all of the scale thickness [108, 109].

Taking into account the possible electrical potential gra-

dient through the scale, the particle fluxes are given by

Jz ¼ � Dd
qcd
qx

� CdUd
qf
qx

	 

ð20:64Þ

Je ¼ �De
qce
qx

� CeUe
qf
qx

	 

ð20:65Þ
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In these expressions, Cd (Ce) is the volume concentration of

point (electronic) defects with z degree of ionization,Dd (De)

is the diffusion coefficient, Ud (Ue) is the electric mobility of

these charge carriers, and f the electric potential at the

coordinate x. The Cd and [d] are linked by the relationship

Cd¼ [d]/W,W being the volume of 1mol of oxide. A positive

sign has to be used if the defects are positively charged and

a negative sign for negatively charged defects.

A brief kinetic analysis of the four elementary steps for

reaction (51) has been presented in this section. The rate

expressions of the elementary steps were expressed in a form

involving the deviation from equilibrium, that is, within the

framework of the thermodynamics of irreversible processes.

The general system of equations relating to the growth of an

oxide scale MO can then be established by expressing the

mass balance at both sides of each interphase in the adsorbed

phase and within the scale. These equations, being differen-

tial, cannot be solved analytically. However, it is possible to

make the simplifying assumption that the concentrations

tend to become time independent, that is, a quasi–steady

state develops. On this basis, the system of differential

equations allowing calculation of the reaction rate can be

solved analytically, leading to considerable simplifications.

It should be recalled that if one of the rate constants or the

diffusion coefficient has a finite value, all the other constants

having very large values, we deal with what is called a pure

regime [110–113]. In all other cases, it is called a mixed

regime [75, 114–116]. Hereafter, we describe pure

diffusional regimes.

E2. Diffusion-Controlled Oxidation

Assuming that cationic transport across the growing oxide

layer controls the rate of scaling and that thermodynamic

equilibrium is established at each interphase, the outward

cation flux JM2þ is equal and opposite to the inward flux of

cation vacancies and we can write

JM2þ ¼ �JV 00
M
¼ DV 00

M

V 00
M½ �00 � V 00

M½ �0
y

ð20:66Þ

where y is the oxide thickness,DV 00
M
is the diffusion coefficient

for cation vacancies, and V 00
M½ �0 and V 00

M½ �00 are the vacancy

concentrations at the scale–metal and scale–gas interphases,

respectively.

Since there is thermodynamic equilibrium at each in-

terphase, the volume of V 00
M½ �00 � V 00

M½ �0 is constant and we

have

JM2þ ¼ 1

W
dy

dt
¼ 1

W
K 0

y
ð20:67Þ

where

K 0 ¼ DV 00
M
W V 00

M½ �00 � V 00
M½ �0� �

: ð20:68Þ

Integrating and noting that y¼ 0 at t¼ 0 we obtain

y2 ¼ 2K 0t ð20:69Þ

which is the common parabolic rate law. Furthermore, it has

been shown that the cationvacancy concentration is related to

the oxygen partial pressure by the equation

V 00
M½ � ¼ const p

1=n
O2

ð20:70Þ

The variation of the parabolic rate constant with oxygen

partial pressure can be predicted by

K 0a p00O2

� �1=n �ðp0O2
Þ1=n

h i
ð20:71Þ

and since p0O2
is usually negligible compared with p00O2

, we

have

K 0a p00O2

� �1=n ð20:72Þ

Clearly, the concentration gradient in the scale never equals

zero and, therefore, scale growth never stops.

Originally, Eq. (20.69) was derived by Wagner in a

theoretical, detailed analysis of the electrochemical potential

situation and the transport conditions in the scale. Fig-

ure 20.10 gives a summary of the conditions for which the

theory is valid. Assumptions are as follows:

. The oxide layer is a compact, perfectly adherent scale.

. Migration of ions or electrons across the scale is the

rate-controlling process.

. Thermodynamic equilibrium is established at both the

metal–scale and scale–gas interfaces.

. The oxide scale shows only small deviations from

stoichiometry and, hence, the ionic fluxes are indepen-

dent of position within the scale.

. Thermodynamic equilibrium is established locally

throughout the scale.

. The scale is thick compared with the distances over

which space charge effects (electrical double layer)

occur.

. Oxygen solubility in the metal may be neglected.

This model led to the final equation of the parabolic rate

constant, which is [11, 109, 117, 118]

K 0
p ¼ 1

2

ðp00O2
p0O2

zc

zaj jDM þDO

� �
d ln pO2

ð20:73Þ
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where K 0
p, DM, and DO are given in units of centimeters

squared per second, with DM and DO the self-diffusion

coefficients for random diffusion of the respective ions

(metal and oxygen) and z the valence of the respective ion

(anion and cation).

The parabolic rate law that was derived for thickness

growth can also be modified for weight gain by oxidation. In

this case, K 0
p has to be replaced by K 00

p according to the

equation

K 00
p ¼ 2

ð2
z

K 0
p ð20:74Þ

Values of
Ð
z
are given in Table 20.3 for several oxides. These

values are, however, based on the assumption that the scale is

free of pores and cavities and consists of only one phase.

Under practical conditions, this is not usually the case, and

therefore these values should only be used as estimations.

The oxidation rate constant Kp is the most important

parameter for describing oxidation resistance. If Kp is low,

the overall oxidation rate is low and metal consumption

occurs at a very low rate. This is typical for protective

oxidation. If Kp is high, metal consumption occurs at a high

rate and the case of nonprotective oxidation exists. From Kp

the metal consumption rate can also be calculated [120].

This requires knowledge of the stoichiometry of the

oxide and the specific weight values as well as the molar

weights of the reactants. Then the metal consumption can be

calculated.

The real value of Wagner’s analysis lies in providing

a complete mechanistic understanding of the process of

high-temperature oxidation under the conditions set out. The

predictions of Wagner’s theory for n-type and p-type oxides

have been extensively examined by several workers [120–

129]. For many systems, the obtained rate constants are

generally several orders ofmagnitude larger than thosewhich

one would calculate from lattice diffusion data from

Eq. (20.73). This discrepancy indicates that “short-circuit

transport” is contributing to growth of the oxide film.

E3. Short-Circuit Diffusion

Lattice diffusion is the dominant process of mass transport at

high temperature provided there is a sufficiently high defect

concentration, but mass transport can also occur along dis-

locations or grain boundaries. Thus, the overall transport in

polycrystalline oxide scales generally results from two fluxes

of matter in parallel: an intragranular flux JVand a flux along

grain boundaries Jgb.

FIGURE 20.10. Diagram of scale forming according to Wagner’s model [12].

TABLE 20.3. Calculation Factor
Ð
z
for Conversion of

Mass Gain Data into Scale Thickness Data Using

Equation (20.74) for Several Oxides and Sulfides [119]

Corrosion Product
Ð
z
g=cm3ð Þ

FeO 1.28

Fe3O4 1.43

Fe2O3 1.57

Cr2O3 1.64

FeCr2O4 1.45

FeS 1.76

FeS2 2.60
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The oxidation rate may be expressed as a function of the

effective diffusion coefficient defined by Eq. (20.43) (see

Section D2). The scale growth rate obeys the differential

equation

dy

dt
¼ WDeff

DC
y

ð20:75Þ

where DC is the defect concentration difference through the

oxide scale andW the molar volume of the oxide. Integration

of Eq. (20.75) leads to

y2 ¼ 2DeffDC t ¼ K 0
pðeffÞt ð20:76Þ

where K 0
pðeffÞ is the effective parabolic constant.

Assuming that the oxide is dense and pure and the

grains are spherical, the following rate equation can be

obtained [110, 130–132]:

y2 ¼ 2WDC DVtþ 4Dgb

1

K
ðKtþ r20Þ1=2

	 

ð20:77Þ

where r0 is the initial grain radius and K is a constant which

is a function of, among others, the surface energy of grain

boundaries, their thickness, and the diffusion coefficient of

matter across the grain boundaries. Further numerical

development of this simple model has allowed a grain size

distribution, different grain boundary widths, or different

laws of grain growth to be taken into consideration.

F. MULTILAYERED SCALE GROWTH

The formation of several corrosion scales on metals or alloys

is often observed. In order to understand clearly the growth

mechanisms of these scales, it is ofmajor importance to know

whether they form concurrently or sequentially.

F1. Compact Subscales

The theory of multilayered scale growth on pure metals has

been treated by Yurek et al. [133]. The hypothetical system

treated is shown in Figure 20.11. It is assumed that the growth

of both scales is diffusion controlled with the outward

migration of cations large relative to the inward migration

of anions. The flux of cations in each oxide is assumed to be

independent of distance. Each oxide exhibits predominantly

electronic conductivity and local equilibrium exists at the

phase boundaries. The total oxidation reaction is

2VM2
þMM1

¼ 3VM1
þMM2

þOO1
ð20:78Þ

The cation vacancies are assumed to be neutral. The cation

flux in subscale 1 is

JM ¼ 1

W1

K 0
p1

y1
ð20:79Þ

and the amounts Q of metal consumed per unit area to form

layers 1 and 2 are, respectively,

Q1 ¼ 2y1

W2

Q2 ¼ y2

W2

ð20:80Þ

The fractions of the cation flux involved in the growth of sub-

scales (1) and (2) are, respectively,

JM1
¼ Q1

Q1 þQ2

JM ¼ 2y1

W1

� K 0
p1=W1y1

ð2y1=W1Þþ ðy2=W2Þ ð20:81Þ

JM2
¼ Q2

Q1 þQ2

JM ¼ y2

W2

� K 0
p2=W2y2

ð2y1=W1Þþ ðy2=W2Þ ð20:82Þ

with JM ¼ JM1
þ JM2

.

With this model, it is not possible to express simply the

ratio of the thickness of both subscales. However, the ratio of

parabolic rate constants can be obtained as

K 0
p2

K 0
p1

¼ y2

y1

� �2
1þðW1y1=2y2 W2Þ
1þð2W2y2=W1y1Þ ð20:83Þ

When one of the layers is much larger than the other, this

expression simplifies to

y2

y1
¼ K 0

p2

K 0
p1

	W1

W2

ð20:84Þ

for example, if y2
 y1. It appears that this ratio is directly

proportional to the ratio of parabolic rate constants for the

Y1

M2O

MM1

VM1
M

Po2́́ ´ Po2́́Po2́

O2

e´ e´

VM2

MM2

MO

Y2

FIGURE 20.11. Schematic diagram of hypothetical two-layered

scale.
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growth of each layer alone, that is, roughly proportional to the

ratio of the self-diffusion coefficients of the mobile species.

This theory has been shown by Garnaud [134] to describe

the growth of CuO and Cu2O on Cu, by Garnaud and

Rapp [135] to describe the growth of Fe3O4 and FeO on Fe,

and by Hsu and Yurek [136] to describe the growth of Co3O4

and CoO on Co.

F2. Paralinear Oxidation

Generally, experience shows that the oxidation of a metal is

often protective during the early stages but the protective

properties of the scale can be partially or totally lost during

later stages. For example, according to the Haycock–Loriers

model [137, 138], the oxidation process involves the con-

current growth of an inner compact layer of MO, controlled

by a diffusionmechanism, and its progressive transformation

at its outer interface into an external porous layer MO0. The
rate of growth of the inner compact layer controlled by

diffusional transport is given by

dðDm1Þ
dt

¼ Kp

2 Dm1

�K1 ð20:85Þ

where Dm1 is the mass of oxygen in the compact scale, Kp is

the parabolic rate constant for growth of the layer, and K1 is

the rate constant for its transformation. The growth rate of the

outer porous layer controlled by the reaction at its interface

with the inner compact layer is given by

dðDm2Þ
dt

¼ fK1 ð20:86Þ

where f is the ratio of the oxygen content in the oxide MO0 to
that in the oxideMO. If the scale consists of two layers of the

same oxide, f¼ 1, and theweight gain Dm is given by the rate

equation

Dmþ Kp

2K1

ln 1� 2K1

Kp

ðDm�K1tÞ
	 


¼ 0 ð20:87Þ

where the rate constant K1 is characteristic of a transforma-

tion in the solid state that does not depend on the oxygen

pressure. The function Dm¼Dm1 þDm2¼F(t) can be

approximated by the equation

Dm ¼ ffiffiffiffiffiffiffi
Kpt

p þ fK1t ð20:88Þ

which describes paralinear oxidation for which parabolic

kinetics predominate during the early stages of oxidation,

becoming linear at longer times. This is illustrated in

Figure 20.12. Paralinear oxidation is observed during the

oxidation of a wide range of metals, especially if mechanical

damage occurs to the scale during thermal cycling [139–141].

This is more likely to be the case if the thermal expansion

coefficient of the oxide is much less or greater than unity. The

simultaneous oxidation and evaporation leads to the forma-

tion of porous and partially porous scales [59].

F3. Stratified Scales

Several metals, particularly in columns IVand V (Ti, Zr, Nb,

Ta) of the periodic table, form stratified scales during their

oxidation at high temperatures as a result of periodic cracking

of the growing oxide. From a kinetic point of view, such

cracking leads to two types of rate laws (Fig. 20.13): The first

one is described by successive parabolic or cubic periods

Δm

Δm

Time

Kp / 2K1
Δm1

Δm2

FIGURE 20.12. Schematic representation of total weight gain Dm
illustrating paralinear rate equation.

Type 1

Type 2

Time

Kinetics transitions

FIGURE 20.13. Schematic rate laws associated with formation of

stratified scales.
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(type 1), the second one by an initial parabolic or cubic period

followed by a near-linear period.

Examination of the scale formed on such specimens,

either on fractured or polished cross sections, shows that for

both type 1 and type 2 rate laws:

. A compact and adherent scale is formed before the first

transition.

. After the first transition, a porous scale exists which

consists of well-defined layers formed essentially

parallel to the metal surface; these may be separated

by isolated cracks, also parallel to the metal surface, or

by connected pores.

Mass transport through the oxide occurs by oxygen, mainly

by vacancies V0 (diffusing from the internal to the external

interface). Since the scale grows in a confined space at the

internal interface, the increase in volume on oxide formation,

associated with a Pilling–Bedworth ratio greater than unity,

may generate large compressive stresses in the oxide (several

gigapascals have been measured). The metal is concurrently

submitted to tensile stresses of smaller magnitude (several

tens of megapascals) due to its larger thickness. The high

compressive stresses in the oxide are probably responsible

for the observed tendency for the kinetics to approach a cubic

rate law due to an associated reduction in the oxygen

diffusion flux. In all cases, oxygen pressure has no influence

on the rate constants.

As oxide thickness increases, compressive stresses may

also increase and result in localized spallation and/or crack-

ing [142, 143]. Then, free access of the gas to a bare metal

surface occurs and reoxidaton results. Two cases can be

envisaged. In the first, the bare metal is unchanged compared

with that at the beginning of oxidation, in terms of compo-

sition,microstructure, ormechanical properties. Reoxidation

occurs exactly as in the initial period and the rate law is the

exact repetition of the first pretransition curve. Kinetics of

type 1 (Fig. 20.13) are then observed with a succession

of parabolic-type periods.

In the second example, the bare metal differs from the

initial state, for example, dissolution of oxygen may have

occurred, leading to increased hardness and lower creep

relaxation rates. The second oxide layer that forms does not

then reach the thickness of the first since stress increases at

a higher rate and early separation occurs from the metal. In

the case of TiO2 growth on titanium at 850�C, for example,

the second and all subsequent layers have a thickness of

1–2mm, whereas the first attains 10–15 mm. The spallation

or cracking of these scales does not occur at the same time for

all locations on the specimen surface and the resulting law is

approximately linear with an increased rate compared to that

in the pretransition period. The system can be described as

a metal covered by an oxide of statistically constant thick-

ness [8, 144–146].

G. OXIDATION RESISTANCE

The oxidation of alloys and other metallic materials is

a complex process consisting of a large number of phenom-

ena which may, themselves, depend on material composition

and environment, that is, temperature, mechanical stress,

gas composition, and so on. To obtain effective protection of

a metallic material, the oxide formed must lead to a contin-

uous scale (external oxidation) and not to precipitates within

the alloy (internal oxidation).

Although numerous studies have been devoted to oxida-

tion of alloys, the oxidation mechanisms are often still not

fully understood. In fact, the models have usually been

developed for the oxidation of the relatively simple example

of puremetals and are inadequate to describe alloy oxidation.

In order to do this, additional factors have to be taken into

account, for example, the different affinity for oxygen of each

of the alloy’s constituents, dissolution of oxygen into the

alloy, solid solubility between the oxides formed, formation

of complex oxides, and different mobilities of the various

metal ions in the oxide phases. Moreover, alloy oxidation

involves complex processes for which the equilibrium state is

reached very slowly or may never be reached. It is unrealistic

to try to classify all the various types of alloy oxidation using

simple criteria. However, several classification systems have

been proposed [67, 147] to account for the diverse morphol-

ogies of oxidation scales. They use thermodynamic diagrams

and kinetic considerations and, for simplicity, we can con-

sider that three methods are available to protect metals and

alloys from high-temperature oxidation: (i) control of the

atmosphere, (ii) alloying addition of species more easily

oxidized than the base metal (chromium, aluminum) and

which form a protective scale during oxidation, and (iii) use

of protective coatings deposited by various methods (cemen-

tation, plasma spraying, ion bombardment, etc.). Some

considerations of these three approaches are presented in

the following paragraphs.

G1. Atmosphere Control

When a process is considered for use in industry, it must be

effective, reliable, and economical. For most applications

these requirements rule out systems based on high vacuum

and the general practice is to use atmospheres derived from

fuels. The gases used are therefore mixtures of N2, CO, CO2,

H2, H2O, and CH4, which make up the products of combus-

tion of fuels. More recently, atmospheres based on nitrogen

have been increasingly used.

Starting from the fuel and air, various types of

atmospheres can be produced. The main, or common, dif-

ferentiation is between “exothermic” and “endothermic”

atmospheres. The nomenclature is ambiguous and it is well

to be clear about its meaning. An exothermic atmosphere is

produced exothermically by burning the fuel with measured

OXIDATION RESISTANCE 267



 

amounts of air. This type of atmosphere has the highest

oxygen potential. An endothermic atmosphere is produced

by heating, by external means, a mixture of fuel gas with air

over a catalyst to provide a gas containing reducing species.

This atmosphere has a low oxygen potential and heat is

absorbed during its preparation; hence the atmosphere

is described as endothermic. A glance at the analysis of

dried, stripped, exothermic atmospheres will confirm that

they are predominantly pure nitrogen. Basically, the fuel has

been used to remove oxygen from the air.

The economics of using nitrogen as a controlled-atmo-

sphere source become more attractive when such factors as

safety, reliability, and productivity are considered. Further-

more, the present tendency is to move away from oil toward

electricity, in which case nitrogen atmospheres will be

particularly attractive.

Modern techniques are currently available using car-

burizing and nitriding systems under vacuum. In these

processes of vacuum carburizing and plasma carburizing,

the components are heated under vacuum to around 950�C.
Methane is leaked into the chamber to a pressure of between

3 and 30 mbar to add carbon to the system. In the absence of

a plasma, the methane will only decompose to the extent

of about 3%, probably on the surface of the components

according to a sequence such as

CH4 !CH3 þH!CH2 þ 2H!CHþ 3H!Cþ 4H

ð20:89Þ

These reactions may be stimulated to provide 80% decom-

position by using a plasma process to excite the methane

molecule. In this case, the molecular breakdown may occur

in the plasma to produce charged species. Hydrocarbons

other than methane may be used as the feedstock. The usual

operating sequence involves flushing and evacuation, heating

to a temperature under the inert atmosphere, and carburizing

for a predetermined time followed by a diffusion anneal in

a carbon-free atmosphere. This cycle is designed to provide

optimum surface carbon content and carburized depth [9, 10,

12, 13, 148].

The main application of controlled atmospheres is in the

area of heat treatment of finished, machined components or

of articles of complex shape, which cannot easily be treated

subsequently for the removal of surface damage. In this

context, the atmosphere is controlled for one of two reasons:

to prevent surface reaction or to cause a surface reaction, such

as carburizing or nitriding.

Prevention or control of oxide layer formation is primarily

a matter of controlling the oxygen partial pressure of the

atmosphere at a value low enough to prevent oxidation, as

described in SectionB1. For ametal that undergoes oxidation

according to the reaction shown in Eq. (20.7) (Section C),

where MO is the lowest oxide of M, the oxygen partial

pressure must be controlled so as not to exceed a value pO2
:

pO2
¼ exp

2DG�

RT

� �
ð20:90Þ

where DG� is the standard free energy of reaction (20.7).

Unfortunately, ðpO2
ÞM-MO is a function of temperature

and has lower values at lower temperatures. Thus, if an

atmosphere is designed to be effective at high temperatures,

it may become oxidizing as the temperature is reduced

during cooling. A surface oxide layer may therefore form as

the metal is cooled. Although the metallurgical damage

to the surface will be negligible, the surface may be

discolored, that is, not bright. This condition can be over-

come to some extent by rapid cooling or by changing the

atmosphere to a lower oxygen partial pressure just before or

during cooling.

For alloys, the most critical reaction must be considered

when deciding on the composition of the atmosphere to be

used. For this purpose, the activities of the alloy components

must be known since, if the metal M in Eq. (20.7) exists at an

activity aM, the corresponding equilibrium oxygen partial

pressure will be given by p0O2
:

p0O2
¼ 1

a2M
exp

2DG�

RT

� �
ð20:91Þ

If the metal activities in the alloy are not known, then, by

assuming the solution to be ideal, mole fractions may be used

instead of activities to give a value of the oxygen partial

pressure at which experiments must be performed to estab-

lish the correct atmosphere composition.

Low oxygen partial pressures can be provided and, more

importantly, controlled by using “redox” gasmixtures. These

mixtures consist of an oxidized and a reduced species, which

equilibrate with oxygen, for example,

COþ 1

2
O2 ¼ CO2

DG�0 ¼ � 282200þ 86:7TJ ð20:92Þ

from which p00O2
or, more importantly, pCO2

=pCO can be

obtained:

p00O2
¼ pCO2

pCO

� �2

exp
2DG�0

RT

� �
ð20:93Þ

pCO2

pCO
¼ p

1=2
O2

exp
�DG�0

RT

� �
ð20:94Þ

Thus, from Eq. (20.93) the ratio of carbon dioxide to

carbon monoxide may be calculated for any oxygen partial

pressure and temperature.

Further discussion of protective atmospheres can be found

in references [8], [11], and [36].
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G2. Alloying

For engineering applications, metals are strengthened and

their environmental resistance improved by appropriate

alloying. The basic mechanisms operating in pure metal

oxidation are also operative in the oxidation of alloys with

added complications. These complications include the for-

mation ofmultiple oxides, mixed oxides, internal oxides, and

diffusion interactions within the metals. The effect of alloy-

ing on oxidation behavior can be understood first by con-

sidering binary alloy model AB consisting of element A, the

major component, and B, the minor component [149]. There

are two distinct possibilities [150]: (i) One considers element

A asmore noble andB asmore reactive. Thus, at atmospheric

pressure of oxygen, B converts toBO, and if the alloy is dilute

in B, dispersed precipitates of BO form in A. If the alloy is

concentrated in B, a continuousBO scale forms on top ofAB.

(ii) The other case considers that A and B are both reactive to

oxygenwithBOmore stable thanAO.The concentration ofB

again dictates the oxide morphologies. If the alloy is dilute in

B, a stable oxideAO forms as the outer scale. Below the oxide

scale, at the AO–alloy interface, the O2 activity is high

enough to oxidizeB intoBOprecipitates. If the concentration

of B exceeds the critical level required to form a continuous

BO scale, then BO forms on top ofAB. The oxide growth rate

is parabolic, with activation energy characteristic of the

growth of BO. The actual rate depends on how protective

the BO scale is and on the presence of additional alloying

elements.

Binary alloys of Ni with Cr or Al form the basis of many

oxidation-resistant commercial materials. There are three

composition (in wt %) regimes, with distinct oxidation

characteristics for each family:

Ni–Cr< 10%: Such alloys form anNiO external scale and

internal Cr2O3.

Ni-30%>Cr> 10%: In such alloys the outer scale con-

sists of NiO on grains and Cr2O3 in grain boundaries.

Ni–Cr> 30%: For such alloys the external scale consists

of Cr2O3, which is maintained because of the large Cr

reservoir.

Ni–Al< 6%: Such alloys form an NiO external scale and

internal Al2O3 and NiAl2O4.

Ni-17%>Al> 6%: In such alloys the outer scale initially

consists of Al2O3. However, on continuous exposure,

Al depletion occurs in the alloy adjacent to the oxide

scale. In the depleted zone, theAl activity is well below

the requirement to form continuous Al2O3. Therefore,

NiO overtakes Al2O3. The overall result is the forma-

tion of a mixture of NiO, NiAl2O4 spinel formed by the

combination of NiO and Al2O3.

Ni–Al> 17%: For such alloys, the external scale of Al2O3

is maintained because of the large Al reservoir.

Practical alloys and metallic coatings for high-temperature

applications are seldom binary. These alloys are typically

Cr2O3 and Al2O3 formers. Silica (SiO2) also forms

a protective scale, particularly for refractory metals with

which it has better thermal expansion matching. However,

SiO2 is not stable at low pressures. It decomposes to gaseous

species such as SiO. It also reacts with water vapor at high

temperatures, forming Si(OH)4 gas. The use of Cr2O3 scale-

forming alloys is limited to temperatures below 1000�C.
Volatile CrO3 forms above this temperature in the pres-

ence of oxygen due to the reaction

1
2
Cr2O3 þ 3

4
O2 ¼ CrO3 ð20:95Þ

Thermodynamic analysis of the foregoing reaction shows

oxygen partial pressure dependence to be p
3=4
O2

. Thus, the

volatilization becomes important at high oxygen partial

pressures. Volatilization of Cr2O3 has been observed even

at lower temperatures, between 850 and 900�C. Also, in the

presence of water vapor, CrO2(OH)2 forms above the Cr2O3

scale. The scale rapidly vaporizes, resulting in continuing

metal recession. The SiO2 scales are also subject to water

vapor–enhanced volatility. For high-temperature applica-

tion, above 1000�C, useful alloys are therefore designed to

be Al2O3 formers. In such alloys, the alumina scale can have

one of several allotropic forms, depending on the alloy

composition and temperature of oxidation. The allotropes

include the transient phases g , d, and u which, on thermal

exposure, convert into the stable phase a [151]. The com-

position of the scale formed and its stability depend on the

alloy composition, the temperature, and the cyclic nature of

thermal exposure [150, 152–156].

Commercial superalloys contain many alloying elements

of significance over and above chromium and aluminum.

The oxidation behavior of these alloys is very complex and

oxidation resistance varies widely, although the general

mechanisms described earlier still apply. The complexities

arise from significant influence of the individual elemental

constituents. Nickel-based superalloys containing elements

such as Co, Cr, Al, Ti, W, and Ta exhibit general behavior

similar to simple NiCrAl alloys.

The cyclic oxidation of superalloys consists of several

steps. The process involves an initial transient period during

which the oxides of the individual constituents form. These

include NiO, CoO, Cr2O3, TiO2, and Ta2O5. Continued

oxidation leads to the formation of the most stable oxide,

which is Al2O3 for alumina-forming alloys. The parabolic

rate constants of the transient oxides are larger than that of the

stable oxide. In a cyclic environment the oxide scale cracks

and spalls. Aluminum in the alloy diffuses to the oxide–alloy

interface to reform the scale. The oxide scale spalling

followed by the reformation process continues. An

aluminum-depleted zone forms in the alloy below the oxide
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scale. The thickness of the depleted zone depends on the

aluminum content of the alloy. Isothermal oxidation of

NiCoCrAlY with 12wt % Al, for example, exhibits depleted

zone thickness three times the thickness of the alumina

scale [157]. Because of the loss of aluminum, the depleted

zone becomes enriched with the other alloying constituents,

some of which, having low solubility in the depleted zone,

precipitate out in the form of acicular phases. Additionally,

nitrogen, which diffuses into the alloy during oxidation, now

exceeds its solubility limit and precipitates out as nitrides of

such elements as Ti. The new precipitate phases penetrate

into the alloy. The alloy is finally depleted of aluminum to

below such a critical level that the regeneration of a contin-

uous scale of Al2O3 is no longer feasible. At this stage, for

nickel-based alloys, breakaway oxidation starts with the

formation of continuous NiO, which is not protective. As

a result, oxygen diffuses into the alloy, forming internal

oxides of the remaining aluminum, chromium, and other

reactive constituents of the alloy. The alloy substrate loses

wall thickness and load-bearing capability.

To help maintain oxidation resistance, the following steps

can be taken: (i) increase aluminum activity as much as

possible; (ii) increase aluminum diffusivity to the alloy

surface; (iii) inhibit diffusivity of oxygen into the alloy;

and (iv) improve the adherence of the alumina scale to the

substrate.

Similar processes and arguments also hold true for cobalt-

based alloys, although some differences exist in the detail.

For comparable oxidation resistance, cobalt-based alloys

need higher combined aluminum and chromium than do

nickel-based alloys. Also, once the protective alumina scale

fails, CoO forms on cobalt-based alloys, which spalls off

catastrophically as opposed to the gradual failure of NiO

formed on nickel-based alloys.

The substrate alloy compositions are generally a result of

an effort to maximize structural properties such as creep,

tensile, and fatigue strength. The alloying constituents, how-

ever, affect the oxidation resistance significantly [158–162].

G3. Protective Coatings

The focus on the development of substrate alloys discussed in

this chapter is generally to achieve high strength, high

ductility, and efficient production. Oxidation resistance may

not be consistent with achieving these goals. For example,

increased Al and Cr result in improved oxidation resistance;

however, beyond a certain level, these elements reduce creep

strength of the resulting alloys. To achieve both strength and

resistance to environmental degradation, the two functions

are separated. The load capability is provided by the appli-

cation of thin coatings with adequate Al and Cr. The thick-

ness of the coating is controlled so that it does not carry any

significant load. Depending on the temperature of use, many

high-temperature alloys require coatings compatible with its

composition and structural (modulus) and thermal (coeffi-

cient of thermal expansion) properties. Diffusion, overlay,

and thermal barrier coatings are discussed in the following

paragraphs.

G3.1. Diffusion Coatings. In diffusion coating, the sub-

strate surface is enriched in an element that will provide

high-temperature corrosion resistance. Typical elements are

chromium (chromizing), aluminum (aluminizing), or silicon

(siliconizing). The substrate is involved in the formation of

the coating, and substrate elements are incorporated in the

coating; in addition, a diffusion zone is developed in the

substrate beneath the coating. Such enrichment not only

allows a protective scale to form by selective oxidation but

also provides a substantial reservoir of the protective element

to delay the inevitable breakaway oxidation to substantially

longer times. A wide variety of diffusion coatings are

used [163–165].

The most common method of aluminizing is pack cemen-

tation, which has been a commercially viable process for

many years [166, 167].

Pack cementation and vacuum pack coating techniques

can be generalized as methods in which a chemical vapor

deposition (CVD) process takes place with the substrate

surrounded by a mass of the depositing medium.

“Cementation” is a misnomer. The substrate is “packed” in

a “cement” consisting of a mixture of the master alloy (the

source alloy), a salt as activator, and an inert or reducing

hydrogen atmosphere. The coating is carried out over a wide

range of pressures from a low, near-vacuum1–20 torr to near-

atmosphere, that is, 360 torr, in the enclosed “retorts” (cf.

“reactors” for conventional CVD) [168]. The substrate to

be coated is surrounded by the pack; various alignments

within this principle are possible depending on the substrate

requirements.

The first known cementation process was that of Al on

steel in 1914 [166, 167]. However, much attention was given

to the process, and its variety and development occurred

during the mid-1960s to the late 1970s on Ni- and Co-based

alloys and iron alloys when the protection of high-temper-

ature gas turbine alloys became paramount together with

rocket and space hardware, that is, refractory alloys, mainly

Ta, Nb, Mo, and Cr based. The technique itself, in principle,

has changed remarkably little since 1914. The composition

and quality of the substrate–deposit configuration have

been modified as a result of research carried out in the last

10–20 years.

Even now, aluminum stands foremost among pack-

coated deposits, closely followed by Cr, Si, and alloys of

Al–Cr, and Al–Si can be coated as one- or two-stage

packs [169]. Most of the literature referred to here is on

Al, Cr–Al, Ni–Al, and Fe–Al systems. Pack coating is

particularly suited to treat large substrates either singly or

in bulk and can handle intricate shapes as it is not a
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line-of-sight method. Much of the earlier literature is avail-

able in references [169]–[171].

Aluminiding was one of the first high-temperature

metallic coating systems. Alumina scale-forming coatings

are very protective in high-velocity gas turbines. Uncoated

alloys containing Al as a minor constituent are rapidly

depleted of Al, which diffuses to the surface to maintain

alumina formation due to recurring oxide spallation. Diffu-

sion-coated alloys form a surface alloy layer, for example,

NiAl and CoAl, which develop the protective alumina layer

under more controlled kinetics and reform on spalling with-

out affecting the substrate alloy properties. A renewal is

possible before excessive depletion occurs. Brittle interme-

tallics can be a danger in this system.

A diffusion barrier layer between the coating and the

substrate is necessary to prevent interdiffusion of elements

within the coating system. Multicomponent diffusion coat-

ings (Al, B, Cr, Si, Ti, Zr) to protect machines from liquid Al

and for brass corrosion have been used [172]. More studies

are needed in this area.

On steel, Al coatings are protective up to 500�C, above
which brittle intermetallics are formed. Thermal stress-in-

duced cracks then propagate into the substrate metal.

Aluminide coatings protect steel from oxidation and corro-

sion in hydrocarbon and sulfur-containing atmospheres.

Aluminized steel is better than stainless steelwhere oxidation

carburization occurs [173].

Chromized steel (diffused in) is resistant to air oxidation

up to 700�C. Above 800�C Cr diffuses into the steel,

reducing oxidation resistance. At higher temperatures brittle

intermetallics form. Good chromized sheet can be bent 180�

without damage and is suitable for most firebox and heat

exchanger applications up to 600�C. Addition of Al or Si to

the chromizing pack process confers oxidation resistance up

to 900�C on mild steel, although continuous use at 900�C
causes brittle intermetallics and consequent cracking on

thermal cycling.

On superalloys, alumina-forming diffusion-bonded coat-

ings provide an Al-rich surface to gas turbine environment.

Aluminiding superalloys involve formation of more than one

phase in the Ni–Al (and Co–Al) systems. Heat treatment is

given to stabilize the NiAl phase. NiAl with some Cr and Ti

improves the hot corrosion resistance [174]. Oxide particles

(e.g., Y2O3) reduce spalling; defects like pinholes, blisters,

and cracks may be avoided by a combination of minor

additives.

Aluminide coatings lack ductility below 750�C and on

thermalcyclingundergosurfacecrackingresulting in spalling

of the alumina scale. To overcome these two problems, the

coating compositionwas adjusted to embed the brittleb-NiAl
or b-CoAl in a ductile g solid-solution matrix. Addition of

yttriumimprovedoxideadherence. Improvements inmechan-

ical properties were achieved by HIP (hot isostatic press-

ing)–densified, argon-atomized prealloyed powder ingots;

tensile ductilities of over 20% were produced using the finer

precipitatewith its better distribution [175]. Studies in which

minor amounts of Si, Fe, and Ti were added to improve the

scale resulted in little improvement [176]. Platinum electro-

plate followed by aluminiding gives improved oxidation

resistance which offsets the higher cost [177].

Cobalt-based superalloys for higher temperature but less

stressed gas turbine vanes have no Al, and this limits the

aluminide coating thickness that can be applied without

spalling. Superalloy compositions avoiding sigma and other

embrittling phases can be destabilized by coating inter-

diffusion [178]. Structural strengtheners, such as submic-

rometer oxides in alloys with oxide dispersion strengthening

(ODS) and carbides in eutectic alloys with dispersion

strengthening (DS), can also limit coating selection [178].

Further research is needed in these areas as higher

performance alloys will restrict the choice of acceptable

coatings. In a recent five-year period, over 50 production

coatings became necessary to replace an original selection of

only one to two compositions [179, 180].

G3.2. Overlay Coatings. Overlay coatings are distin-

guished from diffusion coatings in that the coating material

is deposited onto the substrate in ways that give only enough

interaction with the substrate to provide bonding of the

coating. Since the substrate does not enter substantially into

the coating formation, in principle, much greater coating

composition flexibility is achievable with overlay coatings.

Also, elements, such as Cr, that are difficult to deposit into

diffusion coatings can be included in overlay coatings.

Although Cr is difficult to incorporate into diffusion alumi-

nide coatings, it is readily incorporated into overlay coatings.

Overlay coatings based on the Ni–Cr–Al and Co–Cr–Al

systems are commonly used to protect superalloys. Also,

small amounts of the reactive elements (e.g., Y, Hf) are

routinely incorporated into overlay coatings but are difficult

(or sometimes impossible) to incorporate into diffusion coat-

ings. The flexibility in composition of the overlay coatings

also allows mechanical properties to be tailored for a given

application.

Overlay coatings are deposited by physical techniques.

The most common are physical vapor deposition (PVD),

which includes evaporation, sputtering, and ion plating, and

spray techniques (e.g., plasma spraying, flame spraying).

Diffusion-type coatings, used successfully on early gas

turbines, were tied to the substrate composition, microstruc-

ture, and design. Some changes introduced later were

(i) superalloy composition, such as reduction in Cr and

increase in other refractory metals; (ii) microstructure, in

castings with more segregation; and (iii) design, by air

cooling andwith thinwalls (which introduced higher thermal

stresses). These changes required coatings that were much

more independent of the substrate. Overlay coatings met this

necessity.
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Overlay coatings also overcome the process restrictions

encountered in diffusion coatings, especially the variants,

namely, Cr/Al, TaþCr, or the Pt aluminides, all of which

give better stability and oxide hot corrosion resistance than

Al alone. MCrAlY compositions (M¼Ni, Co, Fe alone or in

combination) are the main ones in the series of overlay

coatings developed by electron beam evaporated physical

vapor deposition (EBPVD) for multiple load. This technique

is one of the two most important manufacturing techniques

widely used for deposition of thermal barrier coatings

(TBCs) onto substrates. Due to its feasibility of varying

coating structure, it has great potential for multiple load, for

example, to produce functionally graded TBCs.

MCrAlYoverlaysused ingas turbinesareusuallyNiand/or

Cowith highCr, 5–15%Al, andYaddition less than about 1%

for stability during cyclic oxidation. They are multiphase

alloys with ductile matrix (e.g., g Co-Cr) containing a high

fraction of brittle phase (e.g., b CoAl). The Cr provides

oxidationandhotcorrosionresistance,but toomuchCraffects

substrate-phase stability. The success of most overlay coat-

ings is the presence (and perhaps location) of oxygen-active

elements, such as Y and Hf, which promote alumina layer

adherence during thermal cycling, giving increased coating

protection at lower Al levels. Yttrium appears mostly along

grain boundaries if MCrAlY is cast but is homogeneous if

plasma sprayed. Thus MCrAlY with 12% Al is more protec-

tive than the more brittle diffusion aluminides with 30% Al.

Overlay claddings deposited by hot isostatic processing

(HIP), electron beam evaporation, or sputtering methods are

diffusion bonded at the substrate–coating interface, but the

intention here is not to convert the whole coating thickness

to NiAl or CoAl. There is, thus, more freedom in coating

composition, so that properties can be maximized to the

extent required. Compositions based onNiCr, CoCr, NiCrAl,

CoCrAl, NiCrAlY, FeCrAlY, and NiCrSi have been used

successfully in gas turbine engines. They are generally

alumina formers with only 10% Al, unlike the 30% in nickel

aluminide coatings. Chromium increases the Al activity

allowing this advantage. Higher Al levels cause brittleness

and a higher Ductile-Brittle Transition Temperature (DBTT)

and the Al levels are generally held below 12% (5–10%

preferred). The coatings are also more ductile than NiAl and

CoAl and can be rolled and bonded by HIP. In general,

NiCrAlY gives best results against high-temperature oxida-

tion whereas CoCrAlY is best for hot corrosion [181].

G3.3. Thermal Barrier Coatings. Thermal barrier coatings

are ceramic coatings that are applied to components for

the purpose of insulation rather than oxidation protection.

The use of an insulating coating coupled with internal air

cooling of the component lowers its surface temperaturewith

a corresponding decrease in its creep and oxidation rates.

The use of TBCs has resulted in a significant improvement

in the efficiency of gas turbines [12].

The earliest TBCs were frit enamels that were applied to

aircraft engine components in the 1950s. The first ceramic

TBCs were applied by flame spraying and, subsequently, by

plasma spraying. The ceramic materials were alumina and

zirconia (MgO or CaO stabilized), generally applied directly

to the component surface. The effectiveness of these coatings

was limited by relatively high thermal conductivity of alu-

mina and problemswith destabilization of the zirconia-based

materials. Important developments included the introduction

of Ni–Cr–Al–Y bond coats and plasma-sprayed Y2O3-

stabilized zirconia topcoats in the mid-1970s and the devel-

opment of EBPVD to deposit the topcoat in the early 1980s.

Plasma-sprayed TBCs have been used for many years on

combustion liners but, with advanced TBCs, vanes, and even

the leading edges of blades, can now be coated. The use of

TBCs can achieve temperature differentials across the coat-

ing of as much as 175�C [182].

Typical systems consist of a nickel-based superalloy

substrate coated with M–Cr–Al–Y (M¼Ni,Co) or a diffu-

sion aluminide bond coat, which forms an alumina layer

[thermally grown oxide (TGO)]. Onto this is deposited

a yttria-stabilized zirconia (YSZ) TBC. The TBC can be

deposited by air plasma spraying (APS), or EBPVD. The

EBPVD coatings are used for the most demanding applica-

tions, such as leading edges of airfoils.

The APS coating consists of layers of splats with clearly

visible porosity and is microcracked. This microcracking is

necessary for strain tolerance. The EBPVD coating consists

of columnar grains separated by channels similar to the

leaders seen in metallic overlay coatings. These channels

are responsible for the high strain tolerance of EBPVDTBCs.

In summary, a wide variety of coatings are used for

oxidation protection at high temperature. It is a huge field

dealing with different compositions, production methods,

properties, degradation, characterization, repair and function

of coatings, and so on. These aspects have been surveyed by

Bose [183], Khanna [14], Birks et al. [12], Sato et al. [184],

Stern [185], Dahotre and Hampikian [186], Gao [179], and

Sch€utze and Quadakkers [180], among others.

H. OXIDATION OF ENGINEERING

MATERIALS

There is a large spectrum of engineering materials available

for applications subject to oxidation in different temperature

ranges. This section focuses on laboratory and field experi-

ence of manymaterials that are being considered for applica-

tions in various temperature regimes. They range from

carbon and Cr–Mo steels to advanced superalloys.

At temperatures below 550�C, carbon steel in air shows

very little weight gain after exposure for nearly one month.

As the temperature is increased to 700�C, the oxidation rate is
significantly increased, exhibiting a linear rate of oxidation
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attack. Test results by John [187] showed that carbon steel

exhibited about 0.25mm/year (10mpy) of oxidation at

604�C; at 650�C, carbon steel exhibited oxidation rates of

the order of 1.25mm/year (50mpy). The beneficial effects

of chromium and silicon additions to carbon steel were

reported by Zeuthen [188]. Chromium–molybdenum steels

are used at higher temperatures than carbon steel because of

higher tensile and creep rupture strengths as well as better

microstructural stability. Molybdenum and chromium

provide not only solid-solution strengthening but also car-

bide strengthening.

Silicon is very effective in improving the oxidation re-

sistance of Cr–Mo steels, but the most important alloying

element for improving oxidation resistance is chromium.

The superior oxidation resistance of martensitic and

ferritic stainless steels to that of carbon and Cr–Mo steels

is well illustrated in the open literature [189]. The 25Cr steel

(type 446¼ S44600) is the most oxidation resistant among

the 400 series stainless steels, due to the development of

a continuous Cr2O3 scale on the metal surface. In Fe–Cr

alloys, a minimum of approximately 18wt % Cr is needed to

develop a continuous Cr2O3 scale against further oxidation

attack [190]. Cyclic oxidation studies conducted by Grodner

[191] also revealed that type 446 was the best performer in

the 400 series stainless steels, followed by types 430

(S43000; 14–18Cr), 416 (S41600; 12–14Cr), and 410

(S41000; 11.5–13.5Cr). The growth of a thin, adherent

(Fe,Cr)2O3 scale as a function of the accumulated isothermal

hold time up to 1000 h was observed byWalter et al. [192] at

650�C in air during cycling from 650 to 300�C.
The 300 series austenitic stainless steels have been widely

used for high-temperature components because they exhibit

higher elevated-temperature strength than do ferritic stainless

steels.Furthermore, theydonotsuffer475�Cembrittlementor

ductility loss problems in thick sections and in heat-affected

zones as do ferritic stainless steels. Nevertheless, some aus-

tenitic stainlesssteelscansuffer someductility lossuponlong-

termexposure to intermediate temperatures (e.g.,540–800�C)
due to sigma-phase formation [193]. Moccari and Ali [194]

observed the beneficial effects of nickel in improving the

oxidation resistance of austenitic stainless steels.

In evaluating materials for automobile emission control

devices, such as thermal reactors and catalytic converters,

Kado et al. [195] carried out cyclic oxidation tests on various

stainless steels. In cyclic oxidation tests performed in still air

at 1000�C for 400 cycles (30min in the furnace and 30min

out of the furnace), types 409 (S40900; 12Cr), 420 (S42000;

13Cr), and 304 (S30400; 18Cr–8Ni) suffered severe attack.

Type 420 (S42000; 13Cr) was completely oxidized after only

100 cycles, although the sample did not show any weight

changes. Alloys that performed well under these conditions

were types 405 (S40500; 14Cr), 430 (S43000; 17Cr), 446

(S44600; 25Cr), 310 (S31000; 25Cr–20Ni), and DIN 4828

(19Cr–12Ni–2Si).

When cycled to 1200�C for 400 cycles (30min in the

furnace and 30min out of the furnace), all alloys tested

except F-1 alloy (Fe–15Cr–4Al) suffered severe oxidation

attack. This illustrates the superior oxidation resistance of

alumina formers (i.e., alloys that form Al2O3 scales when

oxidized at elevated temperatures). Their data also illustrate

that, for temperatures as high as 1200�C, Cr2O3 oxide scales

can no longer provide adequate oxidation resistance.

Oxidation data generated in combustion atmospheres are

relatively limited. No systematic studies have been reported

that varied combustion conditions, such as air-to-fuel ratios.

In combustion atmospheres, the oxidation of metals or alloys

is not controlled by oxygen only. Other combustion products,

such as H2O, CO, CO2, N2, hydrocarbon, and others, are

expected to influence oxidation behavior. When air is used

for combustion, nitride formation in conjunction with oxi-

dation can occur in combustion atmospheres under certain

conditions.

The presence of water vapor can also be an important

factor in affecting oxidation behavior of alloys, as discussed

later in this section.

Manufacturing processes can greatly influence the surface

chemistry of an alloy product. Stainless steels can be finished

into the final product by bright annealing (i.e., annealing is

performed in a protective atmosphere, such as hydrogen

environment or dissociated ammonia environment). This

process generally produces a product withminimal depletion

of chromium at or near the surface. On the other hand, when

the alloy product is finished by black annealing (i.e., anneal-

ing is performed in air or combustion atmosphere in the

furnace) and followed by acid pickling, there is a good

chance that the alloy product may exhibit surface depletion

of chromium. This is particularly important for thin-gage

sheet products or thin tubular products [196].

Some stainless steel producers may manufacture stainless

steels at the bottom of the specification range for key alloying

elements, such as chromium, to reduce materials cost.

Accordingly, the chromium content can be insufficient to

maintain a continuous chromium oxide scale during

prolonged service or when subjected to thermal cycling or

overheating conditions, thus promoting breakaway oxida-

tion. The oxidation resistance of these “lean” stainless steels

can be further degraded by the surface depletion of chromium

resulting from manufacturing processes that may involve

excessive pickling after “black” annealing (annealing in air

or combustion atmosphere), during successive reductions in

cold rolling in flat product manufacturing, or pilgering in

tubular manufacturing. The chromium concentration at the

surface of such a product, particularly a thin-gage sheet or

tube, may be too low to form or maintain a continuous

chromium oxide scale during service. As a result, iron oxides

and isolated nonprotective Fe–Cr oxide nodules can develop

on the metal surface, thus resulting in breakaway oxidation,

as discussed later.
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Some commercial electrical resistance heating elements

aremade of Fe–Cr–Al alloys, such as Kanthal� alloys, which

rely on the formation of theAl2O3 scale for applications up to

1400�C [197]. For example, some of the Kanthal alloys that

are available in wire, strip, and ribbon product forms are

Kanthal A-I (K92500; Fe–22Cr–5.8Al), AF (Fe–22Cr–

5.3Al), and D (Fe–22Cr–4.8Al). Since these wrought alloy

products are essentially ferritic alloys, they exhibit low creep

rupture strengths when the temperature exceeds 650�C and

cannot be used for high-temperature structural components.

Thus, the electrical resistance heating elementsmade of these

alloys must be properly supported to avoid creep deforma-

tion, such as sagging. These Kanthal wires can be used in arc

or flame spraying to produce an oxidation-resistant coating or

in weld overlay cladding by using a gas metal arc welding

(GMAW) process. A powder metallurgy (P/M) process was

used to produce a new alloy product, Kanthal APM, reported

to exhibit improved creep rupture strength [198]. Other

commercial Fe–Cr–Al alloys include ALFA-ITM (Fe–13-

Cr–3Al), ALFA-IITM (Fe–13Cr–4Al), and ALFA-IVTM

(Fe–20Cr–5Al–Ce) developed by Allegheny Ludlum [199]

and Fecralloy� (Fe–16Cr–4Al–0.3Y) developed by Atomic

Energy Authority [200].

As the nickel content in the Fe–Ni–Cr system increases

from austenitic stainless steels to a group of iron-based alloys

with 20–25Cr and 30–40Ni, the alloys becomemore stable in

terms of metallurgical structure and more resistant to creep

deformation (i.e., higher creep rupture strengths). In general,

this group of alloys also exhibits better oxidation resistance.

Some of the wrought alloys in this group are 800H/800HT

(Fe–21Cr–32Ni–Al–Ti), RA330 (N08330; Fe–19Cr–35-

Ni–1.2Si), HR120 (Fe–25Cr–37Ni–0.7Nb-N), AC66

(N33228; Fe–27Cr–32Ni–0.8Nb–Ce), 353MA (Fe–25Cr–

35Ni–1.5Si–Ce), and 803 (Fe–26Cr–35Ni–Al–Ti) [201].

In many Ni–Cr alloys, many alloying elements, such as

those for solid-solution strengthening (e.g., Mo, W) and

precipitation strengthening (e.g., Al, Ti, Nb), are added to

the alloys to provide strengthening of the alloy at elevated

temperatures. Many of these alloys are commonly referred to

as “superalloys.” The superalloys also include oxide

dispersion–strengthened (ODS) alloys, which are briefly

discussed later.

Similar to Fe–Cr–Al alloys, aluminum is also used as an

alloying element in Ni–Cr alloys to improve the oxidation

resistance. Although a Ni–Cr alloy generally requires

a minimum of 4% Al to form a protective Al2O3 scale, the

addition of less than 4% Al can significantly improve

the oxidation resistance of the alloy. Alloy 601 (N06601),

with only about 1.3% Al, shows excellent oxidation

resistance [202].

Nickel–chromium alloys containing about 4% Al or

higher form a very protective Al2O3 scale when heated to

very high temperatures; for example, Lai [203] compared

alloy 214 (Ni–16Cr–4.5Al–Y)with alloy 601 and alloy 800H

in cyclic oxidation tests performed in still air at 1150�C with

specimens cycling to room temperature once a day except

weekends. Alloy 214 showed essentially no weight loss

after 42 days of testing, whereas alloy 601 showed a linear

weight loss.

For applications at high temperatures, many superalloys

contain numerous alloying elements for increasing the

elevated-temperature strength of the alloy. Molybdenum and

tungsten are common alloying elements for providing solid-

solution strengthening for increasing the creep rupture

strength of the alloy. Two iron-based superalloys, Multimet

alloy (R30155; Fe–20Ni–20Co–21Cr–3Mo–2.5W–1.0Nbþ
Ta) and alloy 556 (R30556; Fe–20Ni–18Co–22Cr–

3Mo–2.5W–0.6Ta–0.02La–0.02Zr), are good examples.

However, the oxides of both molybdenum and tungsten

(MoO3 and WO3) exhibit high vapor pressures at very high

temperatures. Multimet alloy showed rapid oxidation attack

at 1150 and 1200�C,with specimens completely consumed at

both temperatures. However, formation of the volatile oxides

of MoO3 and WO3 can be minimized by modification of

some key alloying elements in Multimet alloy. The devel-

opment of alloy 556 was aimed at improving the oxidation

resistance of Multimet alloy without losing the elevated-

temperature strength by modifying the Multimet alloy com-

position. The modification involved a slight increase in

chromium, a decrease in cobalt, replacement of niobium

with tantalum, and addition of a rare earth element, lantha-

num, and a reactive element, zirconium, but the concentra-

tions of molybdenum and tungsten were not changed. The

result was a much more oxidation-resistant alloy, alloy 556,

at 1095 and 1150�C, although rapid oxidation nevertheless

occurred at 1200�C.
Cobalt-based alloys with tungsten, such as alloy 188

(R30188; Co–22Cr–22Ni–14W–0.04La), alloy 25

(R30605; Co–20Cr–10Ni–15W), and alloy 6B (Co–30Cr–

4.5W–1.2C), showed rapid oxidation at 1205�C. A cobalt-

based alloy, alloy 150 (Co–27Cr–18Fe), containing no

tungsten also showed rapid oxidation attack at 1205�C.
Again, the oxidation of a cobalt-based alloy can be

significantly improved with some modification of alloying

elements. Alloy 25 with 15% W exhibits excellent creep

rupture strength at high temperatures. However, because of

the high level of tungsten, the alloy shows high oxidation

rates at very high temperatures, such as 1095 and 1150�C.
With a slight increase in chromium and nickel along with the

addition of lanthanum, the result of the modification was

alloy 188, which has significantly better oxidation resistance

than alloy 25 at 1095 and 1150�C.
Oxide-dispersion-strengthened alloys use very fine oxide

particles that are uniformly distributed throughout the matrix

to provide excessive strengthening at very high temperatures.

These oxide particles, typically yttrium oxide, do not react

with the alloy matrix, and so no coarsening or dissolution

occurs during exposure to very high temperatures, thus

274 HIGH-TEMPERATURE OXIDATION



 

maintaining the strength of the alloy. This group of super-

alloys is produced using specialty powders that are manu-

factured by the mechanical alloying process. These powders

are essentially composite powderswith each particle contain-

ing a uniform distribution of submicrometer oxide particles

in an alloy matrix. The process of producing these ODS

powders involves repeated fracturing and rewelding of

amixture of powder particles invertical attritors or horizontal

ball mills [204]. A vertical attritor is a high-energy ball mill

(like the conventional horizontal ball mill) in which the balls

and the metal powders are charged into a stationary vertical

tank and are agitated by impellers rotating from a central

rotating shaft. The shaft turns, but the jar stays put. As the

balls are stirred, they fall on the contents and grind whatever

is between the balls. Alloy powders are then canned,

degassed, and hot extruded followed by hot working and

annealing to produce a textured microstructure. Alloys are

available in mill products such as bar, plate, and sheet or

custom forgings.

Oxidation of alloys can significantly increase under high-

velocity gas streams, as in, for example, combustors and

transition ducts in gas turbines. These components are also

subject to severe thermal cycling, particularly gas turbines in

airplane engines. Laboratory burner rigs have been devel-

oped to evaluate the type of oxidation, often referred to as

“dynamic oxidation,” under conditions of very high gas

velocities. Some of these dynamic oxidation burner rigs are

described elsewhere [204–206].

Hicks [207] performed dynamic oxidation tests with

170m/s gas velocity at 1100�C with 30-min cycles for

several wrought chromia former superalloys and an ODS

alumina former (MA956). Alumina former MA956 was

found to be considerably better than chromium formers,

such as alloys 191, 86, 617, 188, and 263.

MA956, along with some ODS alloys, was studied by

Lowell et al. [204]with 0.3Mach gas velocity at 1100�Cwith

60-min cycles. ODS alloys included in the study were

MA956 (Fe–19Cr–4.4Al–0.6Y2O3), HDA8077 (Ni–16Cr–

4.2Al–1.6Y2O3), TD-NiCr (Ni–20Cr–2.2ThO2), and

STCA264 (Ni–16Cr–4.5Al–1Co–1.5Y2O3). Also included

in the study was a PVD coating of Ni–15Cr–17Al–0.2Y on

MAR-M-200 alloy (Ni–9Cr–10Co–12W–1Nb–5Al–2Ti).

MA956 and HDA8077 as well as PVD Ni–Cr–Al–Y coating

were found to perform well. No explanation was offered for

STCA264, which did not perform as well as HDA8077,

although both alloys had similar chemical compositions.

In Fe–Cr, Fe–Ni–Cr, Ni–Cr, and Co–Cr alloy systems, the

formation of an external Cr2O3 oxide scale provides the

oxidation resistance for the alloy. The growth of the Cr2O3

oxide scale follows a parabolic rate law as the exposure time

increases. As the temperature increases, the oxide scale

growth rate also increases. The growth of the Cr2O3 scale

requires that a continuous supply of chromium from the alloy

interior diffuses to the oxide–metal interface. Continued

oxidation can eventually deplete chromium in the alloy

matrix immediately under the oxide scale. When the chro-

mium concentration in the alloy matrix immediately beneath

the oxide scale is reduced to below a critical concentration,

the alloy matrix no longer has adequate chromium to reform

a protectiveCr2O3 oxide scalewhen the scale cracks or spalls

due to oxide growth stresses or thermal cycling. Once this

occurs, fast-growing, nonprotective iron oxides, or nickel

oxides, or cobalt oxides (i.e., oxides of base metal) form and

grow on the alloy surface. Breakaway oxidation initiates, and

the alloy begins to undergo oxidation at a rapid rate. The alloy

thus requires the level of chromium immediately under the

chromium oxide scale to reheal [206–211].

To prolong the time for initiation of breakaway oxidation,

it is necessary to have an adequate reservoir of chromium

immediately below the oxide scale to provide adequate

chromium to maintain a protective chromium oxide scale

or to reheal the oxide scale after local cracking or failure.

For alumina formers such as Fe–Cr–Al alloys and Fe–

Cr–Al- and Ni–Cr–Al-based ODS alloys, breakaway oxida-

tion occurs when aluminum concentration under the Al2O3

scale has been reduced to a critical level such that healing of

the Al2O3 is no longer possible, thus resulting in the forma-

tion of nonprotective, fast-growing oxides of base metals

(e.g., iron oxides or nickel oxides). The breakaway oxidation

due to rapid growth of iron oxides or nickel oxides becomes

essentially a life-limiting factor. This critical aluminum

concentration was found to be about 1.0–1.3% for Fe–

Cr–Al-based ODS alloys (e.g., MA956, ODM751) at

1100–1200�C [210, 211]. These values were obtained from

foil specimens (0.2–2mm thick) tested in still air at

1100–1200�C. For the non-ODS Fe–20Cr–5Al alloy, this

critical aluminum concentration was found to be higher

(about 2.5%) at 1200�C [210]. Since breakaway oxidation

is related to the aluminum reservoir in the alloy, this reservoir

is a critical issuewhen the component is made of thin sheet or

foil. Because of excellent oxidation resistance at very high

temperatures, there is increasing interest in considering

alumina formers for products that require thin foils, such as

honeycomb seals in gas turbines, metallic substrates for

automobile catalyst converters, and recuperators in

microturbines.

For alumina formers to improve their resistance to break-

away oxidation, yttrium is frequently used to increase the

adhesion of the aluminum oxide scale. Other alloying

elements that are known to increase the adhesion of the

aluminum oxide scale include zirconium and hafnium.

Quadakkers [212] shows that bothMA956 (Fe–20Cr–4.5Al–

0.5Y2O3) and Aluchrom (Fe–20Cr–5Al–0.01Y) exhibited

much more cyclic oxidation resistance than Fe–20Cr–5Al

when tested at 1100�C in synthetic air with an hourly cycle to

room temperature.

Addition of Y2O3 to an alumina former has a similar

beneficial effect as yttrium added as an alloying element.
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Klower and Li [213] studied the oxidation resistance of

Fe–20Cr–5Al alloys in 10 different compositions containing

various amounts of yttrium ranging from 0.045 to 0.28%. All

10 compositions contained 0.002% S, and 8 compositions

contained 0.04–0.06% Zr with two compositions containing

no zirconium. The cyclic oxidation tests were performed at

1100 and 1200�C, respectively, with each cycle consisting of
96 h at temperature and rapid air cooling to room tempera-

ture. These authors concluded that the yttrium addition of

about 0.045% was sufficient to prevent the oxide scales from

spalling, and when the yttrium concentration was increased

to more than 0.08%, substantial internal oxidation could

occur, resulting in rapid metal wastage [213].

Sulfur in the alloy is known to play a very significant role

in adhesion of the aluminumoxide scale to the alloy substrate

for alumina formers. The role of yttrium is believed to

prevent the preferential segregation of sulfur in the alloy

to the scale–metal interface to weaken the adhesion of the

oxide scale [214–216]. Reducing the concentration of sulfur

in a Ni–Cr–Al alloy can significantly improve the oxidation

resistance of the alloy. Smeggil [217] compared cyclic

oxidation resistance between the normal purity Ni–Cr–Al

alloys (approximately 30–40 ppm S) with the high-purity

Ni–Cr–Al alloys (approximately 1–2 ppm S), showing

a significant improvement in cyclic oxidation resistance

when sulfur in the alloy was significantly reduced. Also

demonstrated was the beneficial effect of yttrium addition

to the normal purity Ni–20Cr–12Al alloy, showing signifi-

cant improvement in the cyclic oxidation resistance of the

alloy without reducing the sulfur content in the alloy. Sulfur

was found to segregate to the oxide–alloy interface during

oxidation in Fe–Cr–Al alloys [218, 219]. Yttrium is believed

to tie up sulfur at the oxide–metal interface, thus improving

the oxide scale adhesion [217].

There are some industrial applications that require thin-

gage sheet materials or thin foils for construction of critical

components. As the component thickness decreases, oxida-

tion becomes a major factor that limits service life. When the

component is made of thin foil, prolonging the incubation

time before initiation of breakaway oxidation is the control-

ling factor for extending the service life of the component.

Thus, as applications are being pushed toward higher and

higher temperatures, alloys that form aluminum oxide scales

can offer significant advantages in performance over those

alloys that form chromium oxide scales [220–222].

In high-temperature combustion atmospheres, water va-

por is invariably present in the environment. The effect of

water vapor on the oxidation of alloys is an important

factor in the alloy selection process. Most oxidation data

are generated in laboratory air, which generally contains

low levels of water vapor [223–225]. The effect of water on

oxidation, and its detrimental effect, has been established

by Onal et al. [226] and many others [2, 4, 12, 16, 170, 183,

227].

As temperature increases, metals and alloys generally

suffer increasingly higher rates of oxidation. When the

temperature is excessively high, metals and alloys can suffer

rapid oxidation. There is, however, another mode of rapid

oxidation that takes place at relatively low temperatures,

often referred to as “catastrophic oxidation,” associated with

the formation of a liquid oxide that disrupts and dissolves the

protective oxide scale, causing the alloy to suffer rapid

oxidation at relatively low temperatures. This phenomenon

has been observed by, for example, Meijering [228], Bren-

nor [229], Sawyer [230], Brasunas [231], and Sequeira [232].

The most effectiveway to alleviate the potential catastrophic

oxidation problem is to avoid a stagnant condition of the

gaseous atmosphere.

I. CONCLUSIONS

This chapter is a summary of themain factors for determining

the nature and extent of gas–metal reactions, the compre-

hension of which is of paramount importance to understand

the subject. Some of these factors are metal structure, oxide

structure, metal diffusion, oxygen or metal diffusion at grain

boundaries or on the surface, metal and oxide volatility,

oxygen solution in metal, cracking, spalling, blistering,

sintering, oxide nucleation, electronic conductance, oxide

adhesion, and oxide plasticity.
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A. INTRODUCTION

The understanding of corrosion of metals and alloys in hot

gases canbe assistedby analysis of the thermodynamics of the

formation of corrosion product phases involving elements in

the alloy and species in thegas. Since the service temperatures

and pressures in high-temperature applicationsmay vary over

large ranges and the gas phase may involve many species, the

stable corrosion products are only known with certainty for

applications of specific alloys. It is often helpful to employ a

multielement stability (or phase) diagram, which considers

the thermodynamic properties of the possible compounds,

to establish the most stable corrosion products before the

kinetics associated with growth can be treated. Thermochem-

ical analysis of the potential corrosion products can help

identify the corrosion mechanisms important for the process

conditions and also suggest which alloy types might have

sufficient corrosion resistance based upon knowledge of how

corrosion products influence corrosion rates. Examples of

processes that corrode metals in high-temperature gases

include coal gasification, crude oil distilling, steam-methane

re-forming, catalytic cracking, fluid bed coal combustion,

petroleum coking, combustion, incineration, hydrocracking,

naphtha cracking to ethylene, and other energy conversion

processes. All involve the presence of gases containing

H–O–S–Cattemperaturesof600–1300K(�300–1000�C)[1].

B. THERMODYNAMICS

B1. Gas Phase

In many processes, the nominal gas composition may not

represent the composition present at the corroding surface. In

the process of sampling gases containing H, O, S, and C at

high temperature and pressure, part of the water vapor may

condense during subsequent cooling and pressure reduction.

Furthermore, inmixtures rich inCO, there is the possibility of

carbon precipitation:

2CO ¼ CO2 þC ð21:1Þ

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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resultant from a shift in the equilibrium with falling temper-

ature given approximately by

log
ðPCO2

ÞðaCÞ
ðPCOÞ2

" #
¼ 8916

T
� 9:15 ð21:2Þ

Even if the concentrations of the most abundant gases

change little with temperature, the partial pressures of the

constituent elements such as O2 or S2 may vary considerably.

It may be necessary to infer, from a gas composition at

ambient temperature and pressure, what the gas composition

is likely to be at the service condition for the alloy.

Table 21.1 shows the computed equilibrium composition

at 900K (627�C) and 1100K (827�C) for a gas with an initial
composition of 35% CO, 25% H2, 20% CO2, 19% H2O, and

1% H2S. In both cases, the total pressure is 30 atm. This type

of gas composition might be found in coke/coal/oil gasifi-

cation, Flexicoking (trade name of Exxon Corporation),

catalytic cracking in a petroleum refinery, steam-methane

re-forming, or instances of fuel-rich conditions of fossil fuel

combustion. The nominal (molar) composition may be re-

garded as the reactants in a chemical process leading to

the equilibrium products. In the product equilibrium, the

mole fraction is given adjacent to each species considered.

The total number of moles of gas appears near the bottom of

each listing and is, of course, larger for the higher temper-

ature reflecting the greater degree of dissociation. Although

graphite is a potential phase in both figures, it only appears at

the lower temperature; at the higher temperature the activity

of carbon with respect to graphite is less than 1.

The equilibrium was established by the Gibbs energy

minimization [2, 3]. In this versatile computational proce-

dure, the molar concentration of candidate equilibrium spe-

cies (containing some or all of the elements in the nominal

gas) are systematically varied subject to the condition of

mass balance for each element. For each such mixture, the

total (relative) Gibbs energy, Gt, is calculated by evaluating

the following function:

Gt ¼
Xgases
i¼1

nifDG�
i þRT ln½ðXiÞðPÞ�g

� �þ Xsolids
i¼1

ni DG
�
i

ð21:3Þ

where DG�
i are the standard Gibbs energies of formation per

mole of each species in the equilibrium gas mixture, R is the

gas constant, ni is the number ofmoles,Xi is themole fraction

of species in the gas phase at absolute temperature, T, and

total pressure, P. The equilibrium is found when successive

(and progressively smaller) adjustments in molecular con-

centrations provide negligible reduction in Gt. The equilib-

rium partial pressure of the elemental species (PH2
;PO2

;PS2 )

and the activity of carbon (graphite, aC) are a by-product of

the computation.

B2. Corrosion Product Formation

Having established the equilibrium gas composition at the

temperature of interest, it is now possible to consider the

reaction of that gas with the elements in the alloy. Consider

the case of Inconel 671 (trade name of Huntington Alloys

International), which is nearly a binary alloy containing 54%

Ni and 46%Cr. This alloy is not widely used but is chosen for

this example to illustrate the concepts used to calculate

corrosion product stabilities. Themost stable chemical phase

of nickel can be determined by computing the Gibbs energy

change for all possible reactions of nickel with hydrogen,

oxygen, sulfur, and carbon, assuming that the composition of

the voluminous gas phase is not influenced by reactions with

a relatively minor mass of the alloy. The reactions, all based

on 1mol of nickel reacting to form a series of Ni compounds

with the general formula NiHaObScCd, have the form:

Niþ a

2

� �
H2 þ b

2

� �
O2 þ c

2

� �
S2 þðdÞC!ðNiHaObScCdÞ

ð21:4Þ

where the constants a, b, c, and d are �0. When the Gibbs

energy change is computed, allowance is made for

PH2
;PO2

; and PS2 , and the activity of C appropriate to the

gas mixture at the temperature and total pressure involved

using the equation

DG ¼ DG� � a

2

� �
RT ln PH2

� b

2

� �
RT ln PO2

� c

2

� �
RT ln PS2 �ðdÞRT ln aC

ð21:5Þ

where DG� is the standard Gibbs energy of formation for the

nickel-containing compounds (permole ofNi) obtained from

tables or databases of thermochemical properties. The reac-

tion with the most negative Gibbs energy change identifies

the most stable compound containing nickel coexisting in

direct contact with the gas phase.

In order to evaluate the potential of changes in the gas

composition to alter the most stable nickel compound, a

diagram may be constructed by systematically varying the

partial pressures of two particular elements while holding the

partial pressure or activity of the third and fourth elements

constant. Such a predominance or phase stability diagram is

shown in Figure 21.1 for 1100K (827�C) [2, 4]. Note that the
suggested methodology for the diagram construction does

not begin with potentially false suppositions of coexistence

of particular combinations of nickel containing phases as a

basis for developing equations for each phase boundary.

Therein lies the power of the suggested computational

procedure. Precision in locating the boundary for graphical

purposes simply involves selecting suitably small steps in the

variation of the partial pressures for the species used for the
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axes. Many computations of Gibbs energy can be eliminated

following the realization that phase fields must be contigu-

ous. The computational power of a personal computer is

more than ample to develop diagrams as in Figure 21.1 in a

few seconds [2].

When it is more informative to employ the dominant gas

species for the axes and fixed partial pressures in the diagram,

a variation on the foregoing methodology is invoked Sup-

pose, for example, log PCO2
is used as oidinate and logPCO as

abscissa. The equilibrium constant for the process

COþ 1

2
O2 ¼ CO2 ð21:6Þ

log
PCO2

ðPCOÞðPO2
Þ

� 	
¼ 14; 764

T
� 4:537 ð21:7Þ

enables PO2
to be found for any pair of values of PCO and

PCO2
.

Similarly, the carbon (graphite) activity can be found

using Eqs. 21.1 and 21.2.

If, for the diagram development, the PH2O and PH2S were

fixed, then PH2
could be found from the equilibrium constant

for

H2 þ 1

2
O2 ¼ H2O ð21:8Þ

and PS2 from the equilibrium constant for

H2 þ 1

2
S2 ¼ H2S ð21:9Þ

These preliminary steps reduce the computations used to

construct Figure 21.2 to those of Figure 21.1. The two

diagrams are consistent in indicating that Ni3S2 (liquid) is

the most stable phase of nickel in equilibrium with the gas.

Comparable points, representative of the equilibrium gas in

Table 21.1, are shown on both figures. The two diagrams are

not topologically the same with respect to triple points and

adjacent phase fields since the chemical potentials of all

elements in the gas phase are only the same at the coordinates

marked.

In the case of corrosion of Inconel 671, it is of course

necessary to also consider the chemical compounds of Cr. By

procedures similar to that described for Ni, a diagram similar

to Figure 21.2 may be developed for Cr. This diagram

superimposed on that for Ni is shown in Figure 21.3. The

overlapping stability fields give rise to the double labeling of

each area on the resultant diagram. For the conditions of

temperature, total pressure, and gas compositions covered by

Figure 21.3, there are no stable compounds containing both

Ni and Cr and little or no mutual solubility of the various

nickel- or chromium-containing compounds. Thus the su-

perimposition of Ni and Cr stability diagrams leads to the

conclusion, for the gas with the equilibrium composition in

Table 21.1 at 1100K, that liquid Ni3S2 and Cr2O3 are the

most stable corrosion products.

As evidence that Ni3S2 and Cr2O3 cannot react to form,

for example, NiCr2O4 in contact with the equilibrium gas

FIGURE21.1. TheNi-H,O, S,C predominance diagramat 1100K

(827�C) prepared using the FACT system [2]. The coordinate � is

consistent with Table 21.1.

FIGURE21.2. TheNi-H,O, S, C predominance diagramat 1100K

(827�C). The diagram is similar to Figure 21.1 but a different

selection of axes and constant conditions has been made. The

coordinate � is consistent with Figure 21.1 and Table 21.1.
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composition in Table 21.1 at 1100K, it is necessary to

evaluate the Gibbs energy change for the reaction of Ni3S2
and Cr2O3 to form NiCr2O4 (balanced using CO2, CO, H2O,

and H2S).

Ni3S2 þ 3Cr2O3 þCO2 þ 2H2O! 3NiCr2O4 þ 2H2SþCO

ð21:10Þ
In finding theGibbs energy change at 1100K [2], allowance is

made for the partial pressures of the gas species at the

compositionof interest usingan equation similar toEq. (21.5).

The positive value of 146 kJ/mol affirms the inability of the

sulfide and oxide to react; that is, the stability of Ni3S2 and

Cr2O3 in direct contact in this particular atmosphere.

Although the superimposition of Ni and Cr stability

diagrams provides (by good fortune, in this particular case)

a suitable corrosion product stability diagram, superimposi-

tion is not sufficiently general to create a reliable diagram in

all cases. A more universally applicable approach is a

necessity. To take the case of Inconel 671, the construction

of a composite stability diagram for two (or more) alloying

elements can be undertaken by finding the Gibbs energy

changes for all reactions of the type:

ð1� rÞNiþ rCrþ
�
a

2

�
H2 þ

�
b

2

�
O2 þ

�
c

2

�
S2 þðdÞC

!m½NiwCrxðH;O; S;C; Þ� þ n½NiyCrzðH;O; S;C; Þ�
ð21:11Þ

In this generalized methodology [5], following the con-

straints of the phase rule, groups of compounds equal in

number to the components in the alloy phase are considered.

All the candidate corrosion product compounds in the group

must contain some or all of the alloying elements and the

molar amounts given by m and n must both of course be

nonnegative for the proportion of elements in the alloy given

by r. With all equations balanced in terms of 1mol of alloy

with appropriate zero or positive coefficients a, b, c, and d, the

Gibbs energy change for each is found in a manner similar to

that for reactions of the type given by Eq. (21.4). The

corrosion product pair that is most stable is associated with

the reactionwith themost negativeGibbs energy change. The

topology of such diagrams is sensitive to the value of r.Under

more oxidizing conditions than those usually associated with

coal gasification applications, NiCr2O4 may be a stable

corrosion product. Clearly, whether NiCr2O4 coexists with

a Cr- or a Ni-containing compound depends on whether r is

greater or less than 2
3
.

C. KINETICS

The qualitative characterization of corrosion rate in high-

temperature systems may sometimes be gleaned from a

FIGURE 21.3. The Ni, Cr-H, O, S, C predominance diagram at

1100K (827�C). The diagram in this case is the superimposition of

Figure 21.2 and a similar one for Cr since, within the field of view,

there are no phases that contain both Ni and Cr (such as

NiCr2O4). The placement of the coordinate � consistent with

Table 21.1 shows that liquid Ni3S2 is a stable phase.

TABLE 21.1. Equilibrium Computations for the Initial

Gas Composition of 35Mol CO, 25Mol H2, 20Mol CO2,

19Mol H2O, and 1Mol H2S, Shown as Mole Fractions

Adjacent to the Given Species

Species (900K, 30 atm) Xi (1100K, 30 atm) Xi

CO 0.050 0.286

CO2 0.431 0.267

H2 0.091 0.206

H2O 0.335 0.192

CH4 0.079 0.039

H2S 0.013 0.010

COS 0.230� 10� 3 0.455� 10� 3

H2CO 0.225� 10� 6 0.214� 10� 5

C2H4 0.897� 10� 7 0.821� 10� 6

C2H6 0.189� 10� 5 0.612� 10� 6

H2S2 0.323� 10� 6 0.420� 10� 6

CH3SH 0.291� 10� 6 0.228� 10� 6

S2 0.323� 10� 8 0.311� 10� 7

SO2 0.217� 10� 9 0.110� 10� 8

SO3 0.171� 10� 19 0.841� 10� 18

O 0.209� 10� 23 0.101� 10� 18

O2 0.457� 10� 23 0.493� 10� 19

Total moles of gas 75.3 92.8

Activity of C 1 0.838

Moles of C 12.8 0
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combination of stability diagrams and corrosion rate data.

Clearly, the stability diagram for Inconel 671 at 1100K

shown in Figure 21.3 is revealing in terms of indicating

liquid sulfide corrosion products, which invariably have

high corrosion rates, in contact with the equilibrium gas

compositions represented in Table 21.1. Liquid Ni3S2, as a

stable corrosion product (coexisting with solid Cr2O3),

would be expected to corrode rapidly in the gas at

1100K. At the lower temperature (900K) associated with

Figure 21.4, where Ni3S2 is solid, somewhat slower corro-

sion rates might be expected. Thermochemical information

is valuable in organizing and interpreting data on corrosion

at high temperatures, for design and selection purposes, in

combination with corrosion rates measured in actual expo-

sure testing.

To quantitatively represent isothermal corrosion testing, it

is possible to provide empirical constants in an equation of

the form

p ¼ ktn ð21:12Þ

where p is the penetration (or depth of loss of internally

oxidation free alloy) and k and n are characteristic para-

meters established by a statistical treatment of sufficient test

data [6]. For a pure metal with only one corrosion product, a

value of n near 1 may indicate that the superficial scale is not

protective but rather spalls at a constant rate perhaps due to

excessive volume in comparison to the volume of metal

replaced (Pilling–Bedworth ratio [7]). In other cases, corro-

sion rate is limited by arrival of a corrosion species or

removal of a volatile corrosion product compound. Protec-

tive corrosion products must have a value of n< 1. If the

growth of the scale is characterized by a constant diffusion

coefficient in the alloy or corrosion product compound, n

should be 1
2
. This is sometimes termed parabolic growth.

Defects in the crystallinity of the scale, particularly as

affected by impurities or alloying elements incorporated into

the growing scale, may lead to values other than 1
2
. Many

corrosion–resistant alloys often have both a value of n of 1
2

and a small value for k. The parameter k is temperature

dependent and is sensitive to the equilibrium partial pressure

of the elements in the gas phase as well.

When Inconel 671 is exposed to oxidizing and sulfidizing

atmospheres such that Ni3S2 and Cr2O3 are the stable

corrosion products, Eq. (21.12) may be generalized [8] to

yield

log
p

ðtÞ
� 	

¼ aþ b logðPS2Þ�
3

2
logðPO2

Þ
� 	

þ c

T
ð21:13Þ

Extensive exposure testing for many alloys and corrosive

gases has shown that this form provides a good correlation of

the corrosion data with the exposure conditions. For the

specific case of Inconel 671 exposed to gas with the com-

position given in Table 21.1 for 900K and 30-atm total

pressure, the penetration is predicted by Eq. (21.13) to be

2.1 mils after 1 year, 4.6 mils after 5 years, and 6.5 mils after

10 years of exposure time [9]. For the same alloy under

different service conditions (temperature, pressure, or gas

composition), leading to a different combination of stable

corrosion products, another empirical rate equation of a

different form would be required.

D. SOFTWARE

The foregoing approach to alloy selection is computationally

intensive and the following logical steps are used:

(a) The equilibrium partial pressures of elements in the

corrosive gas must be found.

(b) The stable corrosion product phases on the candidate

metal or alloy must be predicted based upon (a).

(c) A suitable empirical corrosion rate expression is

selected, as appropriate for the likely corrosionmech-

anism [i.e., corrosion phases in (b)].

To assist in this manually cumbersome methodology, a

user-friendly Windows 95 (trade name of Microsoft Cor-

poration) program called ASSET (Alloy Selection System

FIGURE 21.4. The Ni, Cr-H, O, S, C diagram at 900K (627�C
similar to Figure 21.3. The placement of the coordinate� consistent

with Table 21.1 shows that solid Ni3S2 is a stable phase coexisting

with solid Cr2O3.
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for Elevated Temperatures) has been developed [9]. The

thermochemical predictions involved in steps (a) and (b)

are performed in a user transparent way with an appro-

priate subset of programming and databases of Facility for

the Analysis of Chemical Thermodynamics (FACT) [2].

Regression analysis is used to produce correlations of alloy

corrosion for four different corrosion mechanisms as

named for the types of corrosion products that form:

1. Sulfidation

2. Sulfidation/oxidation

3. Oxidation

4. Carburization

A large selection of data has been compiled for these con-

ditions representing nearly 4.7 million h of exposure for 71

commercially available alloys. Details of the program are

provided elsewhere [9].

E. CONCLUSION

An engineering approach to the selection of alloys for high-

temperature service in many different types of fossil fuel

combustion and energy conversion processes, can, with

suitable software [2, 9, 10], involve a blend of fundamental

science and exposure testing. Thermodynamics is used to

compute the equilibrium gas-phase chemical speciation and

predict stable corrosion products on commercial alloys.

Extensive exposure testing conducted on commercially

available alloys is then correlated to those computations to

provide a reliable guide to metal loss as a function of time,

temperature, gas composition, and pressure. The reader is

referred to readily available literature [8, 11–22] for a more

comprehensive treatment of the corrosion of metals and

alloys in high-temperature gases.
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A. INTRODUCTION

In comparison to corrosion at near ambient temperatures, the

oxidation of metals and alloys at high temperatures puts

greater emphasis on chemical thermodynamics. Fortunately,

the difficulties posed by experimental measurements at high

temperatures are offset by more rapid chemical kinetics

making computations of equilibrium especially useful as

a predictive tool. In some cases, the decreasing stability

of metal oxides with increasing temperature also makes

exploiting conditions of immunity a practical possibility.

A procedure is described in Chapter 21 of this Handbook

to locate domains of immunity by computational means on

isothermal diagrams in which the partial pressures of gases

are used as axes on logarithmic scales. These are sometimes

called predominance diagrams and have a long history of

usage in high-temperature corrosion as well as other matters

involving chemical reactions at high temperatures between

condensed phases and process gases, such as in smelting and

refining. As the gas mixtures become more complex, partic-

ularly with respect to the number of elements, predominance

diagrams become increasingly difficult to interpret. It is

generally not evident how to create in a reacting gas mixture

(such as CH4 and O2) the equilibrium partial pressures (CO,

CO2, etc.) used as axes on predominance diagrams. Addi-

tionally, gas-phase equilibria controlling the speciation in the

gas mixture are sensitive to temperature and pressure. There-

fore, combinations of alloys and gas mixtures that perform

well at one temperature may not do so at another. In these

situations, multiphase equilibria states and speciation may be

computed through numerical optimization techniques [1–5].

This method is applied to homogeneous gas-phase equilibri-

um in Section B and heterogeneous equilibrium of a con-

densed solid phase coexisting with an ideal gas in Section C.

B. HOMOGENEOUS EQUILIBRIUM IN

AN IDEAL GAS SOLUTION

High-temperature oxidation and corrosion requires the

computation of gas-phase speciation at the temperature

and pressure of exposure in a system comprised of several

elements. To give focus to the computational methods,

consider a hydrocarbon combustion situation. The usual

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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excess of oxygen in relation to a hydrocarbon fuel at high

temperature makes it possible to exploit knowledge that

the main product species are CO2(G) and H2O(G), with most

of the sulfur appearing as SO2(G). However, with the same

collection of elements involved in, for example, coal gasi-

fication, the deficiency of oxygen in relation to carbon and

the large number of possible chemical compounds makes

the computation of molecular concentrations more difficult.

A general method to compute gas-phase equilibrium in

a system with several elements is therefore a necessity. Even

when the gas composition is known from chemical analysis

at room temperature, the composition of the gas at the

temperature and pressure of exposure must be computed.

Gas-phase speciation is generally discussed with refer-

ence to equilibrium constants relating, for example, concen-

trations of CO(G), CO2 (G); and O2 (G):

COðGÞ þ 1
2
O2ðGÞ ¼ CO2ðGÞ ð22:1Þ

where

Keq ¼ exp
�DG�

RT

� �
¼ PCO2

PCO P 0:5
O2

ð22:2Þ

where Keq is the equilibrium constant, DG� (J�mol� 1) is the

Gibbs energy of reaction, R (J�mol� 1K� 1) is the universal

gas constant, T (K) is the absolute temperature, and Pi (atm) is

the partial pressure of species i in the gas. In an ideal gas

mixture, the fugacity is numerically equivalent to the partial

pressure in dimensionless units when the reference pressure is

1 atm. The difficulty with pursuing this method is incorporat-

ing the overall atomic proportion of carbon and oxygen in the

system to express constraints on the partial pressures. None-

theless, in a system where experience provides a basis for

knowing the dominant gas species, and where the number of

those species does not significantly exceed the number of

elements, this traditional method of computing gas-phase

equilibrium is quite serviceable. However, it does not lend

itself to generalization, even when applied to common com-

bustion gases with several possible elements (C, H, S, O, N),

particularly for the case of fuel consumed in a deficiency of air.

B1. Thermodynamic Data

As a basis of discussion that can be related to familiar

expectations, consider the binary carbon–oxygen system at

1000K and 1 atm. The Gibbs energy, G�
i (J�mol� 1), of an

individual species i may be initially defined as [6]

G �
i ¼ DH �

i þ
ðT
298

Cp;i dT

0
@

1
A�T S �

i þ
ðT
298

Cp;i

T
dT

0
@

1
Aþ

ðPi

1

Vi dP

ð22:3Þ

where DH �
i (J�mol�1) and S �

i (J�mol�1K�1) represent

the standard enthalpy of formation and absolute entropy,

respectively, at 298K and 1 atm, Cp,i (J�mol�1K�1) is the

molar heat capacity at constant pressure, Pi (atm) is

the partial pressure, and Vi (m
3�mol�1) is the molar volume

occupied by i. Division by the total number of atoms in the

formula mass (Mi,T) provides units of joules per gram-atom

(J�g at�1). The use of this latter unit in expressing an

extensive property provides a basis for comparing Gibbs

energies of compounds with different numbers of atoms per

molar mass on an equivalent basis.

Although it is a misnomer, the Gibbs energy in Eq. (22.3),

G �
i , is sometimes called the “absolute” Gibbs energy. This

nomenclature draws attention to the use of the absolute

entropy in the formulation of G �
i . The more usual Gibbs

energy of isothermal formation from the most stable form of

the elements appears on the extreme right side of Table 22.1.

TABLE 22.1. Gibbs Energies for Selected Species in C–O System at 1000K and 1 atm

Mole Fraction of

Element

Atoms/

Molecule

“Absolute” Gibbs

Energya [7]

Gibbs Energy of

Formationa

Species ci;C ci;O Mi;T (J�g mol� 1) (J�g at� 1) (J�g mol� 1) (J�g at� 1)

C(G) 1 0 1 547,992 547,992 559,952 559,952

C2(G) 1 0 2 618,794 309,397 644,114 322,057

C3(G) 1 0 3 563,277 187,759 601,255 200,418

C4(G) 1 0 4 711,512 177,878 762,151 190,538

C5(G) 1 0 5 698,392 139,678 761,690 152,338

O(G) 0 1 1 77,353 77,353 187,735 187,735

O2(G) 0 1 2 � 220,764 � 110,382 0 0

O3(G) 0 1 3 � 119,445 � 39,815 211,702 70,567

CO(G) 0.5 0.5 2 � 323,264 � 161,632 � 200,222 � 100,111

C2O(G) 0.667 0.333 3 29,161 9,720 164,863 54,954

CO2(G) 0.333 0.667 3 � 629,423 � 209,808 � 396,000 � 132,000

C3O2(G) 0.6 0.4 5 � 409,605 � 81,921 � 150,862 � 30,172

C(S) 1 0 1 � 12,660 � 12,660 0 0

aIn reference to iterations 0 and 1 in Table 22.2
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Taking CO(G) as an example, the species of pure carbon with

the lowest “absolute” Gibbs energy (C(S)) and the lowest for

pure oxygen (O2(G)) may be deducted from the “absolute”

Gibbs energy of CO(G) to yield a Gibbs energy of formation

of � 100,111 (J�g at� 1). Table 22.1 deliberately includes

several species known to be of little consequence at 1000K

and 1 atm in order to illustrate the unbiased procedure by

which the dominant chemical species are found as an initial

step in computing the equilibrium composition of the gas

phase. The atomic fractions of the elements in each species

i are represented by ci;C and ci;O for carbon and oxygen

respectively, as shown in Table 22.1 [7].

B2. Identification of Dominant Species

The initial elemental proportions of carbon and oxygen must

be specified to identify the dominant gas species. Here,

this proportion is arbitrarily set to be 0.65 atom fraction

O (equivalently, 0.35mol C(S) and 0.325mol O2(G)) for

discussion purposes. This atomic proportion might be known

from the relative flows of oxygen and pulverized carbon in

a combustion situation. Temporarily setting aside the effect of

concentration (or partial pressure) on the molar Gibbs energy

of each species, the overall aim is to iteratively distribute the

elements, subject to the constraint on their proportion, tomake

the Gibbs energy of the gas mixture the most negative. This

approach could not be exploited in a practical way until the

advent of digital computing usingmethods generally based on

Lagrange multipliers [1–5] as Gibbs himself first recog-

nized [8]. The present approach further exploits knowledge

that Gibbs energy is, by nature, a relative quantity since it

is not possible to chemically convert one element to

another. Only changes in Gibbs energy, which involve pro-

cesses of chemical conversion from one collection of C- and

O-containing species to another, aremeasurable. Recognition

of this thermodynamic principle permits systematic adjust-

ment of the numerical values of theGibbs energies for species

in such a way as to preserve essential differences (as will be

demonstrated later in Table 22.3).

The process of adjusting Gibbs energies to preserve Gibbs

energy differences for chemical change was coined by

Eriksson and Thompson as “leveling” [9]. Leveling is per-

formed by representing the set of Gibbs energies relative

to the collection of species assumed to be most stable.

The Gibbs energy of species i that is represented relative to

a particular assemblage is referred to as the “relative Gibbs

energy,” DGm
i (J�g-at� 1).

The process is best understood using the sequence of

diagrams in Figure 22.1 and the adjusted relative Gibbs

energies in Table 22.2.

Leveling involves:

(i) Selecting any two species which represent the over-

all atomic proportion of oxygen to carbon

(ii) Setting the relative Gibbs energy of those species to

zerowhen they are assumed to be themost stable pair

(iii) Readjusting the relative Gibbs energies of all other

species relative to the two set to zero

The two species initially selected are the most stable form of

each element; that is to say, the form of carbon and oxygen

with the lowest Gibbs energy in units of J�g at� 1. The use of

gram-atom in place of mole (or equivalently gram-mole)

permits the direct comparison of equal amounts of mon-

atomic O(G) with diatomic O2(G), as shown on the extreme

right-hand side of Figure 22.1. With this initial selection of

possible “dominant” species assures the ability to express

the overall elemental proportion as represented by the

vertical dotted line in Figure 22.1. All species are “leveled”

with respect to C(S) and O2(G) in the first iteration, as

represented by the horizontal dashed line at m¼ 1 in

Figure 22.1. The adjustment made to species i as a result

of leveling (dGi) is represented by the following equation

for the first iteration:

dGi ¼ ci;CdGCðSÞ þ ci;OdGO2 ðGÞ ð22:4Þ

By deducting this Gibbs energy evaluated at the composition

of each C–O species, the relative Gibbs energies for all

species are thereby set relative to C(S) and O2 (G) in the first

iteration, and both elements in their most stable form

necessarily become zero. This is depicted graphically at

iteration m¼ 1 in Figure 22.1 and tabulated in column 3 in

Table 22.2.

The next step involves selecting the species with the most

negative relative Gibbs energy (i.e., CO2(G)), which will

TABLE 22.2. Gibbs Energies Adjusted as Result of Leveling

to Identify Dominant Species

Relative Gibbs Energy [DGm
i (J�g at� 1)]

Iteration m

Species 0a 1a 2 3

C(G) 547,992 560,652 560,652 565,097

C2(G) 309,397 322,057 322,057 326,502

C3(G) 187,759 200,418 200,418 204,863

C4(G) 177,878 190,538 190,538 194,983

C5(G) 139,678 152,338 152,338 156,783

O(G) 77,353 187,735 385,735 383,513

O2(G) � 110,382 0 198,000 195,777

O3(G) � 39,815 70,567 268,567 266,345

CO(G) � 161,632 � 100,111 � 1,111 0

C2O(G) 9,720 54,954 120,954 123,177

CO2(G) � 209,808 � 132,000 0 0

C3O2(G) � 81,921 � 30,172 49,028 50,806

C(S) � 12,660 0 0 4,445

aIn reference to Table 22.1.
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FIGURE 22.1. Illustration of leveling technique applied to C–O system to determine pair of

dominant gaseous species at 0.65 atomic fraction of O at 1000K and 1 atm.

replace one of the species from the first iteration. The choice

of the species to be replaced from iterationm¼ 1 is made on

the basis of being able to represent the fixed overall atomic

fraction ofO for the system as awhole. Thus, CO2 (G)must be

paired with C(S) rather than O2 (G). A combination of CO2 (G)

and C(S) are together more negative than the previous esti-

mated assemblage comprised of C(S) andO2 (G). The equation

representing the horizontal dashed line shown in Figure 22.1

is reestablished and leveling is advanced to iterationm¼ 2 in

Figure 22.1 and column 4 in Table 22.2. Species that have

positive relative Gibbs energies do not require further con-

sideration as they are correspondingly less chemically stable

than the current assemblage. Thus, a large proportion of

possible species are withdrawn from further consideration

with every additional iteration. This is a very significant

feature when this method is applied to a gas mixture involv-

ingmany elements and species. Eventually, all relativeGibbs

energies are nonnegative, as in iterationm¼ 3 in Figure 22.1

and the extreme right column in Table 22.2. The two species

that have zero relative Gibbs energies at the end of leveling

(CO2(G) and CO(G)) are the dominant gaseous species, and

their proportions are as follows:

0:35 mol CðSÞ þ 0:325 mol O2ðGÞ
¼ 0:3 mol CO2ðGÞ þ 0:05 mol COðGÞ

ð22:5Þ
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Although the magnitude of Gibbs energies of all species

changes throughout the leveling procedure, elemental differ-

ences in these energies are preserved at all iterations. The

change in relative Gibbs energy for the reaction in Eq. (22.5)

at iteration m is thus

DGm
Reaction¼DGm

Products�DGm
Reactants

DGm
Reaction

¼ 0:3mol�3�DGm
CO2ðGÞ þ0:05mol�2�DGm

COðGÞ

� �

¼� 0:35mol�1�DGm
CðSÞ þ0:325mol�2�DGm

O2ðGÞ

� �
ð22:6Þ

The preservation of differences in Gibbs energy for the

above reaction is demonstrated in Table 22.3 using

relative Gibbs energies tabulated in Table 22.2 for all

iterations. Differences in relative Gibbs energies of all

other conceivable reactions in the system are also

preserved.

The thermochemical activity, ami (unitless), of species i

is computed with respect to the relative Gibbs energy at

iteration m through the following relation:

ami ¼ exp
�DGm

i Mi;T

RT

� �
ð22:7Þ

The activity of species i is equivalent to its concentration,

xmi;gas (and is correspondingly related to its partial pressure),

in an ideal gas. Mi,T is the previously defined number of

total atoms per formula mass. The estimated concentrations

of all species are computed with Eq. (22.7) in Table 22.4

using relative Gibbs energies from iteration m¼ 3. By the

nature of this method, the mass constraints imposed on the

system are in general not exactly satisfied after leveling.

The overall mole fractions of carbon and oxygen in the gas

are represented at iteration m by

xm
C;gas ¼

PNgas

i¼1Mi;Cx
m
i;gasPNgas

i¼1Mi;Cx
m
i;gas þ

PNgas

i¼1Mi;Ox
m
i;gas

ð22:8Þ

and,

xm
O;gas ¼

PNgas

i¼1Mi;Ox
m
i;gasPNgas

i¼1Mi;Cx
m
i;gas þ

PNgas

i¼1Mi;Ox
m
i;gas

ð22:9Þ

where Mi,C and Mi,O are the number of carbon and oxygen

atoms, respectively, in a molecule of i. The overall mole

fraction xm
gas representing the gas with estimated concen-

trations at iterationmwill differ from the mole fraction that

the gas is constrained by, x0
gas. When the system is assumed

to be homogeneous and comprised of a gas, the value for

x0
gas representing the gas is equal to the overall mole

fraction of the system, x*. The mass constraint x0
gas im-

posed on the gas is distinguished from the mass constraint

x* imposed on the entire system for the condition where the

system is heterogeneous and x0
gas 6¼ x�. The treatment of

heterogeneous systems involving an ideal gas coexisting

with a pure condensed phase is addressed in Section C.

Discrepancies betweenxm
C;gas andx

m
O;gas with respect to the

fixed mole fractions of carbon and oxygen represented by

the gas (x0
C;gas and x0

O;gas) are evaluated on a relative basis.

The relative errors representing the overall mass balances are

as follows:

jmC ¼ x0
C;gas � xm

C

x0
C;gas

�����
����� jmO ¼ x0

O;gas � xm
O

x0
O;gas

�����
����� ð22:10Þ

By virtue of the dependency of concentrations of gaseous

species on Gibbs energies, the sum of estimated concentra-

tions in the gas, xmT ;gas, will not equal unity. The relative error

jmx;gas representing the deviation of xmT ;gas from unity is thus

defined

jmx;gas ¼ xmT ;gas � 1
��� ��� ð22:11Þ

The overall mole fraction xm
gas represented by the gas and the

corresponding relative errors are computed in Table 22.4.

Table 22.4 demonstrates that the mass constraints im-

posed on the gas have not yet been satisfied at iterationm¼ 3.

The effect of concentration on themolar Gibbs energy, which

was temporarily superceded during leveling, must now be

TABLE 22.3. Elemental Differences in Gibbs Energies Preserved for All Iterations for Eq. (22.6)

Iteration DGProducts DGReactants DGReaction

m (J) (J) (J)

0 (0.3)(3)(� 209,808) þ (0.05)(2)(� 161,632) � (0.35)(1)(� 12,660) þ (0.325)(2)(� 110,382) ¼ � 128,811

1 (0.3)(3)(� 132,000) þ (0.05)(2)(� 100,111) � (0.35)(1)(0) þ (0.325)(2)(0) ¼ � 128,811

2 (0.3)(3)(0) þ (0.05)(2)(� 1,111) � (0.35)(1)(0) þ (0.325)(2)(198,000) ¼ � 128,811

3 (0.3)(3)(0) þ (0.05)(2)(0) � (0.35)(1)(4,445) þ (0.325)(2)(195,777) ¼ � 128,811
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considered. This matter is the principal cause of the relative

errors shown at the bottom right of Table 22.4 (i.e., jm¼3
C ,

jm¼3
O ). The identification of the dominant species by the

leveling method provides good initial estimates for further

computation.

B3. Computation of Equilibrium Concentrations

of Gaseous Species

In many circumstances, depending on the temperature and

pressure, the dominant species determined by the leveling

algorithm are the only species that contribute significantly to

the equilibrium population and all other species are of

inconsequential proportions. However, further computation

is often required when minor species contribute appreciably

to the equilibrium composition in addition to the dominant

species.

As a continuation of the concept of leveling, which

exploits the fact that Gibbs energy is a relative function,

a method is employed that exploits the knowledge that the

equilibrium concentration of a solute species dissolved in a

solution is related to its Gibbs energy. The objective is to

further adjust the Gibbs energies of the pure elements to

satisfy mass constraints within an admissible relative error.

However, any slight numerical perturbation in the Gibbs

energy of the pure elements (i.e., dGC and dGO) may result in

large transformations in xm
C;gas and xm

O;gas. To further com-

plicate matters, changes made to the Gibbs energy of pure

carbon will not only result in changes in the estimated

number of moles of carbon but also in the number of moles

of oxygen, since the dominant portion of molecules in the

system are comprised of both carbon and oxygen atoms.

Detailed explanations of themethodologies employed by this

technique are discussed by Piro [10].

In view of the nonlinear dependency of xm
C;gas on

changes to Gibbs energies of both carbon and oxygen,

xm
C;gas is differentiated with respect to changes in the

elemental Gibbs energies of both carbon and oxygen.

The resulting partial differentials represent the individual

contributions to changes in xm
C;gas contingent on changes

in elemental Gibbs energies. The numerical problem is

reduced to a system of nonlinear equations in Eq. (22.12),

which provides a mathematical framework for solving for

a set of Gibbs energy adjustments to satisfy mass con-

straints [10]:

qxm
C;gas

qGC

qxm
C;gas

qGO

qxm
O;gas

qGC

qxm
O;gas

qGO

2
66664

3
77775

dGC

dGO

� �
¼

x0
C;gas

xmT ;gas
� xm

C;gas

x0
O;gas

xmT ;gas
� xm

O;gas

2
66664

3
77775

ð22:12Þ

The partial differentials in Eq. (22.12) must be computed

with respect to Eq. (22.7) in order to solve for the Gibbs

energy adjustments for the succeeding iteration. Each term of

the square matrix in Eq. (22.12) is computed with the

following formulation:

qxm
j;gas

qGk

¼
PNgas

i¼1
Mi;jMi;k

RT

� �
xmi;gasPNgas

i¼1Mi; jx
m
i;gas þ

PNgas

i¼1Mi;kx
m
i;gas

ð22:13Þ

TABLE 22.4. Estimated Equilibrium Gas-Phase Composition Computed from Adjusted Relative

Gibbs Energies from Iteration m¼ 3 in Figure 22.1 and Table 22.2

Species Mi;C Mi;O Mi;T DGm¼3
i (J�g at� 1) am¼3

i xm¼3
i;gas Mi;C � xm¼3

i;gas Mi;O � xm¼3
i;gas

C(G) 1 0 1 564,397 3.30� 10� 30 3.30� 10� 30 3.30� 10� 30 0.00

C2(G) 2 0 2 326,502 7.75� 10� 35 7.75� 10� 35 1.55� 10� 34 0.00

C3(G) 3 0 3 204,863 7.87� 10� 33 7.87� 10� 33 2.36� 10� 32 0.00

C4(G) 4 0 4 194,983 1.82� 10� 41 1.82� 10� 41 7.26� 10� 41 0.00

C5(G) 5 0 5 156,783 1.12� 10� 41 1.12� 10� 41 5.62� 10� 41 0.00

O(G) 0 1 1 383,513 9.26� 10� 21 9.26� 10� 21 0.00 9.26� 10� 21

O2(G) 0 2 2 195,777 3.52� 10� 21 3.52� 10� 21 0.00 7.04� 10� 21

O3(G) 0 3 3 266,345 1.82� 10� 42 1.82� 10� 42 0.00 5.47� 10� 42

CO(G) 1 1 2 0 1.00 1.00 1.00 1.00

C2O(G) 2 1 3 123,177 4.98� 10� 20 4.98� 10� 20 9.96� 10� 20 4.98� 10� 20

CO2(G) 1 2 3 0 1.00 1.00 1.00 2.00

C3O2(G) 3 2 5 50,806 5.38� 10� 14 5.38� 10� 14 1.61� 10� 13 1.08� 10� 13

C(S) 1 0 1 4,445 5.86� 10� 1

Sum 2.00 2.00 3.00

xm¼3
C;gas, x

m¼3
O;gas 4.00� 10� 1 6.00� 10� 1

jm¼3
x;gas, j

m¼3
C , jm¼3

O 1.00 1.43� 10� 1 7.69� 10� 2
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Equation (22.13) demonstrates that the adjustments made to

the Gibbs energies of the pure elements take into consider-

ation the molecular composition of each species and its

estimated concentration from the current iteration. For ex-

ample, this method recognizes that one molecule of CO2 (G)

contains one carbon atom and two oxygen atoms. The

computation of elemental Gibbs energy adjustments incor-

porates knowledge of the estimated contribution of all gas-

eous species in the system simultaneously to the overall mass

balances of all elements represented by the gas. Table 22.5

exemplifies the computation of individual terms in

Eq. (22.12) and (22.13) using estimated concentrations of

species from iteration m¼ 3 in Table 22.4.

The coefficients of Eq. (22.12) incorporatevalues from the

bottom of Tables 22.4 and 22.5. Components of the vector on

the extreme right side of Eq. (22.12) are computed with Eq.

(22.8) and (22.9), using mass constraints applied to the gas

and the estimated mole fractions of the pure elements at

iteration m¼ 3. Insertion of computed values from

Tables 22.4 and 22.5 into Eq. (22.12) gives

2:41� 10� 4

2:00þ 3:00

3:61� 10� 4

2:00þ 3:00

3:61� 10� 4

2:00þ 3:00

6:01� 10� 4

2:00þ 3:00

2
66664

3
77775

dGC

dGO

� �
¼

0:35

2:00
� 0:40

0:65

2:00
� 0:60

2
6664

3
7775

ð22:14Þ
The resulting system of linear equations can be solved with a

standard linear equation solver to determine the adjustments

made to the Gibbs energies of the pure elements in the next

iteration:

4:81� 10� 5 7:22� 10� 5

7:22� 10� 5 1:20� 10� 4

� �
dGC

dGO

� �
¼ � 0:225

� 0:275

� �
ð22:15Þ

The relative Gibbs energies of all species in the system are

further altered using Eq. (22.4), analogous to the adjustments

made in the leveling method discussed in Section B2.

Table 22.6 summarizes the adjustments made to the relative

Gibbs energies for all species and the subsequent changes to

xmi;gas, x
m
gas and j

m. The process is repeated until themaximum

value for jm is less than the specified error tolerance. Avalue

of 10� 5 has been found acceptable as the error tolerance limit

for the majority of thermochemical scenarios. The concen-

trations of all gaseous species at iteration m¼ 8 on the

extreme right column in Table 22.6 are representative of the

equilibrium composition. The concentration of each gaseous

species is equivalent to its partial pressure since the total

applied hydrostatic pressure is 1 atm for this example.

The current example has involved a simple two-element

system comprised of a few chemical species for discussion

purposes. This algorithm can be easily extended to systems

of many elements and a correspondingly large number of

species. Performance statistics are shown in Figure 22.2 for

thermochemical computations of homogeneous systems

comprised of 200 species and up to 40 elements using the

methodology described. Computation times are (obviously)

dependent on many different factors, such as hardware

performance, and are thus normalized relative to the com-

putation time of 10 elements.

C. HETEROGENEOUS EQUILIBRIUM

INVOLVING A PURE CONDENSED PHASE

AND AN IDEAL GAS

The strategy discussed in Section B can be applied to

heterogeneous systems involving various combinations of

pure condensed phases in equilibrium with an ideal gas. The

inclusion of pure condensed phases is illustrated through the

TABLE 22.5. Estimated Concentrations of All Species at m¼ 3 Used to Compute Coefficients of Eq. (22.12) Using Eq. (22.13)

Species Mi;C Mi;O xmi;gas
q Mi;Cx

m
ið Þ

qGC

q Mi;Cx
m
ið Þ

qGO

q Mi;Ox
m
ið Þ

qGC

q Mi;Ox
m
ið Þ

qGO

C(G) 1 0 3.04� 10�30 3.66� 10�34 0.00 0.00 0.00

C2(G) 2 0 7.79� 10�35 3.75� 10�38 0.00 0.00 0.00

C3(G) 3 0 7.90� 10�33 8.55� 10�36 0.00 0.00 0.00

C4(G) 4 0 1.83� 10�41 3.51� 10�44 0.00 0.00 0.00

C5(G) 5 0 1.13� 10�41 3.40� 10�44 0.00 0.00 0.00

O(G) 0 1 9.28� 10�21 0.00 0.00 0.00 1.12� 10�24

O2(G) 0 2 3.53� 10�21 0.00 0.00 0.00 1.70� 10�24

O3(G) 0 3 1.83� 10�42 0.00 0.00 0.00 1.99� 10�45

CO(G) 1 1 1.00 1.20� 10�4 1.20� 10�4 1.20� 10�4 1.20� 10�4

C2O(G) 2 1 4.99� 10�20 2.40� 10�23 1.20� 10�23 1.20� 10�23 6.00� 10�24

CO2(G) 1 2 1.00 1.20� 10�4 2.41� 10�4 2.41� 10�4 4.81� 10�4

C3O2(G) 3 2 5.39� 10�14 5.83� 10�17 3.89� 10�17 3.89� 10�17 2.59� 10�17

C(S) 1 0

Sum 2.00 2.41� 10�4 3.61� 10�4 3.61� 10�4 6.01� 10�4
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TABLE 22.6. Progression in Estimated Concentrations of Gaseous Species Following Table 22.4 Continued Until the

Maximum Relative Error Is Below an Arbitrary Tolerance (10�5)

Iteration

m¼ 4 m¼ 5 m¼ 6 m¼ 7 m¼ 8

Species DGm
i (J�g at�1) xmi;gas DGm

i (J�g at�1) xmi;gas DGm
i (J�g at�1) xmi;gas DGm

i (J�g at�1) xmi;gas DGm
i (J�g at�1) xmi;gas

C(G) 577,568 6.79� 10�31 589,086 1.70� 10�31 595,141 8.20� 10�32 596,177 7.24� 10�32 596,173 7.24� 10�32

C2(G) 338,973 3.88� 10�36 350,491 2.43� 10�37 356,547 5.66� 10�38 357,583 4.41� 10�38 357,579 4.41� 10�38

C3(G) 217,335 8.78� 10�35 228,853 1.38� 10�36 234,908 1.55� 10�37 235,944 1.06� 10�37 235,941 1.07� 10�37

C4(G) 207,454 4.53� 10�44 218,972 1.77� 10�46 225,028 9.64� 10�48 226,064 5.86� 10�48 226,060 5.87� 10�48

C5(G) 169,255 6.25� 10�45 180,773 6.14� 10�48 186,828 1.61� 10�49 187,864 8.63� 10�50 187,860 8.65� 10�50

O(G) 378,316 1.73� 10�20 372,469 3.50� 10�20 369,224 5.18� 10�20 368,626 5.56� 10�20 368,615 5.57� 10�20

O2(G) 190,581 1.23� 10�20 184,733 5.03� 10�20 181,488 1.10� 10�19 180,890 1.27� 10�19 180,880 1.27� 10�19

O3(G) 261,148 1.20� 10�41 255,300 9.87� 10�41 252,055 3.18� 10�40 251,458 3.95� 10�40 251,447 3.96� 10�40

CO(G) 3,638 4.17� 10�1 6,473 2.11� 10�1 7,878 1.50� 10�1 8,097 1.43� 10�1 8,090 1.43� 10�1

C2O(G) 129,759 4.64� 10�21 135,488 5.87� 10�22 138,444 2.02� 10�22 138,935 1.69� 10�22 138,929 1.70� 10�22

CO2(G) 693 7.79� 10�1 634 7.96� 10�1 489 8.38� 10�1 436 8.55� 10�1 427 8.57� 10�1

C3O2(G) 56,210 2.09� 10�15 60,782 1.34� 10�16 63,117 3.28� 10�17 63,499 2.61� 10�17 63,493 2.62� 10�17

C(S) 16,917 28,435 34,490 35,526 35,522

xmT;gas 1.20 1.01 9.89� 10�1 9.97� 10�1 1.00

xm
C;gas 3.77� 10�1 3.58� 10�1 3.51� 10�1 3.50� 10�1 3.50� 10�1

xm
O;gas 6.23� 10�1 6.42� 10�1 6.49� 10�1 6.50� 10�1 6.50� 10�1

jmx;gas 1.96� 10�1 6.36� 10�3 1.14� 10�2 2.86� 10�3 4.99� 10�6

jmC 7.76� 10�2 2.39� 10�2 3.23� 10�3 5.39� 10�5 1.27� 10�7

jmO 4.18� 10�2 1.28� 10�2 1.74� 10�3 2.90� 10�5 6.85� 10�8

2
9
4



 

following example applied to the (C,O,H, S) system at 900K

and 30 atm in reference to the example in Chapter 21. The

temperature, pressure, and elemental composition reflects

coke/coal/oil gasification and several other industrial

processes involving corrosion phenomena. The “absolute”

Gibbs energies and Gibbs energies of formation computed at

900K and 30 atm are listed in Table 22.7 for all species of

interest in this system.

Leveling is performed using the same methodology

described in Section B2 whereby all species are initially

treated as pure separate phases. The adjustments made to the

elemental Gibbs energies of the system can be interpreted

graphically as a hyperplane in four-dimensional Euclidean

space, analogous to the horizontal dashed line shown in

Figure 22.1 for a binary system. The leveling algorithm

determines that C(S), CO2(G), H2O(G), and H2S(G) are the

dominant species, as shown in Table 22.8 for iterationm¼ 4.

Therefore, the system is now assumed to be heterogeneous,

consisting of graphite (C(S)) coexisting with an ideal gas

phase.

The Gibbs energies of the system are further adjusted

using Eq. (22.12) to satisfy the mass balances of the system,

similar to the previous example for a homogeneous system.

Adjustments made to the elemental Gibbs energies are

constrained by the relative Gibbs energy of C(S) when it is

assumed to precipitate. That is to say that the hyperplane

representing adjustments made to the elemental Gibbs

energies of the system intersects the point corresponding to

the relative Gibbs energy of C(S). The hyperplane pivots

about this point and the intercepts correspond to adjustments

made to the Gibbs energies of the pure elements.

The mass constraints imposed on the gas (x0
gas) differ

from that of the system (x*) in regard to a nonzero number of

estimatedmoles ofC(S). The number ofmoles ofC(S) is added
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FIGURE 22.2. Performance statistics of thermochemical compu-

tations are shown for homogeneous systems (200 ideal species)

represented by up to 40 elements. Computation times are averaged

by one million unique thermochemical computations by varying

composition, temperature, and pressure.

TABLE 22.7. Absolute Gibbs Energies and Gibbs Energies of Formation Computed from

Thermodynamic Database for (C, O, H, S) System at 900K and 30 atma

Absolute Gibbs Energy [7] Gibbs Energy of Formation

Species (J�g mol� 1) (J�g at� 1) (J�g mol� 1) (J�g at� 1)

CO(G) � 274,541 � 137,270 � 178,659 � 89,329

CO2(G) � 577,321 � 192,440 � 395,866 � 131,955

H2(G) � 103,521 � 51,760 0 0

H2O(G) � 399,959 � 133,320 � 210,866 � 70,289

CH4(G) � 234,304 � 46,861 � 16,953 � 3,391

H2S(G) � 194,527 � 64,842 � 58,644 � 19,548

COS(G) � 339,792 � 113,264 � 211,548 � 70,516

H2CO(G) � 303,908 � 75,977 � 104,505 � 26,126

C2H4(G) � 142,158 � 23,693 85,501 14,250

C2H6(G) � 286,433 � 35,804 44,747 5,593

H2S2(G) � 220,677 � 55,169 � 52,433 � 13,108

CH3SH(G) � 246,164 � 41,027 3,549 592

S2(G) � 64,724 � 32,362 0 0

SO2(G) � 512,325 � 170,775 � 308,817 � 102,939

SO3(G) � 624,888 � 156,222 � 335,808 � 83,952

O(G) 121,364 121,364 206,937 206,937

O2(G) � 171,146 � 85,573 0 0

C(S) � 10,309 � 10,309 0 0

aThis example is made in reference to Table 21.1 in Chapter 21.
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 or withdrawn from the system every iteration in a systematic

manner. An initial estimate of the number of moles of the

pure condensed phase can be computed from the mass

balance of the dominant species produced by the leveling

algorithm at m¼ 4.

The final equilibrium composition is shown on the ex-

treme right column in Table 22.8, which is referenced to

Table 21.1 in Chapter 21. A predominance diagram can be

constructed using themethodologies discussed in this chapter

by systematically adjusting the partial pressures of two

components while maintaining constant temperature,

pressure, and activities of the remaining elements. These

diagrams are convenient methods to graphically identify the

predominant corrosion products over a range of partial

pressures of two gaseous species. Figure 22.3 reproduces a

predominance diagram from Chapter 21 for the system

shown in Tables 22.7 and 22.8. The coordinates correspond-

ing to the partial pressures ofCO(G) andCO2(G) in the extreme

right column of Table 22.8 determines that Ni3S2(S) is a stable

phase coexisting with Cr2O3(S).

D. CONCLUSION

The application of computational thermodynamics in

determining the equilibrium gas composition and various

condensed phases may be utilized for predictive character-

ization of system speciation and phase behavior. The meth-

odologies described herein are particularly valuable as they

do not rely on any prior knowledge of the coexistence of

TABLE 22.8. Equilibrium Compositions Computed for Initial Gas Composition

35molCO þ 25molH2 þ 20molCO2 þ 19molH2O þ 1molH2S at 900K and 30 atma

Iteration m¼ 4 Iteration m¼ 10

Species DGm¼4
i (J�g at�1) am¼4

i xm¼4
i;gas DGm¼10

i (J�g at�1) am¼10
i xm¼10

i;gas Pm¼10
i;gas (atm)

CO(G) 9,637 1.22� 10�1 1.22� 10�1 11,209 5.00� 10�2 5.00� 10�2 1.50

CO2(G) 0 1.00 1.00 2,097 4.31� 10�1 4.31� 10�1 1.29� 101

H2 (G) 6,466 2.43� 10�1 2.43� 10�1 8,980 9.07� 10�2 9.07� 10�2 2.72

H2O(G) 0 1.00 1.00 2,725 3.35� 10�1 3.35� 10�1 1.01� 101

CH4(G) 1,782 3.77� 10�1 3.77� 10�1 3,794 7.93� 10�2 7.93� 10�2 2.38

H2S(G) 0 1.00 1.00 10,822 1.31� 10�2 1.31� 10�2 3.92� 10�1

COS(G) 10,699 2.99� 10�2 2.99� 10�2 20,893 2.30� 10�4 2.30� 10�4 6.91� 10�3

H2CO(G) 26,590 8.90� 10�6 8.90� 10�6 28,632 2.25� 10�7 2.25� 10�7 6.76� 10�6

C2H4(G) 18,561 5.15� 10�6 5.15� 10�6 20,236 8.97� 10�8 8.97� 10�8 2.69� 10�6

C2H6(G) 10,443 1.08� 10�4 1.08� 10�4 12,328 1.89� 10�6 1.89� 10�6 5.66� 10�5

H2S2(G) 12,981 3.42� 10�3 3.42� 10�3 27,956 3.23� 10�7 3.23� 10�7 9.70� 10�6

CH3SH(G) 12,521 2.71� 10�4 2.71� 10�4 18,770 2.91� 10�7 2.91� 10�7 8.72� 10�6

S2(G) 45,711 4.56� 10�5 4.56� 10�5 73,147 3.23� 10�9 3.23� 10�9 9.69� 10�8

SO2(G) 44,253 4.96� 10�7 4.96� 10�7 55,494 2.17� 10�10 2.17� 10�10 6.52� 10�9

SO3(G) 75,926 3.78� 10�15 3.78� 10�15 85,140 1.71� 10�20 1.71� 10�20 5.14� 10�19

O(G) 404,870 5.94� 10�20 5.94� 10�20 407,991 2.09� 10�24 2.09� 10�24 6.27� 10�23

O2(G) 197,933 1.59� 10�19 1.59� 10�19 201,066 4.57� 10�24 4.57� 10�24 1.37� 10�22

C(S) 0 1.00 0 1.00

nmCðSÞ 3.00� 101 1.28� 101

xmT;gas 3.78 1.00

xm
H;gas 5.12� 10�1 3.96� 10�1

xm
C;gas 1.30� 10�1 1.86� 10�1

xm
O;gas 2.69 4.14� 10�1

xm
S;gas 8.85� 10�2 4.40� 10�3

jmx;gas 2.78 4.97� 10�6

jmH 7.26� 10�6

jmC 5.79� 10�6

jmO 1.49� 10�6

jmS 1.78� 10�6

aThe leveling method (m¼ 4) provides initial estimates for the computation of the final equilibrium state (m¼ 10). The computation of this system is made in

reference to Table 21.1 in Chapter 21.
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phases at equilibrium. In thisway, it is unnecessary to resort to

clumsy empirical correlations of independently generated

phase diagram computations with the loss in fidelity

from which the empirical approach inherently suffers. This

process allows for the capability of dealing in a fundamentally

correct manner with a wide range of applications associated

with corrosion phenomena.
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FIGURE 22.3. Predominance diagram of the Ni, Cr–H, O, S, C system at 900K and 30 atm (see

Chapter 21). The coordinate � is consistent with computed partial pressures of CO(G) and CO2(G) in

Table 22.8.

REFERENCES 297



 



 

23
ATMOSPHERIC CORROSION

P. R. ROBERGE

Department of Chemistry and Chemical Engineering, Royal Military College of Canada, Kingston, Ontario, Canada

A. Introduction

B. Outdoor atmospheres

C. Indoor atmospheres

D. Atmospheric corrosivity factors and their measurement

D1. Relative humidity, dew point, and time of wetness

D2. Aerosol particles

D3. Pollutants

D4. Atmospheric corrosivity

E. Atmospheric corrosion models

E1. Statistical models

E1.1. Corrosion damage functions

E1.2. ISO corrag

E1.3. International cooperative program on effects on

materials

E1.4. Iberoamerican atmospheric corrosion map project

E1.5. Topographical effects on wind velocity

E2. Mechanistic models of corrosivity factors

E2.1. Pollutant mass transfer to a surface

E2.2. Marine aerosol transport

E2.3. Corrosion under a droplet

E2.4. Wind speed factor

E3. Maps of atmospheric corrosivity

F. Prevention and control

F1. Materials selection

F2. Protective coatings

F3. Dehumidification

F4. Corrosion prevention compounds

F5. Volatile corrosion inhibitors

References

A. INTRODUCTION

Atmospheric corrosion generally refers to corrosion process-

es occurring in outdoor or indoor environments. Such a broad

definition is associated with very high visibility, for example,

rusty bridges, flag poles, buildings (Fig. 23.1) and outdoor

monuments (Fig. 23.2) [1]. Many of the parameters used to

describe the phenomena associated with atmospheric corro-

sion are inherited from climatology and describe variables

such as rainfalls, wind speeds, pollution level, humidity, and

aerosol transport.

Atmospheric corrosion thus refers specifically to the

situation of exposure of a component or a structure and,

therefore, does not relate to any particular form or type of

corrosion that may be developing in such situations. Con-

sider, for example, what has been called brass season crack-

ing. At the turn of the twentieth century, much trouble was

caused by the cracking of brass cartridge cases stored in

British army depots in India, where the air was hot and

contained ammonia from animal waste (horses).

The metallurgical cracking susceptibility of brass in such

circumstances was traced down to internal stresses left after

fabrication, whichwere largely tensional in the surface layers

of the parts affected, although balanced by compressive

stresses in the central zone. The chemical action of ammonia

at the grain boundaries allowed the grains, initially in tension,

to contract, leaving definite fissures between one and another.

This case was studied in many countries, but the extensive

work of Moore and Beckinsale in 1920–1923 not only

established the conditions favorable to intergranular crac-

king but also indicated the means of avoiding the trouble by

annealing [2].

A more recent example concerned the case of the swim-

ming pool stress corrosion cracking (SCC) of stainless

steel supports. In 1985, 12 people were killed in Uster,

Switzerland, when the concrete roof of a swimming pool

collapsed. The roof was supported by stainless steel rods in

tension, which failed due to SCC. A few years later, the

suspended ceiling of a municipal swimming pool in the

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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Netherlands collapsed due to a similar cause. There have been

other incidents associated with the use of stainless steel in

safety-critical load-bearing applications in the environment

created by modern indoor swimming pools and leisure cen-

ters [3].While chloride-inducedSCCdamage is recognized as

a common failure mechanism in stainless steels, a somewhat

surprising element of these failures is that they occurred at

room temperature. As a general rule of thumb, it had often

been assumed that chloride-induced SCC in these alloys was

not a practical concern at temperatures below 60�C.
Another incident that has received a high level of atten-

tion, particularly by the aircraft industry, was the Aloha

incident in 1988, when a Boeing 737 lost a major portion

of the upper fuselage in full flight at 7300m (Fig. 23.3) [4].

This case baffled investigators until it was recognized that

the deformation due to the corrosion of aluminum in lap

joints of commercial airlines was accompanied by a bulging

(“pillowing”) between rivets, due to the increased volume of

the corrosion products over the original material. The prev-

alent corrosion product in corroded fuselage joints was

found to be hydrated alumina [Al(OH)3], an aluminum

corrosion product very stable at low temperatures with a

particularly high volume expansion relative to aluminum [5].

The buildup of voluminous corrosion products when hydrat-

ed alumina is formed can produce an undesirable increase

in stress levels near critical fastener holes (Fig. 23.4) and

FIGURE 23.1. Noticeable rust on Willow stem plant in downtown Philadelphia. (Courtesy of

Kingston Technical Software.)

FIGURE 23.2. Galvanic corrosion induced on military monument exposed to environments in

front of Halifax Citadel. (Courtesy of Kingston Technical Software.)
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subsequent fracture due to the high tensile stresses resulting

from the pillowing.

A similar corrosion situation, described by civil

engineers as “pack rust”, occurs when wetting and drying

cycles produce a manyfold expansion of iron corrosion

products within the crevices formed between riveted steel

plates (Fig. 23.5). The expanded rust products may even-

tually build up enough pressure to break rivets used in

steel bridge construction. Pack rust can also cause freez-

ing of expansion joints and contribute to an increase in

fatigue stress of primary structural components as

was noted in the investigative report requested by the

Minnesota legislature following the I-35W bridge collapse

on August 1, 2007 [6].

The expansion of iron corrosion products is also respon-

sible for spalling of concrete cover on many reinforced

concrete structures. An equivalent volume expansion ratio

of 3.0–3.2 has been measured in such situations due to the

formation of corrosion products on steel bars embedded in

concrete [7]. The pressure thus created may be high enough

to cause cracks and the degradation of the reinforced concrete

material (Fig. 23.6).

FIGURE 23.3. Boeing 737 operated by Aloha airlines after it lost major portion of upper fuselage

in 1988.

FIGURE 23.4. Advanced stage on belly of Boeing 737, where the

corrosion products have expanded to the point where a number of

rivets have actually popped their heads. (Courtesy Mike Dahlager

Pacific Corrosion Control Corp.)

FIGURE 23.5. Effect of “pack rust” that has developed on an

important steel bridge under repair. (Courtesy Wayne Senick

Termarust Technologies, www.termarust.com.)
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B. OUTDOOR ATMOSPHERES

The corrosivity of an atmospheric environment is an impor-

tant consideration for designing and maintaining systems

that are to be exposed to such environments. A widely

accepted scheme for the classification of outdoor environ-

ments has been developed by a working group (WG 4) of

the International Organization for standardization (ISO)

corrosion technical committee (TC 156) [8].

In the program nicknamed ISO CORRAG specially

prepared coupons of steel, copper, zinc, and aluminum were

exposed for 1, 2, 4, and 8 years at 51 sites located in 14 nations

in order to generate the necessary data for predicting

atmospheric corrosivity from commonly available weather

data [9]. Triplicate specimens were used for each exposure.

The program was initiated in 1986 and closed in 1998.

After a planned exposure, each specimen was sent to the

laboratory that had done the initial weighing for cleaning

and evaluation. Based on these data, a simple classification

scheme of five corrosivity classes was established for each

metal (Table 23.1). The environmental and weather data

gathered in this program are based on SO2 and Cl� depo-

sition rates combined with time of wetness (TOW) measure-

ments at each site.

These five corrosivity categories can be roughly translated

into five outdoor situations listed here in decreasing order

of corrosivity, that is, industrial, tropical marine, temperate

marine, urban, and rural. These outdoor situations have also

been used to estimate the zinc coating thickness required to

achieveacertain service lifewithgalvanizing (Fig. 23.7) [10].

Service life in Figure 23.7 is defined as the time to 5% rusting

of the steel surface.

This graphical method is applicable to zinc-coated steel

produced by batch or continuous galvanizing, including hot-

dip, electrogalvanized, and thermal sprayed coatings. How-

ever, it does not apply to coatings containing more than 1%

alloying elements. The method also assumes that the galva-

nized product is free of significant defects that could accel-

erate corrosion. Additionally, the service life prediction does

not consider issues ofwater entrapment that can create severe

crevice chemistry and degrade a zinc coating very aggres-

sively (Fig. 23.8).

In fact, this last consideration applies generally to most

atmospheric corrosion categories since these are usually

based on general descriptors that do not consider local

variations that can drastically alter the corrosion reactions

at an exposed surface. Even the most benign environments

may thus become locally extremely corrosive in certain

FIGURE 23.6. Cracking of concrete cover in marine environment. (Courtesy of Kingston Technical

Software.)

TABLE 23.1. ISO 9223 Corrosion Rates after One Year of Exposure Predicted for Different Corrosivity Classes

Corrosion Category Steel (g/m2 year) Copper (g/m2 year) Aluminum (g/m2 year) Zinc (g/m2 year)

C1 �10 ¼0.9 negligible ¼0.7

C2 11–200 0.9–5 ¼0.6 0.7–5

C3 201–400 5–12 0.6–2 5–15

C4 401–650 12–25 2–5 15–30

C5 651–1500 25–50 5–10 30–60
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circumstances or conditions, as shown in Figure 23.9 where

the statue headmay occasionally serve as a perching platform

for passing birds, a common situation in many parks where

such monuments are erected.

Industrial atmospheres are typically rich in various pol-

luting gases composed mainly of sulfur compounds such as

sulfur dioxide (SO2), a precursor to acid rain, and nitrogen

oxides (NOx), the backbone of smog in modern cities. Sulfur

dioxide from burning coal or other fossil fuels is picked up by

moisture on dust particles as sulfurous acid. This is oxidized

by some catalytic process on the dust particles to sulfuric

acid, which settles in microscopic droplets and fall as acid

rain on exposed surfaces. Other corrosive pollutantsmay also

be present such as various forms of chloride, which may be

much more corrosive than the acid sulfates. The reactivity of

acid chlorides with most metals is more pronounced than the

reactivity of other pollutants such as phosphates and nitrates.

Marine atmospheres are laden with fine particles of sea

mist carried by the wind to settle on exposed surfaces as salt

crystals. The quantity of salt deposited may vary greatly with

wind velocity, and it may, in extreme weather conditions,

even form a very corrosive salt crust. The quantity of salt

contamination decreases with distance from the ocean and is

greatly affected by wind currents. In the Tropics, in addition
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FIGURE 23.7. Service life of hot-dip galvanized coatings as function of zinc thickness and specific

environments.

FIGURE 23.8. Galvanized bolting assembly after 10 years of exposure to deicing salt environment.

(Courtesy of Kingston Technical Software.)
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to the high average temperature, the daily cycle includes a

high relative humidity, intense sunlight, and long periods of

condensation during the night. In sheltered areas, thewetness

from condensation may persist long after sunrise. Such

conditions may produce a highly corrosive environment.

The corrosivity of urban and suburban environments is in

great part related to the air quality in these environments,

which can vary greatly from city to city and from country to

country. For more than a century, severe air pollution in-

cidents in cities such as London have shown that breathing

dirty air can be dangerous and, at times, deadly. However, it

was only in the late 1940s and early 1950s when air pollution

disasters on two continents raised an alarm. Both the 1948

“killer fog” in the small town of Denora, Pennsylvania, that

killed 50, and the particularly virulent London “fog” of 1952

in which some 4000 died, were associated with widespread

use of dirty fuels and were catalysts for government efforts to

tackle urban air pollution.

Since then,many nations have adopted ambient air quality

standards to safeguard the public against the most common

and damaging pollutants. These include sulfur dioxide,

suspended particulate matter, ground-level ozone, nitrogen

dioxide, carbon monoxide, and lead, all of which are tied

directly or indirectly to the combustion of fossil fuels.

Although substantial investments in pollution control in

some industrialized countries have lowered the levels of

these pollutants in many cities, poor air quality is still a

major concern throughout the industrialized world.

Rural atmospheres are, typically, considered to be the

most benign from a corrosion standpoint since these atmo-

spheres are free of industrial pollutants, which is usually the

case unless one is close to a farm operation where by-

products made of various waste materials or the handling

of concentrated chemicals such as fertilizers can be extreme-

ly corrosive to metals.

C. INDOOR ATMOSPHERES

Normal indoor atmospheres are generally considered to be

quite mild when ambient humidity and other corrosive

components are under control. However, some combinations

of conditions may actually cause relatively severe corrosion

problems. Even in the absence of any other corrosive agent,

the constant condensation on a cold metallic surface may

cause an environment similar to constant immersion for

which a component may not have been chosen or prepared.

Such systems are commonly encountered in confined areas

FIGURE 23.9. Jesus Breaking Bread statue serving as perching platform. (Courtesy of Kingston

Technical Software.)
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close to ground level or, worse, below ground where high

humidity may prevail. Home basements are a good example

where such conditions prevail most of the time (Fig. 23.10).

Museums around the world contain all sorts of priceless

cultural and historical artifacts that have been collected over

centuries. Within such protective environments, surprisingly

corrosive microclimates can exist. Corrosive pollutants such

as ammonia, formaldehyde, acetaldehyde, formic acid, and

acetic acid are often found in higher concentrations indoors

than outdoors, inducing an array of chemical, electrochem-

ical, and physical corrosion processes [11].

There can be an abundance of corrosive agents within

storage cabinets, display cases, and galleries. The materials

making up display cases, paint on the walls, or the carpets on

the floors may all be the sources of an artifact’s demise.

Indeed, even thematerials that were used in the manufacture,

cleaning, or repair of an object can contribute to corrosion.

Perhaps slower in pace and smaller in scale but destructive

nonetheless, these corrosion processes mimic the more dra-

matic and extensive processes outdoors.

Another area of growing concern is related to the ubiq-

uitous presence of electronics and microcomputers. The

trend toward miniaturization of technology has led to the

development of small personal electronic devices that are

now present everywhere, such as pagers, cellular phones, and

palm-sized personal organizers and computers [12]. Accord-

ing to the U.S. Census Bureau, the American electronic

manufacturing industries alone shipped $336 billion worth

of electronic components in 1997. As electronic devices

become increasingly ubiquitous and robust, the concern over

the operating environment seems to lessen, particularly in the

personal computer (PC) market.

Materials used in electronic components range from

aluminum-based alloys (integrated circuits conductors) to

copper contacts electroplated with nickel or gold for im-

proved electrical conductance. Submicron dimensions of

electronic circuits, high-voltage gradients, and an extremely

high sensitivity to corrosion or corrosion products present a

unique set of corrosion-related issues. A major departure

frommost corrosion situations is the incredibly small volume

of the material that can be damaged and lead to a fault. The

microchip in an automobile, for example, is not directly

subjected to the same environmental hazards as the car body.

However, the tolerance for corrosion loss in electronic

devices is many orders of magnitude less, that is, on the

order of picograms (10� 12 g). Minimum line width in the

state-of-the-art printed circuit boards (PCBs) in 1997 was

less than 100mm. On hybrid integrated circuits (HICs), line

spacings may be less than 5 mm [13].

Printed circuit boards can suffer from a variety of

problems if the surface is contaminated with electrically

conducting materials. When combined with moisture, con-

tamination results in a lowering of the resistance between

tracks and pads, which may lead to corrosion of metals. It

may also result in the formation of metal filaments or

whiskers, which grow between pads, or tracks on rigid or

flexible circuits and between oppositely charged metal ter-

minations of components or between the pins of connectors.

The essential conditions required for this are a combination

of ionic contamination,moisture, and an applied voltage. Not

only will the materials degrade, but numerous failure modes

may be triggered and become apparent long before any

noticeable or detectable changes in the electronic materials

themselves. Additionally, these failure modes are quite often

intermittent and will only present themselves while exposed

to harsh conditions. This makes isolating, identifying, and

correcting problems very problematic [14].

Equipment used under dry conditions should not suffer

from these problems unless there are large temperature

fluctuations that result in condensation occurring on the

surface of the circuitry or if the contaminants are hygroscopic

and adsorb enough moisture to provide a liquid layer on

the surface.

New semiconductor technologies require much more

stringent control of the manufacturing environment. From

an air quality standpoint, the control of chemical contami-

nation has become as important as the control of particulate

contamination for many processes. Levels of airborne mo-

lecular contaminants (AMC) in ambient air are high enough

to be problematic if introduced into the facility. However,

the types and numbers of chemical species used in the

FIGURE 23.10. Rusted paint can after a few years in a normally

humid basement. (Courtesy of Kingston Technical Software.)
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manufacturing of semiconductor devices alsomean that there

is a greater chance of chemical contamination from internal

sources adversely affecting these sophisticated manufactur-

ing processes [15].

Reactive gases usually have a relatively short life expec-

tancy in the atmosphere and their active presence will last for

a few minutes to several days, depending on conditions and

type of gas. Many gases combine to form other airborne

compounds as well as reacting with or being absorbed by

surfaces. Table 23.2 shows a generalized arithmetic mean

level of the amount of gaseous pollutants in the air for the

United States. Other parts of the world, notably China and

Asia, East Central Europe, and large population centers in

Latin America have up to four times higher levels of

pollutants.

Reactivity monitoring as described in International

Society of Automation (ISA) Standard S71.04 has been used

for many years to provide accurate environmental assess-

ments to process and control industries. Many of the same

types of contaminants that have to be controlled in these

industries are those of concern to the semiconductor industry.

Because of this, reactivity monitoring has been accepted as

a viable environmental monitoring method by a number of

semiconductor manufacturers. An air quality classification

scheme based on reactivity monitoring has thus been

established with wide acceptance throughout the semicon-

ductor industry.

This classification scheme covers airborne contaminants

that affect electrical or electronic equipment according to the

type of contaminant as shown in Table 23.3. The synergistic

effects of all contaminants present are seen in the total

thickness of corrosion on the copper reactivity coupons.

Then the corrosion damage measured on the reactivity

coupons are related to reliability of the electronic equipment

in that space.

D. ATMOSPHERIC CORROSIVITY

FACTORS AND THEIR MEASUREMENT

Asmentioned earliermany of the factors driving atmospheric

corrosion are described and monitored as typical meteoro-

logical features. The quantity and composition of pollutants

in the atmosphere and the variation of these with time are

monitored on a regular basis by many governmental orga-

nizations for air quality assurance. Temperature, relative

humidity (RH), wind direction and velocity, solar radiation,

and amount of rainfall are also routinely recorded. Not so

easily determined are dwelling time of wetness (TOW) and

the surface contamination by corrosive agents such as sulfur

dioxide and chlorides. However, methods for these determi-

nations have been developed and are in use at various test

stations. By monitoring these factors and relating them to

corrosion rates, a better understanding of atmospheric cor-

rosion can be obtained.

Water in the form of rain is not always corrosive. It may

even have a beneficial effect by washing away atmospheric

pollutants that have settled on exposed surfaces. This effect is

particularly noticeable in marine environments. On the other

hand levels of humidity causing dew and condensation are

always undesirable froma corrosion standpoint if they are not

accompanied by frequent rain washing to dilute or eliminate

surface contamination.

Temperature plays an important role in atmospheric cor-

rosion in two ways. First, the corrosion activity may double

for each 10� increase in temperature. Second, a little

TABLE 23.2. Concentration of Selected Gaseous Air

Constituents (ppb) in United States [14]

Gas Outdoor (ppb) Indoor (ppb)

O3 4–42 3–30

H2O2 10–30 5

SO2 1–65 0.3–14

H2S 0.7–24 0.1–0.7

NO2 9–78 1–29

HNO3 1–10 3

NH3 7–16 13–260

HCl 0.18–3 0.05–0.18

Cl2 <0.005–0.08 0.001–0.005

HCHO 4–15 10

HCOOH 4–20 20

TABLE 23.3. Classification of Reactive Environments [15]

Severity Level Mild Moderate Harsh Severe

Copper Reactivity Level (in nm) <30 <100 <200 �200

Contaminant (gas) Concentration (ppb)

H2S <3 <10 <50 �50

SO2, SO3 <10 <100 <300 �300

Cl2 <1 <2 <10 �10

NOx <50 <125 <1250 �1250

HF <1 <2 <10 �10

NH3 <500 <10,000 <25,000 �25,000

O3 <2 <25 <100 �100

306 ATMOSPHERIC CORROSION



 

recognized effect is the temperature lag between metallic

objects and ambient air that may follow sudden changes in

ambient air temperatures. The period of wetness that may be

much longer than the time the ambient air is at or below the

dew point is a complex variable that depends on the section

thickness and heat capacity of the metal structure and also on

air currents, RH, and direct radiation from the sun. This lag

may have some dramatic effects in poorly ventilated areas

where moisture is trapped during the cold part of a temper-

ature cycle.

As the ambient temperature drops during the evening, for

example, metallic surfaces tend to remain warmer than the

humid air surrounding them and do not begin to collect

condensation until sometime after the dew point has been

reached. As the temperature begins to rise in the surrounding

air, the lagging temperature of the metal structures will tend

to make them act as condensers, maintaining a film of

moisture on their surfaces.

Since the dew point of an atmosphere indicates the

equilibrium condition of condensation and evaporation from

a surface, it is advisable to maintain the temperature some

10–15�C above the dew point to ensure that no corrosion will

occur by condensation on a surface that would be colder than

the ambient environment.

D1. Relative Humidity, Dew Point, and Time

of Wetness

The most important factor in atmospheric corrosion is by far

moisture, either in the form of rain, dew, condensation, or

high RH. In the absence of moisture, most contaminants

would have little or no corrosive effect. A fundamental

requirement for atmospheric corrosion processes is the pres-

ence of a thin-film electrolyte that may form on metallic

surfaces when exposed to a critical level of humidity. While

this film is almost invisible, the corrosive contaminants it

contains are known to reach relatively high concentrations,

especially under conditions of alternate wetting and drying.

In the presence of thin-film electrolytes, atmospheric

corrosion proceeds by balanced anodic and cathodic reac-

tions described, respectively, in Eqs. (23.1) and (23.2 ). The

anodic oxidation reaction involves the corrosion attack of the

metal, while the cathodic reaction is naturally the oxygen

reduction reaction (Fig. 23.11).

Anode reaction 2Fe! 2Fe2þ þ 4e� ð23:1Þ

Cathode reaction O2 þ 2H2Oþ 4e� ! 4OH� ð23:2Þ

Relative humidity is defined as the ratio of the quantity of

water vapor present in the atmosphere to the saturation

quantity at a given temperature, and it is expressed as percent.

In absence of any particular surface effects, the dew point

corresponds to the temperature at which condensation

occurs. A high relative humidity would therefore be associ-

ated with a dew point close to ambient air temperature. If the

relative humidity was 100%, for example, the dew point

would be equal to ambient temperature. Given a constant dew

point, an increase in temperature will lead to a decrease in

relative humidity. Equation (23.3) provides a convenient way

to calculate the dew point as a function of temperature to

within �0.4�C [16]:

td ¼
B ln RHþ At

Bþ t

� �

A� ln RH� At

Bþ t

ð23:3Þ

where

A¼17.625

B¼ 243.04�C
RH¼ relative humidity as a fraction (not percent)

t¼ surface temperature (�C)
td¼ dew point temperature (�C)

Equation (23.3) is valid for 0�C< t< 100�C, 0.01<RH

< 1.0, and 0�C< Td< 50�C. Figure 23.12 illustrates the

relationship between the dew point temperature and relative

humidity for selected surface temperatures.

Precise RH measurements can be obtained by comparing

the results from wet-bulb and dry-bulb thermometers. The

comparison between the two readings provides an indication

of water vapor in the air. The readings can be plotted on a

chart known as the psychometric chart from where the

properties of air vapor mixture such as relative humidity,

absolute humidity, and dew point can be directly determined.

The critical humidity level belowwhich there should be no

corrosion additionally depends on the nature of the corroding

material, the tendency of corrosion products and surface

deposits to absorb moisture, and the presence of atmospheric

pollutants [17]. It has been shown, for example, that this

critical humidity level is 60% for steel when the environment

is free of pollutants. In this context, marine environments

have typically high RH and are laden with sea salts.

Studies have shown that the thickness of the adsorbed

water layer on zinc surface increases with %RH and that

corrosion rates increase with the thickness of the adsorbed

Fe
Fe++

++
H O2 H O2 OO OH

-

4e-

Thin Film Electrolyte

Corroding Metal (Fe)

Atmosphere

FIGURE 23.11. Schematic description of atmospheric corrosion

of iron.
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layer. There also seems to be a finite thickness to the water

layer that, when exceeded, becomes limiting due to oxygen

diffusion across the adsorbed water layer [18]. However,

when metallic surfaces become contaminated with hygro-

scopic salts, their surface can be wetted at a lower RH. The

presence of magnesium chloride (MgCl2) on a metallic

surface can make it wet at 34% RH while sodium chloride

(NaCl) on the same surface requires 77% RH to create the

same effect [19].

A commonly used compromise between these various

observations is the TOW concept, which many corrosion

scientists use and report in their studies. TOW is a parameter

based on the length of time RH values are greater than 80% at

a temperature greater than 0�C. It is commonly reported in

hours or days per year or as an annual percentage of time a

surface is above this threshold to express the persistence of

the wetting water film and its potential consequences.

A method of measuring the TOW has been developed by

Sereda and correlatedwith the corrosion rates encountered in

the atmosphere [20]. The moisture-sensing elements in this

sensor are manufactured by plating and selective etching of

thin films of appropriate anode (copper) and cathode (gold)

materials in an interlaced pattern on a thin nonconductive

substrate (Fig. 23.13). When moisture condenses on the

sensor, it activates the cell, producing a small voltage

(0–100mV) across a 107-W resistor.

D2. Aerosol Particles

The behavior of aerosol particles in outdoor atmospheres is

explained by empirical equations that describe their forma-

tion, movement, and capture. These particles are present

throughout the planetary boundary layer, and their concen-

trations depend on a multitude of factors including location,

time of day or year, atmospheric conditions, presence of local

sources, altitude, and wind velocity.

Aerosols can either be produced by ejection into the

atmosphere or by physical and chemical processes within

the atmosphere (called primary and secondary aerosol pro-

duction, respectively). Examples of primary aerosols are sea

spray and windblown dust. Secondary aerosols are produced

by atmospheric gases reacting and condensing or by cooling

vapor condensation. Once an aerosol is suspended in the

atmosphere, it can be altered, removed, or destroyed, and

average lifetimes are of the order of a few days to a week,

depending on the aerosol size and location.

The highest concentrations are usually found in urban

areas, reaching up to 108 and 109 particles per cubic centi-

meter, with particle size ranging from a few nanometers to

around 100mm. Size is normally used to classify aerosol

because it is the most readily measured property and

-60

-50

-40

-30

-20

-10

0

10

20

30

1009080706050403020100
RH (%)

D
ew

po
in

tt
em

pe
ra

tu
re

(
C

)
o

Surface temperature

30 Co

20 Co

10 Co

0 Co

FIGURE 23.12. Relationship between dew point temperature and relative humidity for selected

surface temperatures.

FIGURE 23.13. Interlocking combs of gold and copper electrodes

in a Sereda humidity sensor. (Courtesy of Kingston Technical

Software.)
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other properties can be inferred from size information [21].

The highest mass fraction of particles in an aerosol is

characterized by particles having a diameter in the range of

8–80mm [22]. Some studies have indicated that there is a

strong correlation between wind speed and the deposition

and capture of aerosols. In such a study of saline winds in

Spain, a very good correlation was found between chloride

deposition rates and wind speeds above a threshold of 3m/s

or 11 km/h [23].

Aerosol particles have a finite mass and are subject to the

influence of gravity, wind resistance, droplet dry-out, and

possibilities of impingement on a solid surface. Studies of

themigration of aerosols inland of a seacoast have shown that

the majority of the aerosol particles are typically deposited

close to the shoreline (typically 400–600m) and consist of

large particles (>10mm diameter), which have a short res-

idence time and are controlled primarily by gravitational

forces [22, 23].

Airborne salinity refers to the content of gaseous and

suspended salt in the atmosphere. It is measured by the

concentration in the air in units of micrograms/cubic meter.

Since it is the salt that is deposited on the metal surface that

affects the corrosion, it is usually reported in terms of

deposition rate in units of milligrams/meter squared/day.

Chloride levels can also be measured in terms of the con-

centration of the dissolved salt in rainwater.

A number of methods have been employed for determin-

ing the contamination of the atmosphere by aerosol-trans-

ported chlorides, for example, sea salt and road deicing salts.

The “wet candle method,” for example, is relatively sim-

ple [24] but has the disadvantage that it also collects particles

of dry salt that might not deposit otherwise. This technique

uses a wet wick of a known diameter and surface area to

measure aerosol deposition (Fig. 23.14). In this device, the

wick is maintained wet, using a reservoir of water or 40%

glycol–water solution. Particles of salt or spray are trapped

by the wet wick and retained. At intervals, a quantitative

determination of the chloride collected by the wick is made

and a new wick is exposed.

In reality, thewet candlemethod gives an indication of the

salinity of the atmosphere rather than the contamination of

exposed metal surfaces. The technique is considered to

measure the total amount of chloride arriving to a vertical

surface, and its results may not be truly significant for

corrosivity estimates.

Other techniques for measuring surface chlorides in the

field are commercially available. The Bresle method, for

example, is particularly suited to test for soluble surface

contaminants on blasted surfaces. A Bresle patch is attached

to the surface where the presence of chlorides is a concern,

and distilled water is injected with a syringe in the patch and

then extracted and measured with a conductivity meter.

An alternate product called CHLOR�TEST, shown in

Figure 23.15, uses a proprietary extract solution to retrieve

surface chloride contamination. In the field, this special

extract is said to enhance retrieval rates, thereby increasing

accuracy.

Another field monitoring technique incorporates a flat

sensor tomeasure the conductivity of a solution from a single

drop of sample (Fig. 23.16). Users can either place a sample

FIGURE 23.14. Schematic of wet candle chloride apparatus.

FIGURE 23.15. (a) Soluble salts detector kit and (b) sample

being taken on a surface in preparation. (Courtesy of Termarust

Technologies.)
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on themeter’s flat sensor or immerse the meter directly in the

solution being tested, giving the meter a broad range of

applications.

D3. Pollutants

Sulfur dioxide (SO2), a gaseous product of the combustion

of fuels containing sulfur such as coal, diesel, gasoline,

and natural gas, has been identified as one of the most

important air pollutants that contribute to the corrosion of

metals.

Less recognized as corrosion promoters are the nitrogen

oxides (NOx), which are also products of combustion. A

major source of NOx in urban areas is the exhaust fumes from

vehicles. Sulfur dioxide, NOx, and airborne aerosol particles

can react with moisture and ultraviolet (UV) light to form

new chemicals that can be transported as aerosols. A good

example of this is the summertime haze over many large

modern cities. Up to 50% of this haze or “smog” is a

combination of sulfuric and nitric acids. Sulfur dioxide,

NOx, and other urban pollutants are routinely monitored

with sophisticated equipment often housed in mobile units

(Fig. 23.17) and typically reported in terms of their concen-

tration in air in units of micrograms/cubic meter.

The pollution levels may also be measured by analyzing

rainwater for inorganic salts or by measuring its pH. How-

ever, this is only indirectly related to the effect of gaseous

pollutants on corrosion since only the actual amount of salt

deposited on metal surfaces is important.

There are two widely used methods for determining

the deposition of SO2 concentration in the atmosphere

of interest. Both employ the affinity of lead oxide to

react with gaseous SO2 to form lead sulfate. The most

common method used in corrosion work is the sulfation

plate method. It consists of exposing small disks of

lead oxide facing the ground under a small shelter to

prevent the reactive paste from being removed by the ele-

ments [25]. The disk surface is thus exposed only to gaseous

SO2 and protected from particulates. The American

Society for Testing and Materials (ASTM) procedure sug-

gests a 30-day exposure, followed by a standard sulfate

analysis [26].

The other method sometimes used is the peroxide candle,

similar in its function to the chloride candle. In this method, a

lead peroxide paste is applied to a paper thimble in the

laboratory and allowed to dry thoroughly before exposure.

The thimble is then exposed in an instrument shelter to the

test yard environment. In both methods, the SO2 deposited

results are appropriately reported in terms of deposition rate

on the surface in units of milligrams/square meter/day.

D4. Atmospheric Corrosivity

The simplest form of direct atmospheric corrosion measure-

ment is by coupon exposures. Subsequent to their exposure,

coupons can be subjected to weight loss measurements, pit

density, and depth measurements as well as other types of

examination.
FIGURE 23.16. Portable conductivity meter. (Courtesy of King-

ston Technical Software.)

FIGURE 23.15. (Continued )
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Battelle Institute has used such coupon exposure as a

passivemethod tomonitor the atmospheric corrosivity of Air

Force and other sites [27]. The database describing the

relative corrosive severity levels of different locations and

actual corrosion rates of a variety of metals has now grown to

more than 100 sites worldwide. The metals included in that

study are three aluminum alloys (A92024, A96061, and

A97075), copper, silver, and steel. Figure 23.18(a) shows

a closeup view of the coupons before exposure. Once ex-

posed to the environment for a given period of time, the

corroded metal strips [Fig. 23.18(b)] are sent back to the

laboratory for mass loss measurements following standard

methods [28] and further analysis.

Another type of coupon has been developed to provide

rapid material/corrosivity evaluations [29]. The helical coil

adopted in the ISO 9226 methodology is a high surface

area/weight ratio coupon that gives a higher sensitivity than

panel coupons of the same material. The use of bimetallic

specimens in which a helical A91100 aluminum wire is

wrapped around a coarsely threaded bolt enhances

further the sensitivity of the device has been described as

the Classify Industrial and Marine Atmospheres (CLIMAT)

coupon [29, 30].

Themass loss of the aluminumwire of a CLIMAT coupon

after 90 days of exposure is considered to be a relative

measure of atmospheric corrosivity. However, the results

vary greatly between the various combinations of materials

suggested in theASTM standard [30]. The aluminumwire on

copper bolts has been found by many to be the most sensitive

of the three proposed arrangements in the ASTM standard.

The use of triplicate coupons on a single holder additionally

provides an indication of the reproducibility of the measure-

ments, and the use of vertical rods can reveal directional

information on the corrosive agents as will be illustrated in

the following examples.

FIGURE 23.17. Deployable air quality monitoring unit on Montreal Island. (Courtesy of Kingston

Technical Software.)

FIGURE 23.18. Metal coupons (a) before exposure to the envi-

ronment and (b) after a 3-month exposure in a rural environment.

(Courtesy of Battelle.)
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ACLIMAT coupon with three copper rods installed at the

NASA Kennedy Space Center (KSC) beach corrosion test

site (Fig. 23.19) is shown immediately after it had been

installed [Fig. 23.20(a)], after 30 days [Fig. 23.20(b)], and

after 60 days [Fig. 23.20(c)]. KSC having the highest corro-

sivity of any test site in the continental United States [31], the

mass loss recorded even after a shorter exposure than usual

can be very high. In the present example it was already

16% of the original aluminum wire after 60 days. The base

support of these CLIMATs were purposefully installed par-

allel to the sea coast, and the directional effect of the marine

salts may be illustrated by comparing the front and back of

the exposed CLIMATs [Fig. 23.21(a) and (b)].

E. ATMOSPHERIC CORROSION MODELS

One of the principal goals of scientific discovery is the

development of a theory or model that can be used to provide

explanations and predictions for a specific domain of knowl-

edge. Theory development is a complex process involving

three principal activities: theory formation, theory revision,

and paradigm shift, as illustrated in Figure 23.22 [32].

A theory is first developed from a collection of known

FIGURE 23.19. Aerial view of NASA Kennedy Space Center

beach corrosion test site where atmospheric corrosivity is highest

corrosivity of any test site in continental United States.

FIGURE 23.18. (Continued )

FIGURE 23.20. CLIMAT coupon with three copper rods imme-

diately after it was installed at (a) the Kennedy Space Center beach

corrosion test site, (b) after 30 days, and (c) after 60 days.
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observations. It then goes through a series of revisions aimed

at reducing the shortcomings of the initial model that are

often realized when new facts and data become available.

The concept now universally accepted that rusting of iron

and other metals in normal atmospheres requires the simul-

taneous presence of oxygen and water was seriously debated

by scientists during the first decades of the twentieth century.

Though the view presented by Dunstan in 1905 was sup-

ported by much experimental evidence, many still believed

and argued then that the presence of carbon dioxide was

required for an atmosphere to be really corrosive [33]. The

first models to describe atmospheric corrosion processes and

their rates were, however, proposed much later by W.H.J.

Vernon following his extensive experimental work with

FIGURE 23.21. Close-up pictures of CLIMAT coupon exposed at KSC for 2months: (a) seaside and

(b) backside.
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copper [34] and iron [35] specimens that had been diligently

exposed to various levels of sulfur dioxide, carbon dioxide,

and suspended particles [36, 37].

E1. Statistical Models

E1.1. Corrosion Damage Functions. Corrosion damage

functions for aluminum, zinc, and steel were developed

based on experiments related to measuring the effects of

acid rain during the 1980s [38]. The statistical model de-

scribed in Eq. (23.4) was presented as a correlation of

corrosion damage for aluminum and the environmental

variables that were measured:

M ¼ 0:206t0:987 0:099þ 0:139f90SO2 þ 0:0925Clð

þ 0:0164Hþ � 0:0013DUSTÞ ð23:4Þ
where

M¼ cumulative mass loss of aluminum per unit area,

g/m2

t ¼ time, years

SO2¼ average SO2 concentration, mg/m3

Cl¼ chloride deposition rate, mg/m2 day

Hþ ¼ hydrogen ion deposition rate in precipitation,

meq/m2 day

f90¼ fraction of time where relative humidity >90%

and temperature >0�C
DUST¼ dustfall deposition rate, mg/m2 day

The reason for combining the time of wetness term, f90, with

the sulfur dioxide term, SO2, in this equation is that sulfur

dioxide requires a water film for absorption and will not

deposit onto a dry surface.

E1.2. ISO Corrag. As mentioned previously, ISO technical

committee TC 156 initiated a coupon exposure program that

became known as ISO CORRAG. Exposures of flat plates

and helixes of mild steel, copper, aluminum, and zinc in-

volved 51 sites in mostly Europe and the United States. The

program began in 1986 and ended in 1998. The relative

humidity, temperature, salt deposition rate as measured by

salt candles, and sulfur dioxide deposition rate as measured

by sulfation plates were logged at each site. Statistical

correlations between the environmental variables and cor-

rosion rates for these metals have been developed [39, 40].

An example of the regression results for one-year log cor-

rosion rates with aluminum plates are shown in Eq. (23.5):

logðrateÞ ¼ � 0:739þ 3:26ðTOWÞþ 5:02ðSO2Þþ 6:71ðClÞ
ð23:5Þ

where TOW is the time-of-wetness factor, SO2 is the sulfa-

tion rate, and Cl is the chloride deposition rate. This expres-

sion was based on data from 32 sites and had anF statistic for

regression of 5.9.

E1.3. International Cooperative Program on Effects on
Materials. The International Cooperative Program on Ef-

fects on Materials (ICP Materials) was started in September

1987 and involved 39 exposure sites in 14 countries of

Europe and North America. The meteorological variables

recorded in the data set are listed in Table 23.4 [41]. The first

approximation of a corrosion rate, K in Eq. (23.6), consisted

of a linear summation of these three contributing factors [42]:

K ¼ f ðSO2Þþ f ðCl� Þþ f ðHþ Þ ð23:6Þ

where f(SO2) is the sulfur dioxide factor, f(Cl� ) is the

chloride deposition factor, and f(Hþ ) is a measure of the

acidity of the rain. The sulfur dioxide factor was expanded by

multiplying the concentration of sulfur dioxide by the TOW,

as expressed in Eq. (23.7):

f SO2ð Þ ¼ A SO2ð ÞB TOWð ÞC ð23:7Þ

Basics

New
observation

New
observation

Basics

New
observation

New
observation

Basics

New
observation

New
observation

(c)(b)(a)

FIGURE 23.22. Theory revision using abduction for hypothesis formation.
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The model fitting also revealed the complicated effect of

temperature on atmospheric corrosion. In low-temperature

regions, the corrosion rate increased with increasing mean

temperature. In warm or hot regions a negative temperature

effect was observed in the absence of chlorides, which is due

to a reduced time of wetness. In marine atmospheres a

positive temperature effect was observed also in warm/hot

regions due to the presence of hygroscopic salts at the metal

surface that prolong the TOW. As the temperature increased

the corrosive effect of chloride, the corrosivity in tropical

marine atmospheres with high deposition of chlorides can be

extremely high.

E1.4. Iberoamerican Atmospheric CorrosionMap Project.
The Iberoamerican Atmospheric Corrosion Map Project

(MICAT—Mapa Iberoamericano de Corrosion Atmosferica)

was initiated in 1988 with three objectives: (i) construct a

corrosion map for Iberoamerica, (ii) provide a better under-

standing of atmospheric corrosion phenomena, and (iii)

identify mathematical models that could predict the corro-

sion rate of metals as a function of meteorological and

pollution variables [43, 44]. Plates of zinc, mild steel, alu-

minum, and copper were exposed. The environmental vari-

ables logged were relative humidity, temperature, number of

rainy days per year, sulfur dioxide deposition rate, and

chloride deposition rate. One approach was to assume that

corrosion rate changes with time according to the parabolic

relationship expressed in Eq. (23.8):

C ¼ At n ð23:8Þ

where C is the corrosion rate and t is time. The coefficients A

and n were obtained by a statistically fit to the measured

environmental variables. The regression equations ac-

counted for 83, 62, 59 and 41% of the variance in the annual

corrosion data for zinc, steel, aluminum, and copper, respec-

tively. The goodness of fits of data from rural atmospheres

was considerably lower. The same data sets were also

analyzed with neural networks [45]. This later technique

exhibited superior performance in terms of goodness of fit

when compared to the classical regression models and

reproduced some well-known nonlinear interactions among

the variables of interest. The linear regression model ob-

tained for the corrosion of iron is shown in Eq. (23.9):

Fe ¼ b0 þCl� ðb1 þ b2 � Pþ b3 � RHÞþ b4

�TOW � SO2 ð23:9Þ

where b0¼ 6.8124, b1¼ � 1.6907, b2¼ 0.0004, b3
¼ 0.0242, and b4¼ 2.2817.

E1.5. Topographical Effects on Wind Velocity. Wind

speed, wind direction, and distance from the sea are the most

important factors influencing the transport and deposition

rate of marine aerosols. A mapping method, based on grids

with topographic factors, was developed to assess the influ-

ence of various factors on average wind speed at locations

near a seacoast [46]. Basically, there are three steps in this

method:

. Identify the topographic factors that can affect the flow

of wind between a site of interest and the seacoast.

. Determine the topographic factors for each grid and

then regress against measured wind speeds.

. Estimate the integrated sea wind for each site.

The concept integrates the geographical texture of the

environment in all directions (16 sector resolution) with its

effect on airflow. For example, the results of a multiple

regression analysis for the annual average wind velocity for

sites on the Miura Peninsula (Japan) are expressed in

Eq. (23.10):

Y ¼ 1:432x1 þ 0:002x2 � 3:45x3 � 0:058x4 � 0:009x5

� 0:34x6 þ 3:573 ð23:10Þ

where

Y¼ annual average wind velocity, m/s

x1¼ ratio of land to sea per unit area

x2¼ corrugation (effect of height variation within a grid)

x3¼ degree of shielding

x4¼wind convergence over 2–7 km

x5¼ difference in wind direction

x6¼wind convergence over 1–2 km

It is interesting to note the least significant factors in the

regression analysis (low coefficients) are the corrugation and

wind direction effects, possibly due to the presence of

important local geographic features. However, the negative

values give an indication of the reduction of wind velocity,

due to shielding, convergence of wind, and the direction of

the wind on the peninsula. The most significant factor

affecting sea wind was the degree of shielding.

TABLE 23.4. Average Annual Ranges Used for ICP Materials

Dose–Response Functions

Description Range Unit

Time 1–8 Year

Temperature 2–19 �C
Relative humidity 56–86 %

SO2 concentration 1–83 mg/m� 3

Ozone concentration 14–82 mg/m� 3

Rainfall 33–215 cm

Acid concentration 0.6–130 mg (Hþ ) L� 1
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E2. Mechanistic Models of Corrosivity Factors

E2.1. Pollutant Mass Transfer to a Surface. In a study on

the corrosion of plates of galvanized steel, the pollutant mass

transfer rate to the plates was modeled as the product of the

pollutant concentration and the deposition velocity. The

deposition velocity was modeled from an analogy from

momentum transport in Eq. (23.11) [47]:

u ¼ V*2

V
ð23:11Þ

where u is the deposition velocity, V is the average upstream

wind velocity, and V� is the friction velocity. The friction

velocity is itself described in Eq. (23.12):

V* ¼
ffiffiffi
f

2

r
ð23:12Þ

where f is the friction factor, which from boundary layer

theory for smooth flat plates is defined in Eq. (23.13):

f ¼ 0:03

ðReLÞ1=7
ð23:13Þ

where ReL is the Reynolds number for the plate as described

in Eq. (23.14):

ReL ¼ LV

n
ð23:14Þ

where L is the length of surface over which the air flows and n
is the kinematic viscosity of air.

E2.2. Marine Aerosol Transport. A model was developed

that accounted for a steady source ofmarine aerosol particles

and their transport fairly near the ground, well within the

planetary boundary layer. Aerosol particles were assumed to

be transported by convection and turbulent diffusion, while

they would be deposited on the ground by turbulent diffu-

sion. The predicted aerosol concentration as a function of

distance for 1500m from a source was consistent with

published data on steel corrosion and salinity rates near an

ocean [48].

The chloride concentration as aerosol particles was mod-

eled as a function of distance from a source such as a salt-

water body [22]. The main assumption was that as wind

carries chloride particles from the sea there is a deposition to

the ground due to turbulent diffusion. This deposition rate is

characterized by a deposition velocity, vd. The deposition

velocity depends upon particle size, ground surface rough-

ness (open terrain, presence of vegetation, vertical projec-

tions such as hills, mountains, buildings, etc.), and wind

speed. Amass balance of the chloride concentration within a

height h above the ground at a distance x from a source of salt

aerosols is described in Eq. (23.15):

S ¼ S
ð� vdxÞ=hV
0 ð23:15Þ

where

S¼ average concentration of chloride in air within a

height h above the ground

S0¼ initial chloride conc. at shoreline

x¼ distance from shoreline

vd¼ deposition velocity at ground

V¼wind speed

h¼ height of air layer above ground

This equation was shown to be applicable for the first few

hundredmeters from a source, but other factors were found to

greatly complicate the phenomenon as distance increases:

. The change of particle size distribution with distance as

largest particles settle first and therefore changes in vd.

. A nonuniform vertical profile of salt concentration.

. Decrease ofwind speedwith downwind distance caused

by friction of the ground surface.

. The effect of rainout or even low cloud levels, which

reduces the chloride present in the air, is not accounted

for.

It was also noted in that study that a minimum wind speed or

threshold of approximately 11 km/h is required for the

entrainment of marine aerosols over a salt-water body [23].

E2.3. Corrosion under a Droplet. A detailed model of the

corrosion processes within a droplet on a surface was de-

veloped [49]. The typical day and night cycle drives changes

in condensation and evaporation on metallic surfaces. The

model assumed the surface under the droplet functioned as an

anode, and the surface at the droplet periphery functioned as a

cathode. The effects of changing droplet size and electrolyte

concentration at the limiting oxygen reduction current were

simulated. The model predicted that there is no significant

resistive control in an evaporating droplet under these con-

ditions. However, in a condensate or absorbate of uniform

thickness, resistive effects may become significant in layers

less than 10mm thick. In atmospheric corrosion, this has

relevance with respect to repeated evaporation and conden-

sation during wetting and drying, to the effects of rainwater

washing and surface cleaning.

E2.4. Wind Speed Factor. In a study focused on the shield-

ing effects of buildings in a marine environment, the direc-

tional impact of marine aerosols was revealed by comparing

the level of patina onCLIMAT’s copper rod exposed for three

winter months at facilities on the Pacific coast [50, 51]. What
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became evident in that study was that the pattern of the

bluish-green patina attributed to the corrosion product

CuCl2	2H2O was not uniformly distributed around the cir-

cumference of each copper rod.

A template with the 16 points of the compass was placed

onto the outside of each copper rod that was on the most

boldly exposed coupons in order to visually quantify the

intensity of the bluish-green color. The relative degree of

corrosion for each compass point was assessed by assigning a

number between 0 and 10 with 0 corresponding to 0 bluish-

green patina and 10 corresponding to 100% coverage of the

colored corrosion product. The average corrosion index for

each of the 16 points of the compass for the copper rods is

shown in Figure 23.23.

One attempt to correlate the directional corrosivity ob-

served on the copper rods with weather data was to plot the

fraction of time that winds came from the 16 points of the

compass during the 3-month exposure period. The dominant

direction was the north to northeast. However, the pattern of

corrosion product did not correspond to the most frequent

wind direction but did correspond to the direction with the

highest wind speeds, which were in the west-to-south quad-

rant at this particular site (Fig. 23.23).

E3. Maps of Atmospheric Corrosivity

Maps are powerful tools for communicating information

related to geographical landscapes, and corrosivity maps of

various countries have been drawn to illustrate the corrosion

severity of regions of these countries [52]. One of the very

first atmospheric corrosivity maps was produced to summa-

rize many years of results obtained by exposing bare steel

coupons attached to different vehicles in the northeastern

United States and Canada (Fig. 23.24) [53]. The results

presented in this figure reveal the corrosive effects of using

deicing salts since this is the main factor that can explain the

higher level of vehicle corrosion in the Snowbelt regionwhen

compared to adjacent nonmarine regions.

Similar corrosivity maps have been created from data

available in the literature such as the corrosivity map for

China (Fig. 23.25), Cuba (Fig. 23.26), and Great Britain

(Fig. 23.27) adapted, respectively, from [54], [55], and [56].

F. PREVENTION AND CONTROL

The following sections contain a brief description ofmethods

commonly used to prevent and control the damage due to

atmospheric corrosion.

F1. Materials Selection

Only a few metals and alloys are usually boldly exposed to

outdoor environments. Among these are all the bronzes and

other copper alloys that have been used for centuries for

the production of monuments and artifacts. The long life
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FIGURE 23.23. Average corrosion index for copper rods exposed on rooftop and average wind

speed recorded at the local weather station as a function of 16 points of compass.
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provided by copper roofing is another example where the

practical usage of such metal also produces a pleasant patina

that has become the trademark of many touristic cities.

However, most structural metals need some sort of shielding

from direct contact with the environment. Aluminum, for

example, will typically be anodized and often coated before

being put in service. Similarly, steel is typically coated with

protective coatings mostly based on organic coatings or

galvanized for added protection. There are, of course, some

exceptions to this general statement.

Iron, in its various forms, tends to be highly reactive

because of its natural tendency to form iron oxide. When

it does resist corrosion, it is due to the formation of a thin film

of protective iron oxide on its surface by reaction with

oxygen of the air. This film can prevent rusting in air at

99%RH, but a contaminant such as acid rain may destroy the

effectiveness of the film and permit continued corrosion.

Thicker films of iron oxide may act as protective coatings

and, after the first year or so, could reduce the corrosion rate,

as shown in Figure 23.28.

The Cor-ten high-strength low-alloy (HSLA) weathering

steel in Figure 23.28 has shown to be more than 10 times

corrosion resistant than carbon steel when freely exposed to

mild environments [57]. This is why weathering steel has

Snow BeltSnow Belt

FIGURE 23.24. Corrosivity map of North America showing the particular aggressiveness

of Snowbelt region.
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FIGURE 23.25. Corrosivity map of China.
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been the choice of many designers for the construction of

boldly exposed surfaces, from buildings to utility poles

(Fig. 23.29). The formation of a protective rust onweathering

steels results from a combination of certain alloying ele-

ments, generally totaling<3%, which include Cr, Cu, Ni, Si,

and P. Two commonly used weathering steels used for

structural purposes are K11430 or Cor-ten B and K12043.

The alloying additions also add strength toweathering steels,

thereby enabling further cost andweight savings compared to

ordinary structural steels. Regression analyses of long-term

atmospheric corrosion tests of hundreds of steels that were

conducted at 3 industrial environments lead to conclusions

about the effects of 15 elements on corrosion resistance [58]:

. In order of decreasing effect, P, Si, Cr, C, Cu, Ni, Sn, and

Mo are beneficial.

. S has a very large and detrimental effect.

. V, Mn, Al, Co, As, and W have no significant effect.

While weathering steels do not require any particular care

once installed, it may suffer surprising corrosion attack in

crevice areas. As the severity or the physical conditions of

exposure change, these weathering steels will show less

superiority. In crevices or on the backside of structural forms

in a corrosive atmosphere, weathering steel will in fact not

perform better than plain carbon steel.

Austenitic stainless steels have become the material of

choice of many architects in recent history since they can

keep their shiny aspect without tarnishing for many decades

as illustrated in The Triad, a tall sculpture erected in the busy

part of Toronto in 1984 (Fig. 23.30). Stainless steel has also

been used to great advantages in more notorious buildings

and monuments as early as 1930.

The Chrysler Building completed in New York City in

1930 was the first high-profile stainless steel application in

the world. Type 302 stainless steel was used for the produc-

tion of six rows of arches topped with a stainless steel spire.

Stainless steel gargoyles were installed on the 31st and 61st

floors. The present-day condition is estimated to be very

good. The exterior of the Empire State Building, completed

one year later (1931), was made of stainless steel, gray

limestone, and dark gray aluminum. Over 300 metric tons
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FIGURE 23.26. Corrosivity map of Cuba.
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FIGURE 23.27. Corrosivity map of Great Britain.
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of 1.3-mm-thick Type 302 stainless steel was used for its

construction. This historic landmark with a height of 282 m

was the world’s tallest building for 41 years. The stainless

steel was estimated to be in excellent condition 70 years after

the construction of this historical landmark. Many other

buildings have since then incorporated large amounts of

stainless steels in their facades and roofs.
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FIGURE 23.28. Time–corrosion curves of three steels in industrial atmosphere, Kearny, NJ:

(1) ordinary steel, (2) Custeel, and (3) Cor-ten.

FIGURE 23.29. Thirty-five-meter-high highway lamppost made

of weathering steel. (Courtesy of Kingston Technical Software.)

FIGURE 23.30. Triad by Ted Bieler completed in 1984 using

stainless steel. (Courtesy of Kingston Technical Software.)
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F2. Protective Coatings

The large segment of the paint industry committed to the

manufacture and application of products for the protection of

metals, as well as the large-scale operations of the galvaniz-

ing industry, attest to the importance of controlling atmo-

spheric corrosion. The general subject of protective coatings

for the prevention and control of corrosion is the focus of

many technical books and much beyond the scope of the

present chapter in which only the breakdown of organic

coatings exposed to the atmosphere will be discussed.

What happens when moisture and oxygen penetrate the

coating? Perhaps nothing, if a truly good bond has been

achieved, but a number of reactions may occur. Where the

moisture contacts the steel, for example, a corrosion cell

comparable to that in a pit on freely exposed iron may then

develop. If ionic contaminants such as chlorides and other

soluble salts are present at the interface between the coating

and the steel, the electrolyte would be more conductive and

thus favor a more vigorous cell action.

The rate at which diffusion of water and contaminants is

occurring through a coating is largely controlled by its

thickness and formulation. The thickness of a coating nec-

essary to resist moisture permeation from the atmosphere

and otherwise resist deterioration is approximately 125 mm.

If good flowout is not obtained during application, thin spots

(particularly at the edges) or actual holidays (holes)may exist

in the film and reduce the effective thickness of the coating

barrier.

Due to the presence of these imperfections in the coating,

the steel substrate is directly exposed to its surroundings and

may start corroding as described in Eq. (23.16). In order to

maintain electroneutrality within the system, this reaction is

balanced by at least one cathodic reaction. In most naturally

occurring situations, this reaction will be the reduction of

oxygen from ambient air, as illustrated in Eq. (23.17). These

two reactions initially take place adjacent to each other but

soon separate as the process continues with the cathode

moving under the coating.

FeðsÞ ! Fe2þ þ 2e� ð23:16Þ
O2 þ 2H2Oþ 4e� ! 4OH� ð23:17Þ

In given conditions of humidity and oxygen permeation, the

initial corrosion site may begin to move in a random manner

as the corrosion product reduces the oxygen content at the

surface and the area becomes highly anodic to the surround-

ing cathode area of oxygen saturation. The worm track of

corrosion that then occurs is termed filiform corrosion

(Fig. 23.31).

The ferrous ions produced in Eq. (23.16) carry a positive

charge,while the cathode is producing hydroxyl ions (OH� ),
resulting in an excess of negative charge. These local charge

imbalances are unstable. Additionally, the ferrous ions pro-

duced by the corrosion reaction in Eq. (23.16) are not stable

in the presence of oxygen and soon react with water to form

what is called rust, or Fe(OH)3, following the combination of

oxidation and hydrolysis reaction described in Eq. (23.18):

Fe2þ þ 3H2O! FeðOHÞ3 þ 3Hþ þ 1e� ð23:18Þ

The electrons produced in Eq. (23.18) are also consumed by

the reduction of oxygen. The path from the exposure envi-

ronment to these initial corrosion sites may be either restrict-

ed or blocked completely when the coating adheres well to

the substrate. In such cases the corrosion process would be

relatively stifled after the initial attack.

FIGURE 23.31. Filiform corrosion under lacquer protecting surface of new handsaw. (Courtesy

Kingston Technical Software.)
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For less adherent coatings, much less restrictive pathways

such as micronic dust, coating porosity, and holidays are

available for counter ions, and the corrosion reaction would

be allowed to proceed at a much faster pace. When this

happens, a second cathodic reaction may be triggered by the

increased acidity at the anodic site, leading to the production

of gaseous hydrogen as described in Eq. (23.19) and pry the

coating loose (Fig. 23.32):

2Hþ þ 2e� !H2 ð23:19Þ

Another aggravating factor is that organic coatings are

generally poorly resistant to alkaline conditions and may be

attacked by the hydroxyl ion, causing a serious loss of surface

adhesion. The reason this alkalinity causes such failure has

been variously attributed to either saponification of the

coating, dissolution of the oxide layer at the interface, or

simply alteration of the ionic resistance of the film [59].

External cathodic currents provided by cathodic protection

or internal currents produced by inorganic zinc additives

during immersion service, for example, would increase the

possibility of failure by the hydrogen or hydroxyl formation

because much greater quantities of these cathodic reaction

products would be created.

F3. Dehumidification

Corrosion may also be prevented or controlled by modifica-

tion of the corrosive environment. One method commonly

used consists in reducing the water content of the environ-

ment by dehumidification to prevent the formation of a

continuous film of moisture on metal surfaces. There are a

number of different types of dehumidification systems avail-

able, and each proposed installation needs to be assessed to

determine the most suitable type. Where the item to be

protected is in a vapor-sealed enclosure, desiccant beads

such as silica gel may be used successfully. However, if

external air is allowed to enter, then the moisture load will

soon exceed a desiccant capacity. More efficient dehumid-

ificationmethodswill therefore be required as the complexity

and size of the applications increase.

Dehumidification by heating works on the principle that if

the air within an enclosed space is heated, then the relative

humidity of the air will be reduced. In order for thismethod to

be fully effective, all items in the space, as well as the air

itself, need to be heated as humid zones may occur at cold

spots on metal surfaces.

Another method commonly employed is the reduction of

moisture by passing air through an evaporator coil where it is

cooled below its dew point, forcing water to condense on the

outside of the coil from where it is drained. The air is then

often heated back to ambient temperature. However, cooling

to very low temperature makes the refrigeration process

impractical, as it requires a great deal of subsequent reheat-

ing. The reduction in air temperature is also limited by the

freezing point of water condensing on the cooling coil, which

in some designs may be offset by the use of a complicated

brine spray or a liquid lithium chloride type of system that

works on a combination of refrigeration and adsorbent liquid.

The static or dynamic use of desiccants through absorp-

tion or adsorption processes also provides awide spectrum of

dehumidification techniques. In the case of absorption pro-

cesses, desiccants change physically, chemically, or both

during the sorption process. Lithium chloride crystals are

an example of a solid absorbent. When water is absorbed by

this material, it changes to a hydrated state. In liquid sorption

dehumidification systems, air is passed through sprays of a

liquid sorbent such as lithium chloride or glycol solution. The

sorbent in an active state has a vapor pressure below that of

the air to be dehumidified and absorbs moisture from the

airstream. The desiccant solution, which becomes diluted

with moisture during the process of absorption, is regener-

ated when the solution is subsequently heated.

In the case of adsorption processes the desiccant does not

change physically or chemically during the sorption process.

Adsorbents such as silica gel, molecular sieve, and activated

alumina are normally granular beads or solids with porous

structures making these capable of holding large amounts of

water on their surface. The principle behind desiccant de-

humidification is that the desiccant is exposed to moisture-

laden air, from which moisture is extracted. During regen-

eration, the saturated desiccant is heated and the collected

moisture is driven off into the exhaust airstream. Thus a

continuous cycle of sorption and regeneration can be set up

providing an atmosphere with very low dew point.

F4. Corrosion Prevention Compounds

Corrosion prevention compounds (CPCs) are widely used as

a temporary measure to provide cost-effective corrosion

FIGURE 23.32. Corrosion blister formed on a car door months

after impact caused break in coating. (Courtesy of Kingston Tech-

nical Software.)
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protection on most metals. CPCs are applied as fluids by

wiping, brushing, spraying, or dipping. These compounds are

usually immiscible with water but may contain some water

displacing components to remove water from surfaces and

crevices.

Corrosion prevention compounds are commercially avail-

able in a wide range of products. A number of these fluids are

based on lanolin and contain various solvents and inhibitors.

The evaporation of the solvents leaves either thin soft films,

semihard films, or hard resin films that provide varying

degrees of short-term protection. The exact compositions of

these CPCs are not published for obvious reasons. However,

information contained in the Materials Safety Data Sheets

(MSDSs) reveal that they may include [60]:

. An oil, grease, or resin-based film former

. A volatile, low surface tension carrier solvent

. A nonvolatile hydrophobic additive

. Various corrosion inhibitors, for example, sulphonates,

or surface-active agents

Water-displacing CPCs act by spreading across surfaces, into

cracks and crevices where they displace moisture, leaving

behind a residue to act as a further barrier after the carrier

solvent has evaporated. The hard film CPCs dry to a waxy or

hard resinlike finish after application and provide a barrier

film to corrosive environments.

Corrosion prevention compounds have been used in many

applications where corrosion is a concern. In the aircraft

industry, for example, these products are often recommended

by the manufacturer in the maintenance manuals as a way to

help prevent the onset of corrosion in specific aircraft loca-

tions. The application of a CPC is relatively easy by using

specially designed high-pressure pump systems to convert it

into a dense fog and literally fog the area or cavity that needs

protection (Fig. 23.33).

These products are also extensively used on road vehicles

to reduce the severity of corrosion, particularly in cold-

weather areas where deicing salts are used to break down

snow and ice. There are plenty of locations in road vehicles

where water can accumulate and accelerate corrosion, lead-

ing to premature failure of the equipment or perforation of

the sheet metal. The underside of cars is especially vulner-

able to rust and corrosion due to the exposure to high levels

of moisture.

Since the 1970s, hot-melt wax thermoplastic CPCs have

been used extensively during the construction of new vehi-

cles to protect underbody structural components against

corrosion and enhance vehicle durability. Hot-melt waxes

are usually applied through a dipping process. The wax is

preheated to a temperature between 125 and 195�C. Follow-
ing an alkali cleaning and water rinsing operation, parts are

immersed in the molten wax. The thickness of the wax

deposited on the parts is controlled through a preheat of the

parts prior to dipping and the actual time of immersion in the

hot-melt wax.

Thin fluid filmCPCs are typically used on road vehicles as

a yearly maintenance application for added corrosion pro-

tection. The CPC treatment using air-powered spray units is

relatively inexpensive and can be provided by various rust-

proofing centers (Fig. 23.34). No particular preparation is

required. For outdoor spraying a NIOSH-approved oil mist

mask, as worn when spraying indoors, is recommended.

Gloves are worn for comfort, as the aerosol cans or air-

powered spray guns quickly get cold. After treatment, any

excess fluid may be wiped up with a cloth or paper towel.

FIGURE 23.33. Fogging of aircraft with commercial CPC. (Courtesy Mike Dahlager Pacific

Corrosion Control Corp.)
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F5. Volatile Corrosion Inhibitors

Volatile corrosion inhibitors (VCIs), also called vapor-phase

inhibitors (VPIs) are used in close environments where they

saturate the ambient atmosphere. In boilers, volatile basic

compounds, such as morpholine or hydrazine, are trans-

ported with steam to prevent corrosion in condenser tubes

by neutralizing acidic carbon dioxide or by shifting surface

pH toward less acidic and corrosive values. In closed vapor

spaces, such as shipping containers, volatile solids such as

salts of dicyclohexylamine, cyclohexylamine, and hexam-

ethylene-amine are used. On contact with the metal surface,

the vapor of these salts condenses and reacts with moisture to

provide protective ions.

It is desirable, for an efficient VCI, to provide inhibition

rapidly and to last for long periods. Both qualities depend on

the volatility of these compounds, fast action wanting high

volatility, whereas enduring protection requires low volatil-

ity. A convenient partial vapor pressure for closed spaces

VCIs will lie between 10� 3 and 10 Pa (Table 23.5) [61].

It is significant that the most effective volatile corrosion

inhibitors are the products of the reaction of a weak

volatile base with a weak volatile acid. Such substances,

although ionized in aqueous solutions, undergo substantial

hydrolysis, the extent of which is almost independent of

concentration. In the case of the amine nitrites and amine

carboxylates, the net result may be expressed by the

following reaction:

H2OþR2NH2NO2 !ðR2NH2Þþ : OH� þHþ : ðNO�
2 Þ

ð23:20Þ

The nature of the adsorbed film formed at a metal–water

interface is an important factor controlling the efficiency of

VCIs. Metal surfaces exposed to vapors from VCIs in closed

TABLE 23.5. Saturated Vapor Pressures of Some VCIs

Vapor Pressure
Melting

Point (�C)Substance Temperature (�C) (mm Hg) (Pa)

Morpholine 20 8.0 1070

Benzylamine 29 1.0 130

Cyclohexylamine carbonate 25.3 0.397 53

Diisopropylamine nitrite 21 4.84� 10� 3 0.65 139

Morpholine nitrite 21 3� 10� 3 0.40

Dicyclohexylamine nitrite 21 1.3� 10� 4 0.017 179

Cyclohexylamine benzoate 21 8� 10� 5 0.010

Dicyclohexylamine caprylate 21 5.5� 10� 4 0.073

Guanadine chromate 21 1� 10� 5 0.0013

Hexamethyleneimine benzoate 41 8� 10� 4 0.110 64

Hexamethyleneamine nitrobenzoate 41 1� 10� 6 0.00013 136

Dicyclohexylamine benzoate 41 1.2� 10� 6 0.00016 210

FIGURE 23.34. Fogging of (a) car trunk and (b) underbody with a

commercial CPC. (Courtesy of Kingston Technical Software.)
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containers typically become covered by a hydrophobic-

adsorbed layer as evidenced by an increase of the contact

angle of distilled water on treated surfaces with time of

exposure.
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A. INTRODUCTION

Atmospheric corrosion is an electrochemical process, and

moisture must be present on the corroding surface for it to

proceed. This can be in the form of a visible liquid layer

(rain, dew) or as a thin film formed by condensation at the

surface. It has been accepted that such moisture films can

form at critical relative humidities, which are determined

by the nature of the corroding surface and the chemical

species that are present on it. The time that a surface

remains “wet” by either of these processes has been

defined as the time of wetness (TOW) in the International

Standard on Corrosivity of Atmospheres ISO 9223 [1],

and it is the critical factor in determining the extent of

atmospheric corrosion, together with die presence of

pollutants that can be natural (e.g., airborne sea salt) or

man-made (SOx, NOx). The ISO standard also uses the

length of time when the relative humidity exceeds 80% at

a temperature greater than 0�C as an estimate of TOW.

However, evidence gathered by several researchers in

coastal regions of the Antarctic continent has shown this

definition to be inadequate.

There has been a common assumption that there is no

corrosion in Antarctica because of the “dry cold,” and this

myth has persisted even among people with Antarctic expe-

rience. Remarkable preservation of metal can be observed in

Antarctica, and the excavation of uncorroded metal artifacts

from the ice inside the Scott expedition huts in New

Zealands’s Ross Dependency in the early 1960s probably

reinforced the myth. Removal of the ice and snow radically

changed the microenvironment and resulted in rapid cor-

rosion of metal items [2]. Notwithstanding the low tem-

peratures, the environment at several historic Antarctic sites

was perceived to be severely corrosive and erosive, with

very strong winds frequently blowing salt-laden snow off

the sea ice and depositing it on huts and equipment. Mea-

surements of corrosivity were made at Cape Evans (the site

of Scott’s hut) using a standard copper-bearing steel, and the

result of 10.8 mm/year (0.43mil/year) wasmuch higher than

expected, considering the site is 77�S, is surrounded by sea
ice for 10months of the year, and has air temperatures rarely

above 0�C [3]. At nearby Scott Base (Ross Island), the mean

monthly temperature for the coldest month (July) is

� 29�C, for the warmest month (January) is � 5�C, and
annually it is � 20�C. The precipitation is 150–200mm of

water equiv/year [3].

The myth that corrosion in very cold regions is always

low is dispelled. This chapter discusses issues relating to cold

climate corrosivity and gives references to studies conducted

in these regions.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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B. INFLUENCE OF TEMPERATURE

AND SOLUBLE SALTS

Experimental and theoretical work in the former Soviet

Union [4] demonstrated that no significant reduction in

corrosion rates occurs until the temperature falls below

� 25�C; it then falls sharply and approaches zero at � 45�C.
This was attributed to a retardation of the electrochemical

processes at the surface. Laboratory studies in Canada [5]

using the potential developed between platinum and zinc

electrodes to indicate the presence of an electrolyte showed

measured potentials at � 20�C, and the conclusion drawn

was that there was no freezing point at which corrosion

would cease. Furthermore, as discussed above, salt depo-

sition is significant in coastal regions of Antarctica. Rain is

very rare and wind-deposited salt is not washed off sur-

faces. The phenomenon of depression of the freezing point

of salt solutions is well established [6], and with appropri-

ate salt compositions involving chlorides of calcium and

sodium, the freezing point could be depressed to as low

as � 50�C. Given the salt deposition regime in coastal

regions of the Arctic/Antarctic and the absence of rain

washing, a scenario of a saturated salt solution at the

surface is definitely feasible in such environments. It is

possible also that the long hours of sunlight in the polar

summers could raise the surface temperature of dark ob-

jects considerably above the surrounding air temperatures,

but this temperature rise is inadequate to totally volatilize

the electrolyte layer.

C. DEFINITION OF COLD CLIMATE

REGIONS

The issue of defining which geographic regions of the world

have climates with low temperatures that can significantly

influence corrosivity has been addressed by Perrigo et al.

[7, 8]. They state that the regions designated Arctic and

Antarctic above and below 66�330 latitude norm and south do

not cover this adequately. Neither does the inclusion of the

subarctic and subantarctic defined by some as the regions

between 60� latitude and the polar circles. In the Northern

Hemisphere, Perrigo suggests two regions defined by the

U.S. Army Cold Regions Research and Engineering Labo-

ratory (CRREL) [9] in which the average temperature of

the coldest winter month is � 18�C or less, or between 0 and

� 18�C. Nonetheless, part of these regions can have

“normal” summer temperatures (>20�C) and rainfall, and

at these times corrosion proceeds unchecked.

In the Southern Hemisphere, Perrigo has similarly iden-

tified two global lines to define the limits of cold climates.

The northern most is an isotherm where the mean temper-

ature of the warmest month is 10�C (50�F) [7], and to the

south is the Polar Front (previously known as the Antarctic

Convergence [10]), which is a temperature boundary

between the near-freezing waters surrounding Antarctica

and the warmer waters of the subantarctic. Only the southern

tip of the South American continent, the subantarctic islands,

and of course Antarctica itself fall within these regions.

Heginbottom et al. draw attention to the distribution of

permafrost [11] as being another indicator of a cold climate

and a factor that will significantly influence cold climate

corrosion.

D. ARCTIC CLIMATE AND CORROSIVITY

STUDIES

The general pattern of corrosivity in the regions traditionally

designated as the Arctic and subarctic can be expected to

differ from the cold regions in the Southern Hemisphere,

namely, the Antarctic and subantarctic, since the Arctic

comprises continental land masses surrounding the North

Pole, which is in the middle of the Arctic Ocean and in

summer has large areas of open water. Subarctic regions

include prairies and forests that can be expected to have low

corrosivity, but there are also areas with substantial industrial

and mining activity in North America, Scandinavia, and

Russia, where higher corrosivity will occur. There are

many islands and coastal regions with maritime climates

(e.g., Aleutian Islands and Alaska) where marine salts will

influence corrosivity. Extensive use is made of deicing

salts in North American and Scandinavian cities, which have

a profound local effect on corrosivity.

A Canadian site, Norman Wells, some 450 km from the

sea in the Northwest Territories has been a benchmark for

a site with low corrosivity. The 1-year corrosion rate of cold

rolled steel was measured as part of ongoing American

Society for Testing and Materials (ASTM) programs and

the average rate (for 6 years) was 0.7mm/year (0.03mil/

year) [12]. This is a surprisingly low result considering that

the mean monthly temperature ranges from þ 6 to þ 16�C
for 5 months of the year with significant summer precipita-

tion and relative humidity (RH) consistently >85% [13].

Divine and Perrigo [14] exposed a range of metals in

Anchorage, Alaska, and report a 1-year corrosion rate for

carbon steel of 8.1 mm/year (0.32mil/year). Biefer [15]

exposedmild steel wire-on-nylon bolt specimens for a period

of 1 year at sites in the Canadian Arctic and subarctic.

Corrosion rates as low as 2–5mm/year (0.08–0.2mil/year)

were obtained at 10 inland sites on the mainland of the

western Arctic and the northwest Arctic Islands. At 7 other

northern sites, usually within 1 km of the sea, corrosion rates

ranged from 21 to 34 mm/year (0.83–1.34mils/year), com-

parable to rates measured in southern Canada.

Mikhailov et al. [16] studied corrosivity in eastern

Siberia including severe cold climates both on the coast

(annual temperatures � 6 to � 13�C) and inland (� 11 to
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� 17�C). They provided corrosivity data for carbon steel

and zinc for 29 sites, and this was correlated against TOW,

annual average temperatures and relative humidities, and

atmospheric pollutants (SO2,Cl
� ).Measured steel corrosion

rates ranged from 0.7 to 32 mm/year (0.03–1.26mils/year).

Thirteen references are provided.

There have been a number of studies in Scandinavia

concerned with the classification of corrosivity. Kucera

et al. [17] exposed specimens of steel and zinc at 32 sites,

of which all but one were described as being in a temperate

climatic zone. The subarctic station with a yearly average

temperature of 1.3�C showed a steel corrosion rate of

6mm/year (0.24mil/year). Hakkarainen and Yl€asaari [18]
measured corrosion with steel and zinc at five sites in

southern Finland and correlated the data with TOWand SO2

levels. Corrosion rates of steel were from 20 to 50 mm/year

(0.79–1.97mils/year). In Norway, a series of exposure

programs was reviewed by Atteraas and Haagenrud [19].

Materials included steels, zinc, and aluminum exposed at up

to 38 sites mostly close to the coast Measured corrosion

rates were generally quite high (e.g., for carbon steel 1-year

exposure 17–70mm/year) (0.67–2.76mils/year). Seventeen

references were provided.

E. SUBANTARCTTC CLIMATIC VARIATION

AND CORROSIVITY

Isolated subantarctic islands surround the Antarctic conti-

nent. Subantarctic climates are very different from those of

Antarctica itself. Characteristically, temperatures are cool,

with summer temperatures rarely above þ 10�C and winter

temperatures rarely below 0�C. Formation of sea ice is rare.

Winds are characteristically gusty and strong. Being isolated

by long sea distances from any industrial activity, pollution is

very low. All of the islands have historic sites, and metal

artifacts show extensive corrosion. Macquarie Island (an

Australian territory at latitude 54�S) was the subject of

a small survey (6 sites) to obtain corrosivity data that could

assist in conservation measures [20]. The environment is

severe marine with annual rainfall of 901mm, and mean

relative humidity at 0900 h is 85–90% throughout the

year [21]. Standard low-alloy copper-bearing steel coupons

were used, and 1-year corrosion rates were found to be on

average 122mm/year (4.80mils/year), with a maximum

rate of 219mm/year (8.62mils/year). Twenty-two references

are provided.

F. ANTARCTIC CLIMATE AND

CORROSIVITY STUDIES

Corrosion studies conducted in Antarctica and aspects of the

Antarctic climate have been reviewed in a paper that also

describes a corrosivity survey conducted at nine sites on

the continent, including the South Pole [22], Thirty-nine

references were provided.

The Antarctic is generally characterized by severe cold,

with average temperatures in summer being significantly

lower than those in theArctic [10]. TheAntarctic Peninsula is

thewarmest region of continental Antarctica, but summer air

temperatures are still rarely above þ 5�C. Summer tempera-

tures in the high Arctic are considerably warmer and can

exceed þ 20�C, and dwarf Arctic willow trees grow even at

75�N. Antarctic climates are so cold that there are no trees

and even grass only grows in the warmest parts of the

Antarctic Peninsula.

The authors of the review recognized that standardized

measurements of corrosivity could assist in conservation

strategies at historic sites, and clarification was needed to

establish why corrosion rates are higher than expected given

presumed low TOWs. The 1-year corrosion rate of low-alloy

copper steel showed an exceptional range from 27.1 mm/year

(1.07mils/year) at Rothera (Antarctic Peninsula, 67�340S,
on the coast) to 3.4 mm/year (0.13mil/year) at Mawson

(67�360S, on the coast), 0.87 mm/year (0.03mil/year) at

Vanda (77�350S, 80 km from the coast [3]), and 0.05 mm/

year (0.002mil/year) at Vostok (78�280S, 1200 km from

the coast). This variation on the Antarctic continent itself

represents a factor >500. The influence of TOW, salt depo-

sition, and wind direction on the results was discussed.

Mikhailov et al. [23] studied the corrosion of steel,

copper, cadmium, and an aluminum alloy at a Russian

coastal station, Mirnyi (66�330S). A corrosion rate for steel

of 7.7 mm/year (0.30mil/year) was measured and described

as comparable with the rate on Ayon Island in the Russian

Far East (above the Arctic Circle) and an order of mag-

nitude higher than the corrosion rates measured at two

other Russian sites, namely Bilibino and Oimyakon [24].

Climatic parameters and salt levels were measured and the

ISO TOW was only 93 h/year in contrast to the range

described in the standard [1] of 250–2500 h/year (category

t3) for dry cold climates and some temperate climates. The

authors concluded that in the presence of airborne sea

salt, corrosion could proceed at temperatures significantly

lower than �1�C.
Fahy [25] studied corrosion of aluminum coupons with

different surface treatments including mill and anodized

finishes. He experienced problems with conducting the

exposures since he was unable to travel to Antarctica

himself, and some plates were exposed next to diesel

generators at Scott Base and pollutants affected results.

Exposures were later repeated at unpolluted Arrival

Heights that resulted in considerably less pitting of sample

coupons.

Rievero et al. [26] used M€ossbauer spectroscopy to

study the corrosion products on low-alloy steel exposed

at a Uruguayan Antarctic island site (Artigas, 62�100S). The
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mean temperatures for the coldest month, hottest month,

and annual were, respectively, � 6.4, 2.2, and � 2.3�C,
and steel corrosion rates (1 year) were 40–66 mm/year

(1.57–2.60mils/year).

Resales et al. [27] measured corrosion rates for steel,

zinc, copper, and aluminum at Jubany, an Argentinean

Antarctic base. The TOW was directly measured using

Pd/Ag electrodes on an alumina substrate and compared

with the ISO-estimated TOW using climatic data. High

corrosion rates were measured for all metals (steel 1-year

rates, 36–41 mm/year) (1.42–1.61mils/year) and measured

TOW (always higher than the ISO estimate) was 24 h/day

continuously for 7 months of the year. The minimum values

in the coldest months (� 3�C) still gave a daily mean TOW

of 6 h. The authors concluded that in the presence of marine

salt, liquid water monolayers could form under ice

layers resulting in high corrosion rates at temperatures well

below 0�C

G. CONCLUSIONS

Extensive evidence has now shown that atmospheric cor-

rosion rates can be high in cold regions of the world

especially in proximity to the sea. Whereas very low

corrosion rates can occur in cold continental climates

(especially inland Antarctica), in coastal regions the influ-

ence of chloride ion from marine sea salt can enable liquid

layers to form at temperatures well below 0�C and corrosion

proceeds unimpeded. Actual surface temperature in con-

junction with the presence of chloride ion determines the

rates of corrosion.
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A. INTRODUCTION

In the original Uhlig Corrosion Handbook, Logan [1] was

given the task of describing the state of knowledge regarding

the corrosion of metals in soils. Much of the data presented in

this study remains pertinent today. Other useful references

include Starkey and Wight [2], Booth et al. [3–5] and Flitton

and Escalante [6]. Romanoff [7] describes a National Bureau

of Standards study in which 37,000 specimens were exposed

to 95 types of soil for exposure periods of up to 17 years!

Specimens included ferrous and nonferrous metals as well as

a selection of coating materials. In 1979, Escalante [8] edited

an Amercican Society for Testing and Materials (ASTM)

symposium that focused on underground corrosion. Specific

articles covered soil surveys, soil corrosivity, soil testing, and

mitigation of corrosion in soils. The ASTM Corrosion and

Standards: Application and Interpretation [9] handbook

also contains several sections related to corrosion in soil.

The reason for the abundance of reference material in this

area is the economic significance of material degradation

in soils. The method of choice for transportation of water,

natural gas, oil, and refined hydrocarbons remains that of

buried pipelines. In Canada, there are �580,000 km of

buried pipelines, which contribute billions of dollars to the

economy. In the United States there are about 2million km of

buried natural gas pipeline and �280,000 km of petroleum

products pipelines. The replacement value for such facilities

represents billions of dollars. This mode of transportation

remains by far the safest way to ship oil and gas, but

deterioration of line pipe steels whether as the result of

external corrosion or environmentally assisted cracking

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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(EAC) can result in failures [10]. Concern over failures has

resulted in the development of new direct assessment pro-

tocols for external corrosion [11] and stress corrosion crack-

ing [12] that depend in part on characterization of the soil

environment [13].

Traditionally, discussions of soil corrosivity have been

based on studies where materials including steel were placed

in direct contact with the soil environment. Easily measured

characteristics such as soil resistivity ormoisture contentwere

then correlated with the occurrence of material degradation

problems. Such general correlations continue to provide

guidance for materials selection, location of structures, route

selection, and overall system design but are often too general

to allow the accurate prediction or interpretation of damage in

specific sites. Soil is a complex material and the many

parameters, which affect corrosion by soils, are still not fully

understood. Simple models based on the general interpreta-

tion of two or three parameters that ignore the specifics of

a given situation are not likely to provide a satisfactory

explanation of corrosion and EAC processes at specific

sites [11, 12]. More sophisticated models are under develop-

ment. Figure 25.1 shows two scenarios that provide a frame-

work for discussion in this chapter.

Figure 25.1(a) shows the case where a buried steel pipe is

in direct contact with the soil environment. The overall

system includes the exchange of soil gas with the overlying

atmosphere as well as the potential influx of surface water

and precipitation to the water table through the unsaturated

soil zone. In the unsaturated zone, gas forms the continuous

phase between particles in the soil matrix. In Figure 25.1(a),

the buried pipe lies partly above the local water table. The

steel surface in the unsaturated zone may see a different

environment than that lying in the water-saturated soil.

Disturbed soil around the buried structure may also lead to

a unique environment at the steel surface [6].

Both corrosion and EAC involve local electrochemical

processes sustained by a water phase acting as an electrolyte

at the metal surface. Soil sets the stage for these processes by

controlling the access of agents such as atmospheric oxygen

to the steel surface, fostering biological activity, or otherwise

altering the chemical composition of the water phase in

contact with the metal.

Figure 25.1(b) shows a second situation where the buried

steel is shielded from the soil environment by a protective

coating or rock shield. Where a protective coating remains

effective, corrosion or EAC problems do not occur; however,

in situations where water reaches the steel surface, attack on

the metal can proceed. In this situation, changes in compo-

sition due to Corrosion, microbial activity, cathodic protec-

tion, or the incursion of O2 or CO2 [14–16] can significantly

alter the chemistry of the trapped water.

Cathodic protection is routinely used to protect buried

steel structures [17]. This involves installation of a system to

impress a negative electrical charge on the steel surface,

effectively preventing dissolution of the metal for thermo-

dynamic reasons. Application of cathodic protection to the

two scenarios shown in Figures 25.1(a and b) can lead to

different effects. Where bare steel is exposed directly to the

soil environment, Figure 25.1(a), protection potentials can be

achieved by a properly designed and maintained cathodic

protection system. Where effective potentials are not

achieved or maintained, corrosion can proceed according to

the corrosivity of the local soil environment at pipe depth.

Corrosion cells can develop where bare pipe passes through

saturated and unsaturated soil zones along its length or where

different parts of the pipe surface lie in different soil envir-

onments. For the situation shown in Figure 25.1(a), corrosion

could result from a differential aeration cell between the top

and the bottom of the pipe due to the difference in water

saturation of the soil matrix. For steel surfaces exposed to

water under disbonded coating, Figure 25.1(b), a very dif-

ferent scenario occurs. If the disbonded coating remains

electrically insulating, the underlying pipe surface can be

shielded from cathodic protection (CP). Where effective CP

potentials are not achieved, corrosion and environmentally

assisted cracking (notably stress corrosion cracking) can

proceed [18, 19]. Unfortunately, shielding disbondments

have proven difficult to detect by surface inspection methods

that depend on anomalies in current or potential to identify

coating damage [20, 21].

The development of risk models to improve the long-term

maintenance of buried structures is an area that has advanced

significantly as integrity management plans become a re-

quired element for operating pipeline companies.

B. WHAT IS SOIL?

Various schemes have been proposed to categorize soils, but

no single scheme spans the diversity of soil environments

seen by buried metal structures. Muskegs, peat bogs, and

swamps consist primarily of water-saturated decaying or-

ganic matter mixed with minor amounts of inorganic mate-

rial. Thus peat bogs are typically 95% water with more than

17% of the dry weight being carbon [22]. Soils with 20% or

more organic content such as those found in the Florida

everglades are classed as histosols [23]. In contrast other soils

are almost devoid of humic or organic matter, consisting

largely of inorganic materials broken and weathered to

various particle sizes. The organic matter in a highly weath-

ered sandy soil is only �0.5%, while poorly drained

prairie soils contain �6% organic matter [23]. Soluble salts

precipitated from ancient lakes or oceans dominate the

behavior of evaporites. Such large variations in soil environ-

ments can support a wide range of potential corrosion

mechanisms and influence rates in various ways.

Soils are an admixture of rock disintegrated by physical

action and modified by weathering (clastic sediments),
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materials precipitated chemically from aqueous solution

(nonclastic sediments and evaporites), and organic matter

(humus). Relative proportions depend on the specific history

of soil formation in a location. As much as one half of the

volume of a dry soil can be made up of pore spaces between

particles. This space is shared by interstitial water and soil

gas. Some water is tightly associated with mineral surfaces

and cannot be readily removed. Bulk water can flow through

the porous matrix as a continuous phase in water-saturated

zones and by drainage in unsaturated ones, Figure 25.1(a). In

comparison, gas diffuses through unsaturated zones as the

continuous phase but must proceed through the saturated

zone dissolved in the water phase. Where biological activity

by soil organisms is supported by sufficient nutrients, oxygen

is removed in the pore space and carbon dioxide builds to

concentrations a hundredfold higher than found in the

FIGURE25.1. (a). Exposure of buried line pipe to soil environment. (b). Failure of protective coating

can allow water to reach metal surface. Water trapped beneath the coating can develop a composition

which is different than groundwater.
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overlying atmosphere [23]. Important transformations also

occur as part of the nitrogen and sulfur cycles in a bio-

logically active soil environment.

B1. Textural Classification

Inorganic soil components have been traditionally classified

by particle size (Fig. 25.2). The distribution of particle sizes

in a given soil matrix can be very broad or surprisingly

narrow depending on themanner inwhich the soil developed.

For example, sand originally laid down as a dune by wind

action can be finely sorted with a very narrow range of

particle size while soils formed by weathering of rock out-

croppings can contain - particle sizes ranging from large

boulders to finely divided clays. The particle size distribution

along with the shape, orientation, and packing of soil par-

ticles determines soil texture.

B2. Permeability

The permeability of a soil matrix is strongly influenced by the

particle size distribution.

Figure 25.3 shows how the permeability of well-sorted

unconsolidated sand decreases rapidly as the average particle

size gets smaller. Permeability is higher in well-sorted sands

FIGURE 25.2. Classification of sand, silt, and clay based on particle size along with size ranges for

various types of minerals commonly found in clastic sediments.

FIGURE 25.3. Variation of sand permeability with average particle size and with breadth of particle

size distribution [27].
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with a narrowdistribution of particular sizeswhile sandswith

wider particle size distributions show reduced permeability

(Fig. 25.3).

Permeability plays an important role in setting the stage

for electrochemical events on a buried steel surface because

it controls the relative ease or rate of fluid flow through the

soil matrix. Coarse-grained sands allow good drainage and

easy access of atmospheric oxygen to structure depth. Fine-

grained soils rich in clay aremore restrictive.Capillary forces

in fine-grained matrices can also draw water up and keep a

soil water saturated even during relatively dry conditions by

preventing drainage and retarding evaporation [24].

Waterlogged soils are particularly effective at slowing

the rate of oxygen ingress from the overlying atmosphere.

Consequently, waterlogged soils are often anaerobic at even

very modest depths. Control of oxygen access can dictate the

basic corrosion scenario seen at a buried steel surface.

Association of inorganic soil particles with organic

material can lead to aggregate formation. This influences

soil structure and can alter the soil permeability. A well-

developed soil structure can enhancewater and airmovement

through the affected soil zone [23].

B3. Soil Color

Soil color can be used to diagnose oxygen permeation.

Good drainage and warm temperatures encourage extensive

weathering and the formation of iron(III) oxides that give

the soil a characteristic red tint. This might be expected in a

well-drained sandy soil that is gritty to the touch. Brown and

reddish brown hues indicate the presence of organic matter.

Yellow or rust colors occur in soils that are slightly wetter

due to the iron(III) oxides being left in a hydrated form. This

might be expected in silt where a relatively small particle size

lowers the permeability of matrix and retains water. Anaer-

obic soils where iron has not been oxidized to ferric ions

are bluish gray, which is characteristic of waterlogged low-

permeability clay soils or gley.

Particle size can be roughly correlated with the mineral-

ogy of soils (Fig. 25.2). Techniques such as X-ray diffraction

can identify the mineral composition. The diffraction pattern

is a fingerprint for the crystal structure of each mineral.

Organic material and some inorganic components such as

noncrystalline iron sulfide formed by anaerobic microbial

action do not show up in this analysis.

B4. Mineralogical Composition

Mineral composition is a key to understanding how a soil can

influence the corrosion of buried steel.

B4.1. Clays. Clays are among the most common minerals

on earth, constituting perhaps one third of all sedimentary

materials [25]. They form through the weathering of parent

materials; the chemical transformation of feldspars being one

of the most common processes [22, 26]. Clay formation is

accelerated where conditions favor weathering and leaching

of minerals. In the extreme case, only the most stable clays

(e.g., kaolinite) are found.Other clays, being intermediates in

theweathering process, dominate the composition where soil

has developed under less extreme conditions.

Most clays have notable plasticity when wet and amarked

ability to adhere to surfaces.Owing to their small particle size

and structure, clays have exceptionally high surface areas and

showgreat surface activity relative to other types ofminerals.

The surface area of a clay can be 10,000 times that of an

equivalent weight of sand [23]. Cations required to charge

balance the hydrous aluminum silicate framework in clay

minerals provide opportunity for ion exchange and redox

chemistry.

In an extensive survey of prairie soils in western Canada,

the Alberta Research Council found that the clay content

correlated inversely with percent sand present. Concentra-

tion of metals including iron, copper, boron, and perhaps

cobalt and zinc present in the soil correlated directly with

the clay content but calcium, magnesium, and the pH

showed no correlation with clay content The plasticity

index and liquid limit (% moisture) were also a function

of clay content.

Four families of clayminerals are described in Table 25.1.

Characteristics shown in Table 25.1 suggest that the

montmorillonite group will have an important influence on

the corrosion of buried steel structures. High concentrations

of montmorillonite (or smectite) clays are responsible for

the sticky yet slippery nature of so-called gumbo soils. Their

small particle size leads to very low permeability, extra-

ordinary water uptake and retention, low fluid flow, slow

exchange of interstitial water, limited gas migration, and

extensive ion exchange with the electrolyte as well as high

capacity buffering of pH and poising of the oxidation reduc-

tion potential in the soil–water system [26].

Physically, clays of the montmorillonite group such as

bentonite can radically change volume through either

dehydration/rehydration or ion exchange. This shrinking

and swelling can exert force on structures buried in mont-

morillonite-rich soils leading to potentially detrimental

consequences. For example, coating damage and disbond-

ment can occur when a montmorillonite clay adhering to

the protective coating on a buried structure changes volume.

The ability of clay-rich soils to adhere to surfaces can also

aggravate coating damage caused by soil settling around the

structure. In extreme cases, shrinkage due to drying can lead

to the formation of large-scale cracks through the soil matrix

in soils known as vertisols [23]. Swelling conditions can also

compromise the permeability of a soil through both the

increase in particle volume and the release of particles into

fluid flow, resulting in an irreversible plugging of pore throats

in the soil matrix [24].
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B4.2. Sand. Relative to clays, coarse silica sands tend to be

relatively permeable, well drained, and inert.

B4.3. Carbonates. Even modest amounts of limestone or

dolomite in soilswill dissolve over time to saturate associated

groundwater. Dissolved carbonate will buffer the solution

in the neutral to alkaline pH range [30]. Exposure of this

saturated solution to steel surfaces rendered alkaline by

electrochemical reactions induced by an effective cathodic

protection system will precipitate hard white carbonate

scales (e.g., calcite or dolomite) on the metal surface. These

scales are strongly adherent and form an impermeable pro-

tective layer that indicates both effective cathodic protection

and negligible corrosion problems.

B4.4. Evaporites. Evaporation of ancient lakes and oceans

has left massive deposits of precipitated salts in some geo-

graphic regions. While construction directly in salt beds is a

special situation, high salinity salt seeps formedbydissolution

of soluble salts into mobile groundwater affect soils more

broadly.Consequent increases in the electrical conductivity of

the water in the soil system can accelerate electrochemical

reactions causing corrosion of steel directly exposed to the

soil environment [Fig. 25.1(a)]. In contrast, the increased

conductivity for electrolyte under failed coatings can improve

the penetration of effective cathodic protection potentials to

the underlying steel surface [31] minimizing corrosion or

EAC damage in the scenario shown in Figure 25.1(b).

B5. Soil Profiles

Recent geological deposits or those just beginning to develop

as soils lack a vertical profile and are called entisols or

inceptisols, respectively.

Mature mineral soils are vertically differentiated between

the soil surface and underlying strata or bedrock. Three

general horizons can often be seen in the vertical profile [25].

At the top is the A or eluvial horizon. The A horizon is in

contact with the atmosphere and receives rainfall, nutrients,

and so on, from the surface environment. Biological activity

and formation of humus arc generally focused here. Leaching

by gravitational water removes soluble minerals from this

zone, concentrating less soluble, more stable minerals in this

layer. The underlying B or illuvial horizon is an intermediate

zone that is often low in organics but is enriched by depo-

sition of soluble minerals and secondary transformation

products from weathering reactions in the overlying layer.

The C horizon at the bottom of the sequence is largely

composed of parent material unaltered by weathering and

hosts little biological activity. Each of these horizons can be

further differentiated into subzones or can be entirelymissing

from the sequence depending on local conditions and cli-

matic factors.

The principal factors affecting the soil profile are tem-

perature and rainfall. Increased temperature can accelerate

biodegradation of organic material, chemical reactions

associated with weathering and leaching of soluble miner-

als. Increased rainfall accelerates the leaching of soluble

minerals from the upper horizons in the soil profile.

Carbonic acid dissolved in meteoric water drives the con-

version of key primary minerals into secondary ones, for

example, the conversion of feldspars to clays. The order of

decreasing stability of common minerals under weathering

conditions is iron oxides, aluminum oxides, quartz, clays

(kaolinites being more stable than illites, chlorites, or

montmorillonites), muscovite, potassium feldspar, biotite,

sodium feldspar, amphibole, pyroxene, calcium feldspar,

and olivine [25].

TABLE 25.1. Properties of Major Groups of Clay Mineralsa

Characteristic Kaolinite Group Illite Group Chlorite Group Montmorillonite Group

Occurrence Common Abundant Common Common

Structural type 2 Layer 3 Layer, nonexpandable 3 Layer, nonexpandable 3 Layer expandable

Particle size (mm) 4.0–0.3 0.3–0.1 0.3–0.1 0.2–0.02

Permeability Large Moderate Moderate Small

Water absorption Slight Moderate Moderate Very large

Surface area (m2/g) 5–20 100–200 700–800

Cation exchange Slight Moderate Moderate Large

capacity (meq/100 g) 2.3 16 81

7–12 18–24 25–30 90–100

Anion exchange capacity

(meq/100 g)

7–20 4–17 5–20 20–30

Plasticity Slight Moderate Moderate Large

aThis table is generally based on [27]. Cation exchange capacities are from [26] and [25], respectively, anion exchange capacity based on phosphate exchange is

from [28], and surface areas are from [29].
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B6. Soils in Various Climates

Soil profiles are developed from parent materials in response

to factors associated with climate. The following selected

cases illustrate some of the principles and processes outlined

above.

B6.1. Arid Regions. In desert regions, low rainfall results in

minimal leaching of soluble minerals and low organic load-

ing. Such soils, known as aridisols, tend to be light in color

and rich in soluble salts. In general corrosion rates for

unprotected steel are very low in these dry soils. Flitton et

al. [32] reported corrosion rates less than 12 mm/year and pit

depths less than 170 mmfor carbon steel 1018 coupons buried

in an arid vadose zone for up to 3 years. Where interstitial

water is retained in the soil matrix, it can be strongly saline.

This can create very aggressive soil conditions locally even in

arid regions. Clays tend to be loaded with sodium that is

released by ion exchange when water is introduced to yield

a solution that ranges from near neutral pH when the preva-

lent anion is sulfate or chloride to strongly alkaline if

carbonate salts prevail [23, 25].

B6.2. Tropical Climates. In contrast tropical or semitrop-

ical climates with high rainfalls leach soluble minerals

extensively from soil horizons. Warm temperatures promote

the degradation of organics thinning the top zone. The result

is a red lateritic soil rich in iron and aluminum oxides

underlying a thin veneer of humic material. These soils tend

to be very acidic and are called oxisols [23, 25].

B6.3. Temperate Zones. In temperate zones, a range of soil

profiles can be found that depend in part on the extent of

rainfall experienced. Mollisols occur where rainfall is mod-

est, thick top soils accumulate, prairie grasslands being

typical. Alfisols are slightly wetter, more acidic soils that

occur on the wetter borders of grasslands, while ultisols in

evenwetter, warmer regions showmore clay accumulation in

the B horizon.

B6.4. Arctic Conditions. Arctic regions are represented by

vast areas of tundra. Freeze–thaw cycles result in the me-

chanical weathering or disintegration of parent rock. These

cycles can also alter soil structure and sort soil components.

Low temperatures result in the accumulation of thick organic

layers.

Heaving during freeze and thaw cycles can displace

buried steel structures. One study has reported effects seen

on a length of pipe buried in sand and in silt under controlled

conditions [33]. During freezing in silt, ice formed beneath

the pipe left a cavity running along the length of the pipe on

thawing. This would generate a discrete channel for ground-

water flow in the field. In such a situation, the composition

of water in contact with exposed steel surfaces might be

different to that expected for the local soil environment

[Fig. 25.1(a)].

Permafrost found in arctic and antarctic regions underlies

up to one quarter of the earth’s land area. Permafrost is

ground remaining at or below 0�C. It may consist of cold dry

earth, cold wet saline zones (called talik), and icy lenses or

ice-cemented earth and rock. Unfrozen saline zones may be

of special interest in terms of corrosion scenarios seen on

buried steel structures. These arise by exclusion of soluble

salts from ice as crystals form. This concentrates salts in the

remaining unfrozen solution [22, 33]. In coarse soils where

migration of soil water is relatively easy, unfrozen, high-

salinity zones can appear as thick layers (called cryopegs).

In fine-grainedmatrices where transport is more constrained,

near microscopic pockets of unfrozen saline water are often

found.

C. INSTALLATION SCENARIOS

Themanner inwhich steel structures are constructed can lead

to different scenarios even in similar soil. For example, steel

structures can be

Driven into ground (e.g., piles)

Installed in excavations and then buriedwith backfill (e.g.,

most pipeline construction)

Inserted into predrilled shafts or horizontal tunnels (e.g.,

pipeline river crossings)

In the case of driven piles, the soil profile is left largely

undisturbed except for compaction around the structural

unit being pounded into the ground. This can reduce the

permeability of the soil matrix adjacent to the steel, slowing

the ingress of oxygen from the atmosphere and forcing an

intimate contact between the steel and soil. Romanoff [34]

concluded from a study of 19 installations in service for

7–40 years that corrosion on steel pilings driven into

undisturbed soil was insufficient to affect the strength or

useful life of the load-bearing structures. Soil conditions

aggressive to steel buried under disturbed conditions were

not corrosive to steel pilings in undisturbed soil. Corrosion

was found to be variable but not serious above the water

table [34, 35] and negligible below the water table. Correla-

tions between soil properties and corrosion developed for

buried steel structures were of no practical value in pre-

dicting the corrosion of pilings. Flitton et al. [6] in a review

of simulated service testing in soils noted that corrosion in

undisturbed soil is always low, regardless of soil conditions,

because of the low availability of the oxygen. Recent

inspection of facilities that had been in service for decades

in very different climates gave a maximum corrosion rate of

<19 mm/year for nonaggressive soils and <48 mm/year for

INSTALLATION SCENARIOS 339



 

an aggressive soil environment with high chloride concen-

tration [36, 37].

In the second installationmethod, the backfill used to bury

the structure can be a jumble of various soil horizons and

debris that requires extended periods of time to settle and

resume development of a normal vertical profile. Flitton

et al. [6] indicated that corrosion of unprotected steel in

disturbed soils is strongly affected by soil conditions. This is

very relevant to buried pipelines and other structures that are

constructed or placed in excavated sites and then buried with

backfill. Even after many years, Harris [38] found that only

the surface zone of the backfill came to resemble adjacent

undisturbed soil. The zone above the pipe remained more

permeable, more biologically active, and more heteroge-

neous than adjacent soil at the same depth. The increased

permeability allowed increased oxygen penetration into the

soil matrix and provided drainage paths for gravitational

water. At and below pipe depth, moisture content in the

backfilled trench exceeded that of adjacent soil with free

water being found in some cases. This could make measure-

ment of bulk soil properties deceptive in terms of predicting

the chemistry occurring at the steel surface. For pipeline

construction today, top soils are purposely separated from

other horizons during excavation and are restored as the

covering layer after burial. This minimizes burial of organic

rich soil at pipe depth and allows rapid revegetation of the soil

surface. Burial of organic materials can promote bacterial

activity in the soil adjacent to buried structures, fostering

microbially assisted corrosion scenarios in a zone that would

be otherwise deprived of organic nutrients [39]:

The third installation method can leave gaps between the

steel surface and soil matrix. The influx of meteoric water or

surface water and direct interaction with the atmosphere

become possible. In this situation, bulk soil properties again

may not reflect conditions at the metal surface.

D. FACTORS THAT INFLUENCE

CORROSION IN SOIL

Attempts to correlate soil characteristics with the corrosion

damage seen for unprotected buried steel initially relied on

generic soil classification schemes developed for agriculture

or based on the % clay and silt present in the soil matrix [1].

These schemes were generally based on the A horizon of

undisturbed soil in a local area and may or may not have

reflected conditions in the backfilled trench around a buried

pipe, Fig. 25.1(a). The intent was to extrapolate corrosion

information developed for a specific location to areas of

similar soil classification within a region to inform design

decisions related to setting a corrosion allowance or applying

protective coatings in new pipeline construction. An exten-

sive database was developed by the National Bureau of

Standards (now the National Institute of Standards and

Technology) in the United States using buried test coupons

buried in a wide range of soils for many years for this

purpose [7]. A recent attempt to reassess data from these

studies using modern statistical techniques [40] concluded

that only general trends between soil composition and

properties could be supported due to a number of issues

with the data. Ricker [40] concluded that more complete,

statistically designed data sets based on measurements that

reflected properties of the soil and groundwater directly in

contact with the exposed steel sample would be needed

to enable the useful prediction of corrosion rates and

distribution. Numerous factors can affect the corrosion of

buried steel.

D1. Soil Type

Many potential consequences of soil properties have already

been noted in the foregoing discussion, of soil particle size

distribution, organic content, mineralogy, and structure.

In general, the soil structure and particle size distribution

determine the physical properties of the matrix such as its

permeability. Permeability in turn controls the rate of move-

ment of fluids or gases through the matrix. Hence, soils made

up of a broad distribution of small size particles such as clay

are restrictive white well-sorted coarse sands allow much

greater flux and exchange. Capillary forces in low perme-

ability soils also draw groundwater in to form a water-

saturated zone. This effectively raises the local water table

and creates an effective barrier to the movement of gases that

must dissolve and travel in the continuous water phase.

One key consequence is the restriction of oxygen access

from the atmosphere to a buried structure. Exchange of water

in contact with the buried steel surface with gravitational

water or groundwater [Fig. 25.1(a)] can also be limited,

allowing the local environment to develop its own compo-

sition as events on the steel surface proceed.

Clays of the montmorillonitc or smectite group can exert

physical force on underground structures by their ability to

adhere to coating or steel surfaces and through volume

changes related to the swelling and shrinking caused by

hydration effects or ion exchange [26]. As noted previously

consequent coating damage can allowwater to reach the steel

surface [Fig. 25.1(b)], providing the opportunity for corro-

sion or EAC to develop.

Soil mineralogy plays a key role in the chemistry of

associated groundwater. Clays, especially montmoriltonites,

support the adsorption and exchange of both cations and

anions (notably phosphate). These clays also buffer ground-

water pH and poise the oxidation-reduction potential (ORP)

of the soil–water system. A detailed discussion of how soil

influences groundwater composition can be found in Stumm

and Morgan [26].

Soil type and the position of a buried structure in the soil

profile influences biological activity. Arid soils, low in water
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and organicmatter, support littlemicrobial activity relative to

moist organic rich soils. In the latter case, aerobic micro-

biological activity is focused in the decaying organic matter

on top of the soil and in the rhizosphere around plant roots.

Other microbiological processes that use nitrate, snlfate,

carbon dioxide, or various metal cations (Fe3þ , Mn4þ ) in
place of oxygen are found in more reducing conditions [41].

These tend to develop deeper down in the soil as aerobic

processes in overlying zones consume oxygen. Certain

microorganisms active in the sulfur cycle, such as the an-

aerobic sulfate reducing bacteria can be especially important

in the corrosion of steel. In mineral soils, organic nutrients

become limiting and microbial numbers fall off rapidly with

depth [29]. Organic matter mixed in the backfill around a

buried structure or even organic components of a protective

coating system can become the focal point for microbiolog-

ical activity [42].

D2. Moisture Content and the Position of the

Water Table

The presence of moisture in the soil is an essential require-

ment for corrosion [43], The position of the water table also

influences the nature of the corrosion process as it can

determine rates of oxygen transport in the soil [44, 45]. The

position of the water table may also vary seasonally, and this

in turn may influence the nature of the corrosion process

occurring on the buried structure. There are essentially three

sources of water in soil [Fig. 25.1(a)]. Gravitational water in

soil is derived from precipitation (rainfall or snow), capillary

water is held within the capillaries of soil particles, and

groundwater, which is the result of accumulation of gravi-

tational water at the water table [43].

Thewater table is the top of awater-saturated zonewhere

water forms the continuous phase in the soil matrix. It rises

and falls seasonally with precipitation. Capillary effects in

the soil matrix also influence the height of the water table.

High capillary forces associated with low permeability silts

and clays draw the water table up nearer to the surface of

the soil. Local variations in soil composition mean that

the top of thewater table is not flat but rises and falls through

a zone sometimes referred to as the capillary fringe

[Fig. 25.1(a)].

As the soil moisture content increases from 0 to 25%,

dramatic changes can be expected in a number of factors that

influence corrosion rates. These include an exponential

decrease in soil resistivity [7, 46] and the freely corroding

potential [46, 47] and polarization resistance [46] for exposed

steel. In terms of corrosion Booth et al. [3–5] determined that

a soil moisture content of >20% can be potentially aggres-

sive toward corrosion of carbon steel and was likely to result

in general corrosion.Moisture contents of<20%would often

result in pitting corrosion, while dry soils were not of concern

with respect to corrosion.

These observations may be explained as a result of

differential aeration process [46, 47]. The moisture content

and position of the water table will influence the diffusion of

oxygen into the soil. In saturated stagnant soils, anaerobic

conditionsmay become established, oxygen transport will be

low, and the corrosion rate of a buried metal (in the absence

of microbial influence) will be low.

Terrain surrounding a site of interest can influence con-

ditions in the underground environment. For example, a

distant impermeable barrier could block the drainage through

a permeable zone creating a perched water table and water-

saturated conditions not normally expected for the local soil

type. Topography must be considered in assessing a partic-

ular location regardless of soil type.

D3. Soil Resistivity

In general, it is believed that as soil resistivity becomes

lower (i.e., groundwater becomes saltier and more conduc-

tive) corrosion of a buried metal becomes faster. However,

this dependency is only true formetals that are not subject to

cathodic protection. Cathodic protection also becomes

more effective as the resistivity of the soil becomes lower.

In the case of buried pipelines coated with polyolefin tape

products, it has been shown [31] that penetration of effective

cathodic protection potentials under a shielding disbond-

ment is limited in part due to the conductivity of the water

trapped under the coating [Fig. 25.1(b)]. As the conductivity

of the trapped water increases, cathodic protection will

penetrate further under the coating and arrest corrosion on

the steel surface.

For unprotected steel exposed to soil, Booth et al. [3–5]

suggested that a soil was corrosive if the soil resistivity was

less than 2000Wcm and noncorrosive if the resistivity was

>2000Wcm. Palmer [48], as shown in Table 25.2, gave a

more refined classification of soil corrosion based on soil

resistivity.

Miller et al. [49], Kulman [50], and others [43] proposed

similar classifications to those presented in Table 25.2. while

all agree that lower resistivity leads to accelerated corrosion,

the actual values used to categorize soil corrosivity differ.

Others suggest that corrosion by soil can be divided into

TABLE 25.2. Classification of Soil Corrosivity Based on

Resistivitya

Resistivity Range (W cm) Corrosivity

0–1000 Very severe

1001–2000 Severe

2001–5000 Moderate

5001–10,000 Mild

10,001þ Very mild

aSee [48].
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microgalvanic cell corrosion leading to general corrosion

and macrogalvanic cell corrosion leading to localized cor-

rosion. Low resistivity leads to acceleration of the latter

type of corrosion but it does not affect the former type of

corrosion.

Resistivity varies with soil texture. For sand and gravel,

resistivity varies from 10,000 to 500,000Wcm depending

largely on how well drained the soil is, while soils rich in silt

or clay generally show resistivities in the range from 1000 to

2000Wcm or from 500 to 2000Wcm respectively, depending

on moisture content [46, 51]. Resistivity is also a function of

the groundwater conductivity and temperature [46]. Soluble

ion content of the soil has a direct impact on the resistivity of

the soil. An increased soluble ion content will decrease the

soil resistivity, which in turn for unprotected metals will

increase the corrosion rate. In some locations, salt seeps can

be encountered that can be highly concentrated in sodium,

chloride, and sulfate ions. Such locations have very low

resistivity and can be potentially very aggressivewith respect

to metallic corrosion on unprotected steel surfaces.

D4. Water Chemistry

Specific ions and organics dissolved in the groundwater can

influence the corrosivity of the soil environment. For exam-

ple, calcium and magnesium ions can mitigate corrosion by

forming protective carbonate deposits on exposed pipewhere

dissolution of limestone or dolomite minerals has saturated

local groundwater. Formation of protective hard white cal-

careous scale is particularly evident where effective cathodic

protection has increased the pH at the metal surface. High

levels of soluble chloride can increase the corrosivity of the

soil environment by preventing the formation of passivating

films on the steel surface so that any disruption will lead to

unmitigated pitting. Sulfates are not considered to be directly

corrosive to pipeline steel but can support the activity of

sulfate-reducing bacteria in anaerobic environments where

degradable organics are present [13]. These bacteria reduce

the sulfate to sulfide, an anion that can participate in various

corrosion and cracking scenarios. Soluble high-molecular-

weight organic acids darken the color of groundwater in

organic soils such as peat. Dick and Rodrigues [52] have

reported that the lower-molecular-weight fulvic acids im-

proved passivation by promoting the formation of surface

deposits on the metal surface of API 5LSX65 line pipe steel

exposed to test solutions while humic acids promoted pitting,

an activity the authors attributed to the formation of soluble

iron/humic acid complexes.

D5. Soil pH

The pH of soil will generally fall within the range 3.5–10.

Soils containing well-humified organic matter tend to be

acidic. Mineral soils can become acidic due to leaching of

basic cations (Ca2þ , Mg2þ , Naþ , andKþ ) by rainwater and
as the result of dissolving of carbon dioxide into the

groundwater.

The corrosion of iron as a function of pH increases

considerably at pH values<4, but passivation occurs at high

pHvalues [53]. In contrast to iron, amphotericmetals, such as

aluminum, which are protected by oxide films, can be rapidly

corroded in alkaline soils with high pH values as well as in

acidic environments.

King [54] developed a nomogram that combined the

influence of resistivity and pH on the corrosion of steel

(Fig. 25.4) but cautioned that the figure should only be used

as a guide. The nomogram ignores the influence of both

oxidation–reduction potential and microbial activity, key

parameters in underground corrosion. It may be best applied

to the prediction of corrosion rates in aerobic conditions.

Where acidity is the controlling factor in determining the

aggessiveness of a soil environment, the percentage of

pipeline failures attributed to corrosion can be correlated to

the total acidity of the soil [1].

D6. Oxidation–Reduction Potential

The oxidation–reduction potential (ORP) of soil is the

potential of an inert electrode such as platinum, with respect

to a reference electrode such as copper/copper sulfate or

saturated calomel. It is not a measure of the oxygen con-

centration but rather an indication of the oxidizing or

reducing capacity of the soil. Under aerobic conditions

oxygen content of the soil will be high and the ORP will

be more positive than that measured for an anaerobic soil.

In an anaerobic soil, electron acceptors other than oxygen

determine the ORP of the soil. The ORP is somewhat of an

abstract value but research and field evidence have indicated

that it can be used with some success to help in prediction of

soil corrosivity.

Starkey and Wight [2] determined a classification of soil

corrosivity based on redox potentials as shown in Table 25.3.

Booth et al. [3–5] developed a similar classification

scheme. In this work, soils were considered aggressive if

the ORP reading was <0.4V (NHE at pH 7.0) and nonag-

gressive if the ORP was >0.4V(NHE at pH 7.0).

The general conclusion made in these systems is that

aerobic soil conditions are relatively benign. More severe

damage is seen under anaerobic conditions. This observation

is at least partly explained by the potential for anaerobic

microbial activity in soils with a low ORP.

D7. Role of Microbes in Soil Corrosion

Microbiologically influenced corrosion of iron-based mate-

rials in soils has beenwell documented [55].While numerous

scenarios have been described, two are particularly associ-

ated with the corrosion of buried line pipe.
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As long ago as 1934, sulfate-reducing bacteria were

identified as being responsible for severe corrosion damage

observed under anaerobic conditions in wet, black soil [56].

These organisms reduce groundwater sulfate to sulfide as

part of their anaerobic metabolism and cause the precipita-

tion of black iron sulfides associated with severe corrosion

on pipeline systems. These bacteria can derive energy for

growth and metabolism by coupling the oxidation of mole-

cular hydrogen to sulfate reduction [57]. Hardy [58] has

shown that sulfate reduction can be stimulated by catbodic

hydrogen formed on metal surfaces.

A scheme for the corrosion mechanism is shown in

Figure 25.5. A galvanic couple formed between steel and

microbially produced iron sulfide is sustained by the removal

of electrons possibly in the form of cathodic hydrogen from

the iron sulfide matrix by these bacteria. This prevents

saturation of the iron sulfide with electrons and leads to

further iron sulfide production, which in turn further extends

the corrosion cell [20, 59] The amount of iron sulfide

present determines the rate of corrosion observed in the lab

TABLE 25.3 Classification of Soil Corrosivity Based on

Oxidation–Reduction Potentiala

ORP Range (mV)b Degree of Corrosion

<100 Severe

100–200 Moderate

200–400 Slight

>400 Noncorrosive

aSee [2].
bThe ORP value is corrected to the normal hydrogen electrode (NHE) scale

at a pH 7.0.

FIGURE 25.4. Nomogram relating soil resistivity, pH, and corrosion rate for steel pipe in soil [54].

FIGURE 25.5. Corrosion mechanism for microbially influenced

corrosion involving anaerobic sulfate-reducing bacteria [20, 59].
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experiments [60]. Field observations reported as early as 1940

support an increasing pitting rate corrected to the amount of

iron sulfide present [61] consistent with this mechanism.

This scenario is anticipated in anaerobic environments

with pH and ORP favorable to the development of sulfate-

reducing populations [29, 41, 57]. Water-saturated clay-rich

soils provide suitable conditions [43]. Organic coating com-

ponents and the availability of catbodic hydrogen derived

from the steel surface can foster microbial growth and

activity [42, 58].

Pope et al. [62] identified a second biologically influenced

corrosion scenario with the discovery of high concentrations

of organic acids in corrosion products taken from damaged

pipe surfaces in the field. These are generated by so-called

acid-producing bacteria (APB). Unlike sulfate-reducing

microbes, anaerobic conditions are not a prerequisite for

activity of these bacteria.

E. FIELD OBSERVATIONS

Kulman [50] compared 5 years of leak data for New York

City gas mains with the seasonal variation in soil parameters.

Increased soil moisture, decreased aeration, and an increase

in the proportion of anaerobic soil bacteria were found to

correlate with the maximum monthly frequency for leaks

caused by the underground corrosion cycle. In a program of

472 excavations carried out through the 1940s, severe cor-

rosion was found at 185 sites. Of these excavations, 103 of

themwere in clay soil and ferrous sulfidewas found in 81%of

the sites. In contrast, soil properties including the concen-

tration of soluble sulfate, the number of sulfate-reducing

bacteria, and the soil pH failed to show any correlation with

corrosion behavior.

Jack et al. [63] studied the corrosion of line pipe steels

over a number of years in a variety of prairie soil in Alberta,

Canada. At least six scenarios could be identified from the

analysis of indicator minerals present in the corrosion pro-

ducts (Table 25.4), Primary sites were those that showed

evidence of only one corrosion scenario. Secondary corro-

sion sites showed evidence that a change in conditions had

altered the corrosion scenario. Sites where sulfate-reducing

bacteria (SRB) were involved in either the primary or sec-

ondary scenario suffered the most severe damage. Labora-

tory studies for these six scenarios showed that corrosion

rates ranged from 0.01mm/year in sustained anaerobic con-

ditions to rates of 1mm/year where secondary oxidation of

an anaerobic SRB scenario occurred [64].

F. CHARACTERIZING SOILS

Recently released Recommended and Standard Practices to

assess the extent of stress corrosion cracking (SCC) and to

assess and reduce the impact of external corrosion on pipe-

line systems [11, 12] review methods for assessing key

characteristics of the soil environment associated with these

problems. Specific standard methods have long been avail-

able for measuring traditional factors such as soil resistivity

(e.g., ASTM G57 and G187) and soil pH (e.g., ASTM G51),

but methods in this area are currently in a state of active

review and continuous improvement [65, 66]. Task Group

369 of the National Association of Corrosion Engineers

International has been assigned to develop a report on

aboveground techniques used to identify areas on a pipeline

at risk for external corrosion based on the corrosiveness of

the environment, but this is likely to be a benchmark report

for further development.

F1. Soil Probes

Attention has increasingly shifted over the years from surface

observations to measuring key soil characteristics at pipe

depth through the use of portable probes that can be inserted

directly into the soil to depths of a meter or more.

Starkey and Wight [67] and Deuber and Deuber [68], in

association with the American Gas Association, developed

the first probes for fieldmeasurement of redox potential along

pipeline right of ways. Costanzo and McVey [69] developed

this probe further. Their probe consisted of two platinum

electrodes coupled to a saturated calomel reference

TABLE 25.4. Corrosion Scenarios Identified on Pipelines in

Soils in Albertaa

Corrosion Scenario

(% of sites examined) Typical Corrosion Deposits

Primary aerobic corrosion

(3%)

Various iron(III) oxides

including: Fe3O4

(magnetite), a-FeOOH

(goethite), g-FeOOH
(lepidocrocite), g-Fe2O3,

(maghemite), Fe2O3

(hematite)

Primary anaerobic

corrosion (29%)

FeCO3 (siderite)

Primary anaerobic microbial

corrosion (SRB) (27%)

Siderite þ amorphous “FeS,”

mackinawite (FeS),

greigite (FeS)

Aerobic site becomes a

secondary anaerobic

microbial (SRB) site (3%)

Mackinawite (FeS),

pyrite (FeS2;), marcasite

(FeS2 þ iron(III) oxides

Primary anaerobic site

becomes aerobic (21%)

Siderite þ various iron(III)

oxides

Anaerobic microbial (SRB)

site becomes aerobic (17%)

a-FeOOH (goethite),

g-FeOOH (lepidocrocite) þ
elemental sulfur

aSee [63].
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electrode. A similar probe for field determination of redox

potentials was developed by Booth et al. [3–5]. A more

comprehensive probe was patented in Japan [70].

In 1992, Wilmott et al. [71] reported the development of

a soil probe that could be used to determine soil pH,

resistivity, redox potential, temperature, and pipe to soil

potentials. This probe was used in the characterization of

buried pipeline environments associated with external cor-

rosion, stress corrosion cracking, and external hydrogen-

induced cracking. In most cases, it was found that the soil

redox potential and resistivity are important parameters in

determining the nature of the scenario that is found at a given

location [72].

The seasonal variation in soil parameters can be signifi-

cant. Soil readings for resistivity, ORP, and moisture content

were monitored monthly for 87 sites in the United Kingdom.

These readings were then used to classify the sites as

aggressive or nonaggressive according to the scheme of

Booth et al. [5]. In only about one-half of the sites did the

monthly readings consistently result in the same diagnosis.

In 5–9% of the sites, an individual monthly reading had a

50% or more chance of giving an incorrect diagnosis relative

to long-term site behavior. These observations led to a

recognized need to take as many measurements as possible

and to use seasonally averaged values to predict the soil

corrosivity [5].

One way of characterizing a site more reliably over its

seasonal variations is to use permanent soil probes. Gabrys

and Van Boven [73] reported such a study. The probe used

was based on the principles of that reported by Wilmott

et al. [72] but was designed to be permanently buried and

can be used in conjunction with corrosion coupons to

monitor seasonal variations in cathodic protection, environ-

mental parameters, and associated corrosion rates for pipe-

line steels, A second approach to soil corrosivity mapping

was reported by Wilson [74] in New Zealand who devel-

oped a probe, which can be used for measuring corrosion

potential, corrosion rate and soil resistivity as a function of

time and probe depth. One aim of this research was to

monitor seasonal variations in parameters associated with

corrosion of buried metals. In 2001, Li et al. [75] reported

development of a probe to measure corrosion current den-

sity and corrosion potential of metals in soil along with soil

resistivity, ORP, and temperature. The last parameter can

influence the corrosion rate, ion exchange kinetics with soil

components such as clays and coating degradation.

Dedicated probes for soil resistivity and corrosion rate

measurement (based on linear polarization resistance with

compensation for high solution resistance) are available

commercially. Electrical resistance probes can be used to

measure corrosion rates in very high resistivity soil envir-

onments. One application has been the assessment of

cathodic protection effectiveness in desert soils where

extremely high infrared (IR) drop frustrates other methods

of assessment [76]. A review of corrosion rate probes is

available [77] and the U.S. PHMSA has set a research

contract [78] to validate their use.

Geotechnical engineers have also developed a number of

tools that can be useful in characterizing soil corrosivity.

These probes are commonly called cone penetrometers and

were initially designed to measure soil mechanical proper-

ties. Adaptations of such devices have allowed determination

of resistivity, pH, and redox potentials [79–82].

Soil probes provide an essential insight into local condi-

tions adjacent to a buried structure. Disturbed soil, perched

water tables, groundwater flow through gaps generated by

installation, or freeze–thaw cycles as well as other local

effects can preclude the reliable correlation of local soil type

with the probability of corrosion behavior at a specific site.

Soil probes can characterize the environment at the buried

metal surface where the bare metal is in direct contact with

the soil [Fig. 25.1(a)] and provide the data needed to assess

likely corrosion rates without excavation. Characterization

of environments under defective coatings in the scenario

illustrated in Figure 25.1(b) is more problematic and will

require further research effort to understand how this envi-

ronment evolves based on background soil and groundwater

characteristics.

G. MODELS

Having assayed parameters that can influence corrosion and

cracking scenarios on buried structures the question arises as

to what to do with the information that is gathered? The goal

of soil corrosivity mapping should be to enable development

ofmodels that can ultimately be used to identify specific sites

that would be susceptible to a given corrosion or cracking

scenario.

Traditionally, simple soils models have been used to rank

various soil environments in terms of corrosion severity

based on the factors described in this chapter [1, 40] with

the aim of informing decisions on pipeline design (route

selection, corrosion allowance, coating application, remedial

backfill, etc.) or prioritizing inspection and maintenance

activities. The simple models employed assign a degree of

corrosion severity to ranges of values for each factor and then

consider the cumulative effect. The approach recommended

in ANSI/AWWA C105/A21.5, for example, is to assign

points to ranges of values for soil resistivity, pH, ORP, and

moisture content and the presence of sulfide. The points

assigned to the various factors are then summed to decide

whether special action such as the application of a protective

coating to the pipe is warranted. The direct measurement of

corrosion rates at pipe depth enabled by the new generation

of soil probes can be used to prioritize the location and

frequency of inspection and maintenance activities, but the

cost of collecting such data is sufficient that simple models
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that rank soil environments along the pipeline right of way

may find use in targeting this more sophisticated approach to

data collection.

Risk assessment and risk management processes are used

in the pipeline industry as a means of prioritizing pipeline

hazards and identifying cost-effective maintenance actions.

There are a number of components to this process.

Identification of all likely hazards

Determination of the probability of failure from each

hazard

Prioritization of pipeline segments based on risk (includ-

ing consideration of consequences)

Optimization of maintenance activities to reduce overall

risk

Recognized protocols are now available to guide this

process for external corrosion and stress corrosion crack-

ing [11, 12].

In the case of SCC, Marr and Associates, in conjunction

with TransCanada Pipelines, developed a predictivemodel to

identify and rank areas along a pipeline that aremost likely to

develop SCC [83, 84]. Wilmott and Sutherby [85] reported

on a fault tree analysis that can also be used to identify

locations of high SCC susceptibility. The factors employed

in SCC models [12] include the following;

Type of coating

Year of pipeline construction

Pipeline operating conditions

Soil type, drainage, and topography

In terms of external corrosion of pipelines, risk manage-

ment has been addressed in a number of articles [86, 87] and a

textbook has been written by Muhlbauer [88]. The processes

employed in such analyses range from indexingmethods [88]

through to more complex decision analysis frameworks

based on influence diagrams [86].

H. SOIL EFFECTS ON CATHODIC
PROTECTION AND COATINGS

Cathodic protectionandprotective coatings are used toprevent

the external corrosion and EAC of buried steel structures [17].

Either method on its own can effectively protect steel in the

underground environment. Used together the coating can

reduce the cost of cathodic protection while the cathodic

protection system can protect steel surfaces exposed to the

soil environment through coating damage or defects.

Occasionally, soil conditions can compromise the perfor-

mance of cathodic protection. For example, the electrical

conductivity of the soil is a key factor in the design of an

appropriate cathodic protection system. Poor design or an

unexpected increase in soil resistivity brought on by drought

or other factors can result in a loss of effective protection

at buried steel surfaces.

Coating damage or defects can create the opportunity for

corrosion or EAC on buried steel surfaces by allowing water

to reach the steel surface [Fig. 25.1(b)] in the absence of

effective cathodic protection. One example of this occurs

where soil stress has pulled a polyolefin tapewrap coating off

the steel surface. The electrical insulating ability of the

disbonded tape effectively shields the underlying steel sur-

face from effective cathodic protection, allowing metal

damage to proceed at essentially the freely corroding poten-

tial [31]. This scenario is most common in high clay soils and

in locations where soil movement or extensive settling

occurs. High temperatures or excessive cathodic protection

potentials can accelerate coating disbondment. In another

scenario, coating materials including polyvinyl chloride,

asphalt, or coal tar can suffer a loss of integrity in service

through removal of coating components by water leaching,

oxidation, or biodegradation. High temperatures can again

accelerate coating deterioration. The resulting increase in

coating permeability allows water access to the underlying

steel surface. If the permeable coating holds water on the

steel surface during dry spells when the surrounding backfill

dries out and cuts off effective cathodic protection, corrosion

and EAC can occur. Examples of both these scenarios have

been seen in the field.

I. SUMMARY

Earlywork correlating readilymeasured soil parameters with

the degradation of buried materials has provided simple

models for soil aggressivity. These models provide general

guidance for materials selection and for the location and

design of underground systems.

As scientists and engineers learn more about the role of

soil in corrosion and environmentally assisted cracking

processes it becomes apparent that, while useful general-

izations regarding the corrosivity of various types of soil can

be made, the underground environment can be complex.

A simple, unified theory describing all soil conditions and

the resulting corrosion processes is unlikely. Corrosion in

soils is a multivariate problem that requires an understanding

of chemistry, geology, and materials science to name but a

few topics. No single unified process for assessing soil

corrosivity has been or is likely to be developed. Direct

measurement of soil parameters in disturbed soil adjacent

to buried steel structures can improve understanding of

site-specific conditions; however, a better understanding of

corrosion and EAC mechanisms is needed to refine the

linkage between conditions in the surrounding soil and events
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on a buried steel surface. Where protective coatings have

failed in away that allowswater to access the underlying steel

surface in the absence of effective cathodic protection, it

becomes even more difficult to make this link. An under-

standing of how coatings fail and the consequences in terms

of conditions developed at the steel surface in various soil

environments remains a key issue for futurework.

The ability to predict the probability of corrosion or

cracking damage on a site-specific basis is important for the

ongoing maintenance of a reliable pipeline infrastructure.

Riskmanagement tools play a key role in prioritizing effort in

both the maintenance and inspection of aging systems to

ensure their safety and reliability cost effectively.
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A. INTRODUCTION

Microorganisms play a very active and an important role

in the biosphere, mediating the decomposition of natural

organic materials and recycling essential nutrients. They

also have a less recognized negative role to human society,

damaging awide range of natural and engineeringmaterials,

including metals [1–4], polymeric materials [4–7], and

inorganic minerals and stone [8–12]. Under natural condi-

tions, corrosion of metals is a result of both electrochemical

and biological processes operating at the interface between

metal surfaces and microorganisms, which can be initiated

and accelerated by the presence and the activemetabolismof

microorganisms [1, 3, 13–16]. Degradation and deteriora-

tion of a wide range of polymeric materials are due to the

action of microorganisms and other metabolites followed by

physical disintegration and damage of the material struc-

tures [4, 6, 7]. Concrete and stone are degraded mostly by

acidic metabolite attack by the attached microflora. The

processes of corrosion, degradation, and deterioration are

ambiguously called microbially influenced (induced) cor-

rosion (MIC) in the corrosion and engineering literature

without detailed differentiation.

Microbial adhesion and establishment of a complex

community (microfouling) are prerequisites for substantial

degradation and physical changes of the underlying materi-

als [15, 17–20]. All surfaces, including both nonliving and

living,may act as substrata for attachment and then formation

of the biofilms [21–27]. Therefore, subsequent attack of

materials by microorganisms can take place either directly

or indirectly, depending on a combination of factors [6],

including the indigenous microflora, material composition,

nature of the surface, and environmental conditions. In

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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addition, other specific factors affecting the physical envi-

ronment also influence the extent of bacterial adhesion on

surfaces, including ionic strength of the solution, type of

cation, hydrodynamic force, and surface properties (e.g.,

hydrophobicity or hydrophilicity) [26].

Corrosion of metals is closely associated with the forma-

tion of complex microbial biofilms on surfaces [1, 3, 4, 14].

The attached microbial cells on metal surfaces induce the

formation of differential aeration cells under aerobic condi-

tions because dissolved oxygen is consumed near and

within microbial colonies. At the same time, the decrease

in oxygen levels provides an opportunity for anaerobic

microorganisms to become established within biofilms. In

particular, sulfate-reducing bacteria can become established

and cause rapid corrosion of underlying metals. Under

conditions that promote microbial corrosion, a variety of

minerals have been reported to be associated with different

processes [14, 28]. Microorganisms are also capable of

extracting electrons from metals under both aerobic and

anaerobic conditions [1, 29–31]. Aerobic and anaerobic

corrosion of metals are discussed elsewhere [3] as well as

in Chapter 39 in this book. In addition, hydrogen produced

during microbial metabolism may cause corrosion by affect-

ing the mechanical strength of metals through a process

called microbial hydrogen embrittlement [2, 15, 32, 33].

Direct utilization of natural polymeric materials by mi-

croorganisms can also proceed at a high rate because of their

structural similarities to other biological materials [34–41].

Microbial degradation of complex (high-molecular-weight)

polymers is most likely mediated by extracellular depoly-

merases because the molecular sizes of these polymers are

too large to penetrate through cellular membranes for effec-

tive assimilation. However, extracellular degradation pro-

ducts can be assimilated by microorganisms as a source of

carbon and energy when the polymers are depolymerized.

The consequences of degradation are the weakening of

polymer backbone linkages and a decrease in mechanical

properties due to utilization of the backbone carbon and

further damage of the internal bonding between different

components of the polymer chain [34, 40, 42]. The process in

which a material is decomposed and altered significantly

in chemical and physical terms by microorganisms is

called biological degradation or deterioration. Mineraliza-

tion is designated strictly for complete breakdown of poly-

mer carbon to simple inorganic compounds, and the end

products during mineralization are CO2 and H2O under

aerobic conditions and CH4, H2S, CO2, and H2O under a

range of anaerobic conditions [6, 41, 43]. Complete degra-

dation of synthetic and engineering polymer is seldom

achieved by microorganisms because part of the substrate

carbon will be immobilized in new microbial biomass and

recalcitrant organic matter. During degradation, the molec-

ular weight of the polymer decreases under both aerobic and

anaerobic conditions.

Corrosive metabolic products from microorganisms have

also been found to contribute to the deterioration of a wide

range of materials, particularly stone [10, 44], concrete [9,

12, 45], andmetals [1, 46–50]. Succession of physiologically

different groups of microorganisms on surface of materials

and their metabolites contribute significantly to the degra-

dation and deterioration of this class of inorganic materials.

Indirect damage to materials by exoenzymes, exopolymeric

materials of microbial origin, and other microbial products

has drawn increasing attention [46, 48].

A fundamental understanding of bacterial interactions

with any kind of material surface requires integration of

information from several disciplines, including materials

science and engineering, microbial ecology, biochemistry

and physiology, and electrochemistry. Basic microbiological

knowledge is required for a better understanding of the role

of microorganisms in corrosion and deterioration. In this

chapter we will discuss microbial diversity and the physio-

logical and biochemical properties of microorganisms

with an emphasis on processes relevant to corrosion and

degradation of materials.

B. DIVERSITY OF MICROORGANISMS

B1. Evolution and Diversity

Microorganisms are the early life forms preceding all other

life on Earth. Mutation and genetic recombination and

exchange coupled with natural selection contribute to the

divergence of life over the 4.6 billion years of history. Natural

selection is the key to the survival of individual species and

also provides new opportunities for new ones to evolve. For

the diverse life forms on Earth, schemes of classification of

the invisible microorganisms have always interested biolo-

gists. Prior to the 1960s, biological species were classified

solely based on their morphology, biochemistry, and phys-

iology [51–53]. Using these approaches, biologists classified

all living organisms into two distinctive kingdoms, the

prokaryotes and the eukaryotes [54–59].

Modern molecular biology has contributed significantly

to the insights of the fundamental relationships between

organisms and the possible events during evolution of life

by deciphering the genetic codes in the organism genome. In

the case of bacteria, 16S ribosomal RNA (rRNA) has been

widely used [60]. The 16S rRNAgenes, which are ubiquitous

in all biological species on our planet, were proposed to be

chronometers for measuring evolutionary changes, and as a

result evolutionary relationships between different biological

species can be reconstructed by analyzing sequences of

nucleotides in the rRNA genes [60].

Currently, the biological world is classified as consisting

of Eukarya, Archaea, and Bacteria based on their 16S

rRNA [60, 61]. The former prokaryotes were further divided
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into Bacteria and Archaea as two distinct domains. Since

Archaea consists ofmostly single cells closely related to early

evolutionary life, this domain includes microorganisms thriv-

ing in extreme environments, for example, alkaline, acid, high

and low temperatures, high pressure, and a range of strictly

anaerobic conditions. Further refined classification of

Archaea has been made possible by molecular sequencing

of 16S rRNA from isolated bacteria and cloned genes from a

hot spring pool in Yellowstone National Park. Crenarchaeota,

Euryarchaeota and Korarchaeota were proposed for these

subdivisions in the phylogenetic tree [62, 63]. As molecular

techniques are increasingly used to understand the basic

biology and relationships between species, our concept of

taxonomic classification and systematics in biology will face

constant challenges and revision of the old dogma [64, 65].

B2. Biochemical and Physiological Diversity

Microorganisms also have diverse physiological and bio-

chemical capabilities. For instance, they can be grouped

based on their nutritional requirements. While all life forms

require certain basic elements, such as nitrogen (N), phos-

phorus (P), and sulfur (S), they also need a source of carbon

and electrons. Microorganisms can be classified based on

their sources of carbon and electrons (Table 26.1). An

autotroph (lithotroph) is an organism that is capable of

utilizing carbon dioxide as the sole source of carbon and

obtaining electrons through photosynthesis. At the present

time, it is believed that all autotrophs can use organic forms of

carbon, but many use carbon dioxide as the primary source.

Examples include Fe-oxidizing bacteria. A heterotroph is a

microbe that requires reduced forms of carbon for biosyn-

thesis. Carbon dioxide can also be fixed to some extent by

heterotrophs, but their primary sources of carbon are more

reduced than carbon dioxide, such as glucose, cellulose, and

humic materials. This group has probably the largest collec-

tion of species.

According to their primary source of energy, electrons

and carbon, organisms have a range of nutritional forms

(Table 26.1). Early classification schemes used this infor-

mation exclusively. For example, see the second edition of

The Prokaryotes [54] and the four-volume set of Bergey’s

Manual of Systematic Bacteriology [55–58]. General micro-

biology information can be found in a number of textbooks

(e.g., Madigan et al. [53] and others [52, 66–68]).

B3. Ecological Diversity

Over the history of life on Earth, microorganisms have left

evidence of early life in various unique environments, in-

cluding deep-ocean thermal vents, hot springs, and sulfate-

reducing and methanogenic habitats [59, 69–72]. Based on

the environment where a microorganism thrives, microor-

ganisms may be referred to as methanogenic, acetogenic,

sulfate reducing (sulfidogenic), alkaliphilic, acidiphilic, bar-

ophilic, psychrophilic, and mesophilic. Based on their phys-

iology and biochemistry, these bacteria reflect evolutionary

history of life on Earth [73–76].

Contemporary microbiological techniques are incapable

of yielding more than approximately 1% of the natural

microbial population in laboratory cultures [77]. Difficulties

are particularly encountered in isolation of new microorgan-

isms from their natural environments. The majority of the

natural microbial community has not been fully explored due

to limited understanding of the physiological requirements

by the microorganisms. It is commonly accepted that a

diverse population of microorganisms is present in the

environment, and our inability to culture most microorgan-

isms (�99%) is a direct reflection of our lack of knowledge

on the relationship between the microflora of natural habitats

and their biochemical, physiological, and nutritional require-

ments. Corrosion and degradation processes under natural

conditions are commonly associated with a mixed popula-

tion of microorganisms and specific biochemical processes.

Molecular cloning and nucleotide probing coupled with the

polymerase chain reaction (PCR) provide some advantages

in beginning to characaterize nonculturable microorgan-

isms. And, in fact, the emerging field of metagenomics is

TABLE 26.1. Nutritional Types of a Range of Organisms

Nutritional Organisms Electron Source Energy Source

Major Carbon

Source

Chemoautotroph

(chemoorganotroph)

Most bacteria fungi, protozoa,

higher animals

Organic molecules Electrons from reduced

organic molecules

Reduced organic

molecules

Chemoautotroph

(chemolithotroph)

Hydrogen, iron, Nitrifying,

and colorless sulfur bacteria

Reduced inorganic

molecules

Electrons from inorganic

molecules

Carbon dioxide

Photoautotroph

(photolithotroph)

Purple and green sulfur

bacteria, blue-green

bacteria, algae, higher

plants

Reduced inorganic

molecules

Light Carbon dioxide

Photoheterotroph Purple nonsulfur bacteria,

some eukaryotic algae

Organic molecules Light Reduced organic

molecules
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increasingly providing information on the biochemical

properties of nonculturable microorganisms [78]. However,

a detailed understanding of the physiological and bio-

chemical processes that contribute to biocorrosion and

biodegradation remains extremely difficult in the absence

of pure cultures of the organisms under study.

C. MICROBIAL BIOFILMS

C1. Fundamental Concepts

Microbial biofilms are a collection of individual bacterial

cells and aggregates of cells that are maintained on surfaces

by electrostatic forces [26, 79] and/or by adhering exopoly-

mers [21, 48]. Bacteria in planktonic solution are capable of

colonizing surfaces of living tissues [80] and inert materi-

als [20, 81, 82]. Formation of bacterial films on surfaces is a

result of contact between bacteria and substratum surfaces by

short-range forces. The initial contact with a surface is made

possible by flagella, Brownian motion of the cells, or hydro-

dynamic forces. After the initial collision, some cells are

freed from the surface by their physical motion or hydrody-

namics of the medium, while others will remain on the

surface and synthesize expolymeric materials. The produc-

tion of exopolymers is thought to induce bacterial attach-

ment [83–88]. A pure culture of Bacillus megaterium

deposited on a membrane filter surface after incubation under

laboratory conditions shows extensive space between cells

with considerable production of extracellular materials

(Fig. 26.1). Results indicate that cell-to-cell signaling mole-

cules, which control the density of bacterial cells in the

growth medium, triggers the synthesis of exopolymers when

a specific density is reached [89], and more recent informa-

tion suggests that interspecies communication between

bacteria is also possible and may have considerable ecologi-

cal implications [90].

Signaling between cells under laboratory conditions [89]

induces attachment of Pseudomonas aeruginosa. Our un-

derstanding of how bacteria attach to surfaces and the

initiator of the event is limited under natural conditions.

Marshall and co-workers sggested that bacterial adhesion

could be separated into two categories, reversible attachment

and irreversible attachment [91]. Recently, Dalton and co-

workers [92] observed that colonization on hydrophobic

surfaceswas characterized by the formation of tightly packed

biofilms, in contrast to hydrophilic surfaces which exhibited

sparse colonization and formation of long chains of more

than 100 mm in length. Fletcher [93] and Wiencek and

Fletcher [94] further proposed a series of models explaining

the selectivity of modified monolayer surfaces of different

materials on bacterial adhesion. Heterogeneity of biofilms is

evident in both space and time [95–97], and multicellular

organizationmay also have some role in biofilm structure and

ecological function [98]. However, the fundamental mechan-

isms of bacterial adhesion and the behavioral response of

bacteria to surface selectivity are still not completely known.

C2. Factors Affecting Biofilm Formation

Formation of microbial biofilms in natural and artificial

environments follows a sequence of events: the initial adhe-

sion of a conditioning film consisting of organicmolecules on

surfaces, recruiting of microorganisms to the surfaces, bac-

terial colony formation, and growth to a mature biofilm.

Biofimgrowth, senescence, and sloughing off is a continuous

process [99–103]. Biofilms are interfacial matrices affecting

the physical and chemical conditions of the substratum. The

initial events of bacterial attachment to a surface were

investigated byMarshall et al. [91]. In their pioneering study,

FIGURE 26.1. Scanning electronmicrophotograph of a pure culture ofBaccilus mageterium onmembrane

filter and treated with dehydration and gold-palladium coating before viewing (scale bar, 2 mm).
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Pseudomonas sp. adhered to glass slides either reversibly or

irreversibly. Flagella promoted irreversible attachment by

overcoming the short-range repulsion force between the

bacterium and substratum when the distance between the

two was very small. Planktonic bacteria may also settle on

surfaces due to the presence of molecules that serve as cues

for the bacteria [104, 105]. Fletcher [106] concluded that the

structure of the surface materials also affects microbial

adhesion. Hydrophobicity of a surface favors the formation

of biofilms, while hydrophilicity discourages settlement [79,

107–110]. This generalization is not fully understood due to

the lack of information about the physical chemistry of

interactions between bacteria and surfaces.

A cell-to-cell signal was proposed as a key factor in the

development of biofilms [89, 111]. N-Acyl homoserine

lactone molecules were involved in mediating biofilm for-

mation through a population-dependent process, inwhich the

signaling molecules by bacteria respond to cell density and

then induce the synthesis of exopolymers. More recent

studies with pure cultures of Mycobacterium avium

demonstrate that, at least with this organism, addition of the

signaling molecule autoinducer-2 triggers an oxidative

response mechanism that in turn induces biofilm formation.

A similar response was also noted with simple addition of

hydrogen peroxide, suggesting that biofilm formation is

simply a response to environmental stress [22, 112].However,

bacteria in natural environments differ greatly from those in

laboratory studies. Experimental results from the laboratory

can be extrapolated only to a limited extent to the natural or

artificial environments. After the initial attachment, repro-

ductive growth and colony formation occurs. When the

biofilm reaches a maximum thickness, the film may slough

off due to hydrodynamic shear forces. The residual cells on

surfaces divide and form new colonies; new biofilm will be

developed again. During cell division, the daughter cell not

attached to the surface may be released into the planktonic

phase. The planktonic cells may also settle on newly avail-

able surfaces, providing initial colonization for biofilm

development.

Physicochemical factors also influence biofilm formation.

These include ionic strength, type of cation (valence and

charge), concentration of the cation, presence of surfactant,

and substratum surface characteristics. Microbiologists

largely ignore this information [96, 105, 113]. Marshall

discussed the fundamentals associated with this phenome-

non [26]. Generally, higher ionic strength, concentration of

ions, and higher valence of cations favor the formation of

biofilms by decreasing the electric diffuse double layer,

which is a barrier against bacterial movement toward a

surface. When a bacterium approaches a surface, it must

overcome a critical energy level before it can firmly attach.

The higher concentrations and valence of cations can com-

press the diffuse double layer, bringing planktonic bacteria

closer to substratum surfaces and facilitating adhesion.

C3. Some Properties of Microbial Biolfilms

C3.1. Biofouling. Biofouling is the undesirable accumula-

tion of microorganisms, their products, and various deposits,

including minerals and organic matter, on a substratum

surface. The thin film on fouled surfaces usually consists of

microorganisms embedded in an organic matrix of biopoly-

mers, which are produced by the microorganisms under

natural conditions. Biofilms of various microorganisms can

be visible on stone surfaces in tropical climates (Fig. 26.2). In

addition, microbial precipitates, minerals, and corrosion

products may be present [83, 114]. Industrial fouling is a

complex phenomenon involving interactions between chem-

istry, biology, and materials science. The fouling products

may include inorganic particles, crystalline precipitates and

scale, and corrosion products. Fouling is common and can be

found in purified water systems [115], drinking water filtra-

tion and treatment facilities [116], wastewater treatment

plants [117, 118], porous media [119–123], and biotechnol-

ogy processes [124]. In addition, materials immersed in

aqueous environments or under high-humidity conditions

are also susceptible to biofouling, including both metallic

and nonmettalic materials [4, 14, 28, 125–127], urinary

catheters [82, 128], water pipes [129], and coatings [125,

130, 131].

C3.2. Changes in Local Environment. Establishment of

microbial biofilms on the surface of materials changes the

surface chemical properties due to the presence of microbial

cells and exopolymeric products. Accumulation of biomass

also changes the local environment in terms of water content,

which in turn affects expansion/contraction upon heating

or cooling [11]. Such physical modifications of the local

environment have considerable impacts on the substratum

materials and their subsequent susceptibility to further

colonization by microorganisms.

C3.3. Heat Transfer Resistance. Biofilms form on a wide

range of engineering materials, particularly on equipment

used for cooling and transport. They reduce performance and

the lifetime of the materials. The thickness of a biofilm may

reach between 50 and 100 mm depending on physiochemical

conditions of the environment, hydrodynamics of flow, and

availability of nutrients. Individual bacterial cells within this

layer of gelatinous exopolysaccharides are embedded in the

heterogeneous porous matrices, and nutrients may diffuse

and be transported in void channels throughout the biofilm

matrices [132]. Biofilm establishment on surfaces increases

frictional resistance, reduces heat transfer efficiency, and

causes pitting corrosion of a variety of alloys. Both aerobic

and anaerobic conditions provide opportunities for a meta-

bolically diverse community of microorganisms. When the

substratum materials are metals, corrosion may occur, re-

sulting in the buildup of corrosion products on surfaces [133].
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Deposited corrosion products may reach a significant thick-

ness that prevents efficient transfer of heat across the cooling

pipes and also a significant increase in friction resistance [28,

31, 134]. These changes in surface characteristics affect

system performance.

Biofilms may also serve as crucial chemical cues for

recruitment of invertebrates [101, 135–137]. Macrofouling

is problematic to the power and water industries due to the

blockage of pipes and biomass accumulation on surfaces. For

example, the freshwater invertebrate zebramussel (Dreissena

polymorpha), an accidentally introduced species, has been

a serious problems for both the power and drinking water

industries in the Great Lakes region of the United

States since the 1980s. The combination of heat transfer

reduction and corrosion from macrofouling was estimated to

be $5 billions for the power-generating industries by

2000 [138].

C3.4. Clogging of Pipes and Porous Media. Another con-

sequence of microbial growth on surfaces, particularly as a

result of MIC, is clogging of water distribution systems by

corrosion products [30, 139]. Iron-oxidizing bacteria are

partially responsible for the clogging under aerobic and

microaerophilic conditions. In porous media, bacterial trans-

port and accumulation generally decrease with distance

along the flow path, especially if hydrodynamic and shearing

forces are low. Bacteria are not easily transported through a

tortuous path, and they become attached after a number of

collisions on sediment surfaces [140, 141] and synthetic

materials. Exopolymers of bacteria also participate in the

corrosion of metals and have been shown to solubilize Cu

from pipes under soft water conditions [142, 143]. Clogging

may also be observed in wastewater treatment facilities

through aggregation of microorganisms in the presence of

nucleating agents.

Porous media in subsurface environments are important

for bioremediation of contaminated groundwater. Clogging

is a common problem in bioremediation. Negatively charged

bacteria may readily adhere to surfaces by electrostatic

attraction, hydrogen bonding, cation bridging, and/or exo-

polymers, particularly under low nutrient conditions. Trans-

port of bacteria and collision of bacteria on surfaces are a

focus of several recent studies [140, 141]. Bacterial prefer-

ence for surfaces makes bioremediation in situ difficult as

exogenous organisms are not readily transported through

porous media for effective mobility and bioremediation. In

addition, aromatic and polyaromatic pollutants are mostly

adsorbed on minerals or organic matter because of their

hydrophobicity. Similar problems are also commonly en-

countered in oil drilling and recovery following seawater

injection; clogging may be so severe that the less accessible

oil reserves are not recovered. When seawater is introduced,

the high ionic strength of the medium promotes microbial

production of exopolymeric materials.

C3.5. Corrosion and Deterioration. Activity of microor-

ganisms on surfaces may result in adverse effects on under-

lying materials, particularly corrosion and deterioration.

Corrosion of metals and deterioration of polymers have been

reviewed [1, 5, 9, 14, 29]. Corrosion is an electrochemical

process induced or accelerated by the presence of micro-

organisms and their active metabolism [15], while deterio-

ration of polymer is a metabolic process by which

microorganisms obtain carbon and energy for their growth.

Both corrosion and degradation can take place under aerobic

and anaerobic conditions.

FIGURE 26.2. Photograph of natural biofilm community with different colors on sandstone bas-

relief of Bayon Temple in Angkor Thom of Cambodia.
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Corrosion ofmetals results in a decrease in tensile strength

of the materials and may result in failure of the system. In

industrial environments, the consequence of biocorrosion

can be catastrophic. Microbial contamination is common

even in ultrapure water systems used by pharmaceutical

industries and semiconductor manufactures [115]. Several

groups ofmicroorganisms have been recognized for their role

in corrosion, including the sulfate-reducing bacteria [29, 75],

exopolymer-producing bacteria [48], hydrogen-producing

and hydrogen-utilizing bacteria [1, 33], acid-producing bac-

teria, Fe-oxidizing bacteria [144, 145], and fungi [50]. The

manganese oxidizing bacterium Leptothrix discophora is

capable of ennoblement of stainless steel by increasing the

open-circuit potential through deposition of MnOx on sur-

faces [28, 146]. A correlation betweenmicrobial activity and

deposition of MnOx has been established by Dickinson

et al. [146], and similar observations have also been re-

ported [147]. Specificmechanisms of corrosion are discussed

previously [148] and also in Chapter 39 of this book.

C3.6. Biocide Resistance. Biofilms protect microorgan-

isms from activity of biocides because mass transfer is

diffusion limited within the biofilm [149–158]. In order to

effectively eradicate biofilms on surfaces, higher concentra-

tions of biocides are often used (Fig. 26.3). Biofilm bacteria

are in an environment where gene exchange may occur at

high frequency [159–162], and resistance may therefore

develop rapidly to a specific chemical, forcing the use of

alternative treatments.

Biofilm bacteria respond to biocide concentration levels

differently from planktonic bacteria. The efficacy of a bio-

cide should be tested against both planktonic and biofilm

bacteria under closely simulated environmental conditions.

For example, a biocide for protection of polymeric coatings

should be tested in the proposed coating materials and

exposed under the relevant conditions [5, 6]. Polymeric

materials also contain plasticizers which can be utilized by

microorganism as a source of carbon and energy [163, 164].

Such growth-promoting effects of chemicals leaching from

these materials can sustain levels of microbial activity and

growth not seen in culture solutions. Because of this, ex-

tended tests may be needed [165].

D. DIAGNOSIS AND CONFIRMATION

Microbiology as a discipline began when small cells were

first observed by Anthonie van Leeuwenhoek under a mi-

croscope in 1677 [166, 167]. His observation opened up an

unrecognized world. Louis Pasteur investigated microbial

contributions to disease in humans and animals and to

fermentation of wine and vinegar to improve the quality of

these products. Robert Koch advanced the field of medical

microbiology and postulated the theory of disease (Koch’s

postulates) as follows in 1884 [168]:

1. The organism should be present in all animals suffering

from the disease and absent from all healthy animals.

FIGURE26.3. Photograph showing efficacy of biocide at range of concentrations (0, 0.10, 0.25, 0.50,

1.0, and 2.0%) applied on absorbent filter paper disks on agar plates which were previously inoculated

with a testing population of microorganisms on the whole surface.
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2. The organisms must be grown in pure culture outside

the diseased animal host.

3. When such a culture is inoculated into a healthy,

susceptible host, the animal must develop the symp-

toms of the disease.

4. The organism must be reisolated from the experimen-

tally infected animal and shown to be identical to the

original isolate. Today, Koch’s postulates remain

sound guidelines for medical professionals to prove

or disprove the presence of a microbial infection.

Koch’s approach can be utilized in research on corrosion

and degradation of materials. In this case, organisms should

be isolated from the damaged materials to verify their

presence. The organisms should be cultured and purified

and used to examine corrosion and degradation processes in

the laboratory. If corrosion or degradation similar to the

initial observation can be duplicated, damage to the material

can be linked to the activity of the organisms. Obviously,

equipped with molecular fingerprinting techniques and iso-

tope labeling, much higher sensitivity and level of sophis-

tication can be achieved for confirmation of microbial

involvement and for understanding the mechanisms.

Uncharacterized mixed cultures have also been used to

study degradation and deterioration of polymeric materi-

als [34, 35, 40, 41, 81, 169–171], concrete [45, 172], and

metal corrosion [1, 4, 29] and degradation of environmental

pollutants [16, 173–175]. Such approaches together with

fluorescence in situ hybridization (FISH), denaturing gradi-

ent gel electrophoresis (DGGE) [176], and stable isotope

analysis should allow confirmation of the microorganism’s

involvement in degradation and deterioration at much higher

resolution and sensitivity than currently available with tra-

ditional techniques.

E. MATERIAL DEGRADATION PROCESSES

E1. Sources of Carbon and Energy

Organic materials may be utilized by microorganisms as

sources of carbon and energy in the presence or absence of

molecular oxygen. During degradation, reduced carbon is

oxidized, releasing electrons, which are used in bacterial

synthesis. Different groups of microorganisms use widely

divergent strategies to achieve the goal of decomposition.

For example, eukaryotic fungi degrade polymeric materials

using extracellular depolymerases. Most bacteria require

close proximity to a substratum because the bacteria need

to immediately capture the released compounds. This effi-

cient process permits bacteria to maximize their energy

conservation. Close proximity allows degradation

products to be easily assimilated into cells for further me-

tabolism [5, 6].

Metals can be corroded by bacteria through oxidative

processes. Examples are iron- and manganese-oxidizing

bacteria [144, 145], which clog drains, water pipes, and

wells with deposition of iron oxides and hydroxides [30,

144]. These bacteria are lithoautotrophs utilizing CO2 from

the atmosphere and electrons from metal corrosion for their

carbon sources and energy. Most of these bacteria are micro-

aerophilic. Optimal growth is achieved under conditions of

reduced oxygen tension/concentrations. Leptothrix, Gallio-

nella, Metallogenium, and Pedomicrobium are the most

commonly described bacteria [30, 177]. Newmetal-oxidizing

species have been isolated recently [145].

Biological corrosion of metals was described more than

60 years ago [178, 179]. Mechanisms of microbial corrosion

are discussed in several reviews [1, 28, 29, 31, 134].

E2. Degradation of Polymers

Some polymers support the growth of microorganisms with-

out structural degradation. Additives to polymers are pri-

marily responsible for the observed results [4, 6, 41, 126,

127]. Because bacteria are capable of cometabolism, poly-

mers that are difficult to degrade can be metabolized when

other carbon and energy sources are available for growth,

altering the mechanical properties and integrity of the poly-

mer. This phenomenon is particularly important in the deg-

radation of polymers used in the electronic, transportation,

and infrastructure industries. For example, a slight alteration

of the insulation property of a polymer may result in dev-

astating consequences to the proper functioning of integrated

circuitry in storing and transmission of data.

E3. Attack of Metals and Concrete by
Microbial Metabolites

Damage to materials is frequently incidental to microbial

metabolism. For example, organic acids from fungi were

found to corrode aluminum alloys in aircraft fuel tanks [50],

and H2 produced by fermenting bacteria may contribute to

hydrogen embrittlement of metals under anaerobic condi-

tions [15, 48]. Hydrogen sulfide (H2S) from sulfate-reducing

bacteria attacks both metals [1, 29, 31, 180] and stone

materials [4, 10, 45].

Large quantities of exopolymeric materials can be pro-

duced by bacteria on surfaces. These materials may bind

metal ions and contribute to galvanic corrosion ofmetals [47]

and concrete [45].

F. PREVENTIVE MEASURES

Microorganisms require minimal quantities of water to sur-

vive. Active metabolism requires an appropriate relative

humidity and temperature. A combination of low humidity
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and low temperature is the simplest way to control bacterial

growth [6, 81]. However, fungi are capable of growing under

such conditions. Regular cleaning is good practice to prevent

biofilm formation and subsequent biodeterioration.

Microbial biocides are commonly used to prevent unfa-

vorable biofilm formation and biofouling. These chemicals

are widely incorporated into products, including toys, filtra-

tion systems, coatings, and surface-cleaning agents. Because

microorganisms are capable of acquiring resistance after

exposure to a particular chemical [160–162], no single

chemical can be relied on for long-term use. Frequently,

effective eradication of microbial populations is achieved by

alternating chemicals or increasing the concentrations of a

biocide.

In nature, bacteria normally live on surfaces. However,

biocide efficacy tests often involve utilization of planktonic

bacterial cultures on agar plate (Fig. 26.3). These test data fail

to reflect the actual state of bacteria onmaterial surfaces [6, 81].

More rigorous simulation of environmental conditions is

highly recommended. For example, several biocides, in-

cluding diiodomethyl-p-tolylsulfone, were excellent bio-

cides in laboratory testing using planktonic cultures, but

active growth of microorganisms was observed when the

biocide was incorporated into a polyurethane coating [81].

Some biocides may also contain chemicals that support the

active growth of environmental microorganisms, because

the active ingredient diffuses out of the biocide formulation

on test disks much too rapidly, leaving the formulation

chemicals to support microbial metabolism (Fig. 26.4).

Microbial resistance to biocides is also of concern to public

health because of growth of nuisance organisms and patho-

gens in, for example, air-conditioning systems, drinking

water, and water-heating systems.

G. CONCLUSIONS

Biodegradation of materials is common under both oxic and

anoxic conditions. Microorganisms develop strategies to

extract electrons and carbon sources from both polymers

and metals. During microbial growth on surfaces, metabo-

lites, enzymes, and other exopolymeric materials also affect

the underlying materials. Koch’s postulates provide an ex-

cellent means of associating a degradation process with a

causative organism. Degradation may involve the utilization

of a polymer for carbon and energy, resulting in minerali-

zation of the materials. Components of a polymer may

become substrates for microbial growth, weakening the

mechanical properties of the material. Other mechanisms

of degradation include corrosive metabolites, for example,

H2S, H2, organic acids, and exopolymeric materials. Under

natural conditions, several of these mechanisms often oper-

ate simultaneously. Biofilm formation plays an important

role in material degradation, deterioration, and corrosion;

microbial films are heterogeneous in both space and time and

contain a wide diversity of bacterial species within the

gelatinous matrices. Effective eradication of biofilms is

difficult because of the phenotypic plasticity and genetic

mobility of transferable plasmid genes.
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around filter paper disks on surface of agar plate and also active

growth of microorganisms on paper disks where test chemical was

initially embedded.
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A. INTRODUCTION

Corrosion engineers and scientists are often asked to estimate

the corrosion rate of a specific material in a specific envi-

ronment in order to predict the engineering lifetime. To

obtain information to answer such a question, corrosion

specialists review all available data in databases accessible

to them, as well as in books and in journal literature. Data on

general corrosion under commonly encountered conditions,

such as steel exposed to the atmosphere, to marine environ-

ments, and to soils, are readily available and can be used for

lifetime prediction. These data can also be utilized for design

purposes, so that the material is made of the thickness

required to achieve the desired lifetime, assuming general

corrosion is the predominantmode bywhich degradationwill

occur during service.

Data on localized corrosion, however, are limited and can

be used only for making go–no go decisions on usage of the

material in a given environment. For systems that undergo

localized corrosion, the corrosion rate cannot be used to

predict lifetime. For these systems, the concept of corrosion

probability has been introduced for lifetime prediction [1].

The probabilistic concept is essential for quality control, to

ensure high-quality products, and in reliability engineer-

ing [2], which is a basis for highly efficient production

systems in advanced industries.

Corrosion engineering could gain a greater level of con-

fidence if the corrosion probability concept werewidely used

for estimating lifetime. Probability concepts and statistical

procedures, however, can be somewhat difficult for corrosion

scientists and engineers to learn, although many textbooks

on statistics are available. Although theAmerican Society for

Testing and Materials (ASTM) standard G16 [3] is quite

helpful in understanding statistical practices for analyzing

corrosion data, further insights into corrosion probability,

including recent progress, would be very useful. In this

chapter, the basic concept of corrosion probability is dis-

cussed, along with statistical procedures, based on probabil-

ity plots, and related topics that have been successfully

applied to analysis of corrosion data.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.

†Retired.
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B. CORROSION PROBABILITY

Mears and Evans [4] designed an interesting experiment

for demonstrating the concept of corrosion probability.

As illustrated in Figure 27.1, wax lines were drawn on the

surface of an iron plate, dividing the surface area into N

sections, which were then covered with a thin film of water.

This procedure was equivalent to preparing N separated

specimens exposed to an identical corrosion condition. After

exposure for a fixed time under a mixed-gas atmosphere

consisting of oxygen and nitrogen, n squares were corroded.

The corrosion probability, P, was calculated as

P ¼ n

N
ð27:1Þ

The mean weight loss, Q, for a corroded square could be

calculated from the total weight loss, W, divided by n. Then

the total weight loss of the specimen, W, is given by

W ¼ NPQ ð27:2Þ

Mears and Evans [4] demonstrated that both the probability

and corrosion rate, equivalent to Q, are functions of the gas

composition.

For iron, the corrosion rate increases with increase in the

oxygen content in the gas, whereas the corrosion probability

changes in the opposite direction, from P¼ 1 to P¼ 0, with

increase in the oxygen content, as shown in Figure 27.2. The

total weight loss,W, given by Eq. (27.2), shows a maximum

at 8% oxygen because of the changes, in opposite directions,

FIGURE27.2. Corrosion probability, total corrosion loss, and corrosion loss per unit area as function

of atmospheric gas composition.

FIGURE 27.1. Demonstration of concept of corrosion probability by Mears and Evans [4].
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of corrosion probability and corrosion rate with gas

composition.

For iron immersed in an aqueous solution of potassium

chloride, however, both the corrosion probability and the

corrosion rate increase with increase in KCl concentration,

resulting in a continuous increase in W, with no maximum.

Thus, Mears and Evans [4] succeeded in demonstrating that

corrosion probability, rather than the corrosion rate, control

the overall weight loss.

B1. Corrosion Probability and Rating Number

For coated steel, galvanized steel, and stainless steel, the

surface appearance rather than weight loss is important in

many engineering applications. Stain, rust spots, and various

types of defects, such as debris and scratches, can degrade

the surface appearance. Degradation of surface appearance

cannot be judged by weight loss because there is usually no

significant loss in weight.

Ameasure called the rating number (RN) is often used for

evaluating the degree of surface degradation. A numerical

value of RN is estimated by comparing the surface appear-

ance of the specimen with that of a standard figure, which is

provided in various industrial standards. Examples of stan-

dard figures for assessing RN are shown in Figure 27.3 [5].

As shown in Figure 27.3, an increase in the number of rust

spots and/or in the area of spots causes an increase in the

total corroded area, the numerical value of which is shown

below each figure. Corresponding to the increase in the total

corroded area, the RN, indicated above each figure, de-

creases. The RN is related to the corroded area, R, of the

specimen as follows;

RN ¼ a� b logðRÞ ð27:3Þ

where a and b are constants. The correlation is illustrated in

Figure 27.4. The total corroded area, or the percentage of the

FIGURE 27.3. Examples of model patterns of rust spot distribution with the rating number and total

corroded area.
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total area that is corroded, can be assessed by adding all the

areas, aj, covered by rust spots on the surface:

R ¼
P

aj

A
j ¼ 0; 1; 2; 3; . . . ; n ð27:4Þ

where A is the surface area of the specimen, and R is the

normalized corroded area. The parameter R is the proba-

bility of corrosion occurrence on a two-dimensional (2D)

scale and is equivalent to the corrosion probability given

by Eq. (27.1).

It is interesting to note that the linear response of RN to

log(R) shows an inflection at RN¼ 4, suggesting a different

mechanism on the severely corroded surface (RN< 4) com-

pared with that on the slightly stained surface (RN> 4). In

the case of corrosion of stainless steel near the seashore,

clustering of the rust spots may be responsible for the change

in slope above RN¼ 4, which will be discussed later in this

chapter in the section on spatial distribution affecting surface

appearance.

C. TYPES OF PROBABILITY DISTRIBUTION

OBSERVED IN CORROSION

The distribution of corrosion data can be reduced to several

basic probability distributions, which are listed, along with

examples, in Table 27.1 [6–14]. Characteristic features of

each type of distribution are discussed in the following

paragraphs.

C1. Normal Distribution

The normal (or Gaussian) distribution is frequently used.

The normal distribution is a bell-shaped curve which fits the

histogram of most corrosion data. The curve is described by

the probability density function, f (x):

f ðxÞ ¼ 1

s
ffiffiffi
2

p
p

� �
exp �ðx�mÞ2

2s2

" #
ð27:5Þ

where m and s are the mean and standard deviation, respec-

tively, which determine the shape of the curve. The area

under the curve gives the probability of occurrence, calcu-

lated by the cumulative probability function, f (x);

FðxÞ ¼
ð
f ðxÞ dx ¼ 1

s
ffiffiffi
2

p
p

� �ð
exp �ðx�mÞ2

2s2

" #
dx

ð27:6Þ

If reduced variate, s, is given by

s ¼ x�m

s
ð27:7Þ

TABLE 27.1. Various Probability Distributions Observed in

Corrosion

Probability

Distribution

Examples in

Corrosion Reference

Normal distribution Pitting potential 6

Lognormal

distribution

SCCa failure time 7

Poisson distribution Two-dimensional

distribution of pits

8

Exponential

distribution

Induction time for pit

generation

9

SCC and HEb

failure time

10

Extreme-value distribution

Gumbel distribution Maximum pit depth 11

Weibull distribution SCC failure time 12

Generalized extreme-

value distribution

Maximum pit depth 13

Fatique crack depth 14

aStress corrosion cracking (SCC).
bHydrogen embrittlement (HE).

FIGURE 27.4. Total corroded area as function of RN.
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then F(x) can be reduced to a standardized cumulative

function, F(s);

FðsÞ ¼ 1ffiffiffi
2

p
p

� �ð
exp � s2

2

� �
ds ð27:8Þ

Numerical values of F(s) can be found in tables of the

cumulative normal distribution.

Graphical analysis using normal probability paper to

estimate the distribution parameters of m and a is simple

and useful for engineering applications. Normal probability

paper is constructed with values of s on one axis and the

cumulative probability, F(s), given by Eq. (27.8) on the same

axis. On the other axis, x is plotted on an arithmetic scale.

Then the cumulative probability, F(x), obeying the normal

distribution can be plotted as a straight line using normal

probability paper. To plot the line, the data are arranged in

ascending order of value, and the plotting position [3] for

cumulative probability is calculated by Eq. (27.9):

FðxÞ ¼
�
i� 3

8

�
ðN þ 1

4

� ð27:9Þ

where i is the position of the data point in the rank and N is

the total number of data points. Instead of Eq. (27.9), another

simple equation of i/(1 þ N) can be used for calculating

the plotting position, but Eq. (27.9) is recommended for use

with normal probability plots because it gives almost unbi-

ased estimates of the standard deviation from the slope of the

linear plot.

Table 27.2 is a working table for plotting measured values

of pitting potential of Type 304 stainless steel on normal

probability paper. The first column is the position of the data

point. The measured values are arranged in ascending order

and are tabulated in the second column. In the third column,

the cumulative probabilities given by Eq. (27.9) are listed.

Each set of [x, F(x)], for the pitting potential and the

corresponding cumulative probability can be plotted on

normal probability paper. The straight line fitting the points,

shown in Figure 27.5, indicates that the measured data

obey the normal probability distribution. The mean value

of m can be obtained at the 50% point. The standard deviation

is the difference between the values at the 50% point and

at the 84.13% point, or the slope of line because the slope

is proportional to 1/s. In this case, the values shown in

Figure 27.5, m¼ 0.277 and s¼ 0.015 are the same values

as those obtained by numerical calculation and shown in

Table 27.2.

C2. Lognormal Distribution

The probability density function and the cumulative function

of the lognormal distribution are given by

f ðxÞ ¼ 1

zx
ffiffiffi
2

p
p

� �
exp �ðln x� ln dÞ2

2z2

" #
ð27:10Þ

FðsÞ ¼ 1ffiffiffi
2

p
p

� �ð
exp � s2

2

� �
ds ð27:11Þ

where

s ¼ ln x� ln d

z
ð27:12Þ

By introducing the reduced variate s, the cumulative prob-

ability function of the lognormal distribution can be con-

verted to the same form as the normal distribution expressed

by Eq. (27.8). Then, normal probability paper can be used

for plotting the data set, obeying the lognormal distribution

by changing the x axis from an arithmetic scale to a

logarithmic scale.

Data for failure times by SCC of stainless steel in boiling

MgCl2 solution at 154
�C are listed in Table 27.3. Plotting the

data set of [log xi, F(xi)] on normal probability paper results

in a straight line, as shown in Figure 27.6. Again, mean and

standard deviation can be determined from data at the 50%

point and at the 84.13% point, respectively.

C3. Poisson Distribution

The Poisson distribution is used to describe random phe-

nomena observed in rare events. Pit generation is a good

example of a random process that can be described using a

Poisson distribution. An example of random occurrence of

pitting is shown in Figure 27.7 [15], in which pits in the

passive film on Type 304 stainless steel were identified by

platinum decoration using a displacement reaction in boiling

MgCl2 solution. The spatial distribution of pits on the surface

was evaluated by counting the number of pits per unit area of

0.5mm� 0.5mm¼ 0.25 mm2. The results are summarized

TABLE 27.2. Data Set of Pitting Potential of Type 304

Stainless Steel Measured by the Potential Sweep

Method in 3.5% NaCl Solutiona

i xi (V vs. SCEb) FðxiÞði� 3
8
Þ=ðNþ 1

4
Þ

1 0.199 0.051

2 0.261 0.133

3 0.263 0.214

4 0.264 0.296

5 0.274 0.378

6 0.275 0.459

7 0.281 0.540

8 0.285 0.622

9 0.286 0.704

10 0.293 0.786

11 0.294 0.867

12 0.295 0.949

aSum: 3.321, mean: 3.321/12¼ 0.277, standard deviation: 0.015.
bSaturated calomel electrode.
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in Table 27.4, and the distribution curve is shown in

Figure 27.8 [24]. The open circles are observed values, and

the closed circles are theoretical values calculated by assum-

ing the Poisson distribution, expressed as,

PðxÞ ¼ ðmÞx
x!

� �
expð�mÞ ð27:13Þ

where P(x) is the probability of occurrence of x pits in unit

area and m is the mean. Good agreement between the data

points and the curve suggests that pit generation in the

passive film occurs according to a Poisson process with

mutual independent events. Deviation of the observed points

from the theoretical curve was found in an A1 alloy and was

attributed to a mutual interaction of the pit generation

process, as pointed out by Mears and Evans [8].

C4. Spatial Distribution Affecting

Surface Appearance

Spatial distribution of rust spots affects the surface appear-

ance, which is sometimes more important than weight loss.

Degradation in the surface appearance is usually evaluated by

visual inspection. Quantitative evaluation can be achieved by

rating the surface appearance as RN, which is simply related

to the total corroded area. It should be noticed, however, that

a simple RNmay not satisfy the observer’s intuition because

the surface appearance could be affected not only by the total

corroded surface area, but also by the distribution pattern of

the corroded areas over the total surface.

Figure 27.9 shows patterns of the distribution prepared

by Masuko [16, 17] in which nine different patterns with

the same RN are demonstrated. Figure 27.9(a), which looks

like a lattice of crystal, is called a regular pattern, and

TABLE 27.3. Data Set of SCC Failure Times of Stainless Steel

in Boiling MgCl2 Solution 154�C

i xi (min) FðxiÞði� 3
8
Þ=ðNþ 1

4
Þ

1 78 0.0439

2 80 0.114

3 96 0.184

4 97 0.254

5 100 0.325

6 101 0.395

7 103 0.469

8 118 0.535

9 123 0.605

10 128 0.675

11 130 0.746

12 141 0.716

13 146 0.886

14 160 0.956

aSum: 1601, mean: 1601/14¼ 114.4, standard deviation: 24.8.

FIGURE 27.5. Probability plot for distribution of pitting potential on normal probability paper, from

which mean m and standard deviation s can be determined.
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Figure 27.9(i) is called a singular or clustered pattern because

spots aggregate or localize at separate local sites. Patterns in

Figures 27.9(c) and (d), however, show a randomappearance.

It has to be emphasized, again, that all nine figures have the

same RN but provide quite a different visual impression.

Another index is required for quantitatively characterizing

the patterns. For corroded surfaces, the mode of localization

is important for characterizing the distribution pattern.

Themode of localization is an important topic in ecology [18]

and is analyzed based on spatial analysis theory. In order

to describe the mode of localization in corrosion, Masuko

[16, 17] introduced a homogeneity function expressed as

FIGURE 27.7. Transmission electron microscopy (TEM) photograph showing random distribution

of pits on surface of Type 304 stainless steel.

FIGURE 27.6. Probability plot for distribution of SCC failure time on lognormal probability paper,

from which mean m and standard deviation s can be determined.
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H ¼
X qj

qT

� �
ln

qj

qT

� �
ð27:14Þ

where qj( j¼ 1,2,3, . . . , N) is the number of pits in the jth

divided area and qT is the total number of pits observed on

the entire surface, which is divided into N equal areas. The

proposed function, H, of Eq. (27.14) has a maximum value

when qj is the same in every area, corresponding to a uniform

distribution, andH¼ 0 when all pits concentrate in one area,

that is, qj¼ qT for one area whereas qj is zero for all the

other areas. A quantitative expression for deviation from a

completely random distribution can be calculated using the

following function of D:

D ¼ H�H0 ð27:15Þ

where H0 is calculated from the distribution of qj for the

Poisson distribution because a completely random distribu-

tion can be produced by the Poisson distribution.

It should be noted that the Poisson distribution has the

same value of mean, m, and variance, V. The ratio, V/m,

equals unity if the observed distribution obeys the Poisson,

or random, distribution. If there is deviation from a random

distribution, the ratio V/m< 1 or V/m> 1. The ratio of the

variance to mean, V/m, for an observed distribution is a

simple measure for evaluating the deviation from complete

randomness. The same argument could be made forH andD

functions of Eqs. (27.14) and (27.15). ThusD andV/m can be

used to differentiate three basic patterns of localization of

pits; the regular, random, and clustered patterns by using the

rule shown in Table 27.5. Martin and Mcknight [19] used

the variance to mean ratio, V/m, for evaluating clustering of

rust spots for painted steel. By using computer-aided image

analysis and a program with the V/m ratio [20], it was found

that the distribution of rust spots on stainless steel exposed

at the seacoast was completely random in the initial stage

of the exposure because V/m¼ 1, changing to the regular

(V/m< 1) and clustered pattern (V/m> 1) after corrosion

progressed. The change of the distribution pattern occurred

at around RN¼ 4.

D. EXTREME-VALUE STATISTICS

D1. Size and Time Effect in the Corrosion Test

When the required corrosion data are not available, corrosion

engineers design a laboratory test that simulates field oper-

ating conditions. In some cases, corrosion engineers may be

asked to provide reliable data for scaling up the system from

the laboratory to the field. They may also be asked to predict

the remaining life of apparatus in operation. The size of the

test coupon and the duration of testing may change over a

wide range depending on the purpose of the test and the

requirements of the client. As shown in Table 27.6 [21], tests

can be divided into three categories: The first test is carried

out in the laboratory by those concerned with materials

TABLE 27.4. Frequency Distribution and Theoretical

Probability of Pit Distributiona

x f xf f/163 P(x)

0 21 0 0.129 0.077

1 28 28 0.172 0.198

2 39 78 0.239 0.253

3 32 96 0.196 0.216

4 17 68 0.104 0.138

5 15 75 0.092 0.071

6 4 24 0.025 0.030

7 7 49 0.043 0.011

Sum 163 418 1.000 0.994

aMean¼ 418/163¼ 2.56.

FIGURE 27.8. Distribution curves of pits obeying Poisson

distribution.

TABLE 27.5. Indexes for Identifying the Distribution Pattern

Regular Random Cluster

D D> 0 D¼ 0 D< 0

V/m V/m< 1 D/m¼ 1 D/m> 1
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production; the second is a pilot plant test carried out by those

concerned with design and fabrication of the apparatus; and

the last is inspection and in-plant examination by those

concerned with plant maintenance.

In the laboratory test, coupons of a relatively small area

(e.g., 1 cm2) are used and tested in a relatively short time

within �2 weeks under accelerated conditions, whereas

larger coupons, several times 10 cm2, are required in pilot

plant tests that typically last for at least a fewmonths. During

plant operation, a much larger surface of the plant is exposed

to the corrosive environment during longer operation times.

For instance, the surface area of heat exchangers installed in

a plant is in the range of 105–106 cm2 depending on the type

and design. For such a huge surface area, regular inspection

is needed to assess operational reliability and to estimate

residual life.

When the coupon size and testing duration in the labo-

ratory test are each equated to unity, the relative size of the

coupon and the relative duration of the pilot plant test

might be in the range of 10–102 and 10–103, respectively,

as indicated in Table 27.6. Differences in size as well as in

duration between the laboratory test and the field examina-

tion are extremely large and in the range of 104–106 and

104–105, respectively, because plant operation is normally

expected to last for>20 years. For this reason, one should be

cautious in extrapolating laboratory data directly to design

or to prediction of life or residual life of plants [22].

D2. Three Types of Extreme-Value Distribution

Fortunately, a method for bridging the large difference in

space and time mentioned in Section D1 is provided by the

FIGURE 27.9. Model patterns of pit distribution (regular, random, and clustered), which have same

rating number.
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statistical theory of extreme values, the theoretical basis of

which was well established in the 1950s. A comprehensive

treatment of the statistical theory of extreme values has been

given by Gumbel [23, 24], who showed examples of applica-

tions of extreme value statistics to various fields, including

the analysis of the maximum pit depth of a corroded steel

pipe. According to Gumbel [23, 24], the extreme value

distribution can be reduced to three types of asymptotic

distributions for an infinite number of samples, and which

of the three types applies in a given situation depends on the

initial distribution:

Type I FðxÞ � exp½ � expð� xÞ� Gumbel distribution

ð27:16Þ
Type II FðxÞ � exp½ � x� kÞ Caucy distribution

ð27:17Þ
Type III FðxÞ � exp½ � ðv� xÞk� Weibull distribution

ð27:18Þ

Each type has two distributions, one for the largest and one

for the smallest, so that six asymptotic extreme-value dis-

tributions exist. Of these six distributions, however, type I for

the largest value and type III for the smallest value are most

often observed in corrosion and are called the Gumbel and

Weibull distributions, respectively.

D3. Generalized Extreme-Value Distribution

When corrosion data for the maximum or minimum value

are collected, one must decide which type of extreme-value

distribution should be fitted to the observed data. For this

purpose, several methods for testing the closeness of fit are

proposed, including the chi-square test, the Komologorov–

Simirnov test, the correlation coefficient test, and others.

Recently, a generalized extreme-value (GEV) distribution

was introduced for the closeness-of-fit test. The GEV dis-

tribution was introduced first [25] in meteorology for ana-

lyzing rainfall and other data. The probability function of

GEV is given by

FðxÞ ¼ exp � 1� kðx� uÞ
a

� �1=k( )
; kx � aþ uk

ð27:19Þ

where u and a are the location and scale parameters, respec-

tively, and k is the shape parameter, which has a unique

property to indicate the type of distribution by the sign and

the absolute value as follows:

k ¼ 0 Type I k < 0 Type II k > 0 Type II

ð27:20Þ

In most cases, k is in the range � 1
2
< k < 1

2
, and x has an

upper or lower bound of uþa=k for k> 0 or k< 0. Laycock

et al. [13] found that the distribution of pit depth on Type

316L stainless steel obeys type III for the largest value,

because k¼ 0.401> 0. The presence of the upper bound in

the type III distribution for the area dependence is useful in

rationalizing the physical model of pit initiation and growth

because the existence of a limiting depth with increase of

surface area is more realistic.

D4. Extreme-Value Statistics for Estimating

Maximum Pit Depth

Extreme-value statistics using the Gumbel distribution is

quite useful for estimating the maximum pit depth and its

dependence on surface area [26–30]. A standardized proce-

dure [30] has been proposed for analyzing the maximum

pit depth distribution using the Gumbel distribution and the

concept of the return period, in order to estimate the max-

imum depth of pits over the larger surface area from which

specimens of small area are extracted.

The Gumbel distribution is expressed as

FðxÞ ¼ exp �exp � x� l
a

� �� �
ð27:21Þ

TABLE 27.6. Relative Ratio in Surface Area and Failure Time Expected in Laboratory Tests,

Pilot Plant Tests, and During Plant Operation

Laboratory

Test

Pilot Plant

Test

Inspection

at Plant

Failure Life

Estimation

Steel maker a b

Plant fabricator b a b

Plant user b a a

Surface area ratio 1 10–102 104–106

Failure time ratio 1 10–103 104–106

aMainly concerned.
bSecondary concerned.
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whereF(x) is the cumulative probability of pit depth,x, and l
and a are the location and scale parameters, respectively.

The probability density function, f(x), is given by

f ðxÞ ¼ ð1=aÞexpf�ðx� lÞ=a� exp½ �ðx� lÞ=a�g
ð27:22Þ

The reduced variate, y,

y ¼ x� l
a

ð27:23Þ

is introduced, and then

y ¼ �lnf�ln½FðyÞ�g ð27:24Þ

is used for constructing Gumbel probability paper. The

Gumbel probability paper shown in Figure 27.10 is con-

structed with values of y scaled on the vertical axis and the

associated cumulative probabilities, F(y), calculated from

Eq. (27.24) on the same axis. Values of the extremevariate, x,

are plotted on the horizontal axis using an arithmetic scale.

Then the cumulative probability, F(x), of variate, x, obeying

the extreme value distribution can be plotted as a straight

line on Gumbel probability paper. Plotting position for the

cumulative probability can be calculated simply by

FðyÞ ¼ 1� i

1þN
ð27:25Þ

where i is the ith position of the ordered values of x, in

descending order, and N is the total number of samples.

Plotting y as a function of x yields a straight line, and its slope

is 1/a, and the intercept at y¼ 0 gives l.
For the pit depth distribution, the return period, T, is

defined as

T ¼ S

s
ð27:26Þ

where S is the surface area of the object, such as the tank plate

to be examined, and s is the area of the small specimens that

are sampled randomly from this object. Then the return

period, T, is a size factor. The return period is defined as

T ¼ 1

1�FðyÞ ð27:27Þ

and y can be correlated with T as follows:

y¼ � lnf� ln FðyÞ½ �g ¼ � ln

�
� ln

�
1� 1

T

��
¼ lnðTÞ when T > 18

ð27:28Þ

Then the opposite side to the y axis can be scaled as theT axis,

as shown in Figure 27.10. The value of x at a given T is the

maximum pit depth, xmax, for the T times larger surface area,

S, compared with the small sample area, s.

An example of plotting the pit depth data is shown in

Figure 27.10. In an atmospheric exposure test, 10 sheets of

painted steel having 50� 50-mm2 area were exposed for

13 years. After the test, pits with various sizes and depths

were found on the sheets. The maximum pit depth was

obtained from each sheet and was tabulated in the second

column of Table 27.7 in descending order. The third column

lists the plotting position calculated by Eq. (27.25). Plotting

the data points, [xi, F(x)], results in the line shown in

Figure 27.10. The parameters of the distribution can be

assessed from the slope and intercept, a¼ 0.139 and

l¼ 0.133, respectively. The maximum depth on the surface

area that is 100 times larger than the area of the sheet

specimens is estimated to be xmax¼ 0.773mm, which is

obtained from the intersection of the linear plot of the

distribution and the T¼ 100 line.

Instead of this graphical estimation of the parameters,

more reliable estimates of a and l can be obtained by using

the MVLUE (minimum variance linear unbiased estimator)

method, the maximum likelihood, and the method of

moments. Of these three methods, the MVLUE method,

discussed by Lieblein [31], is found to be more efficient and

FIGURE 27.10. Probability plot of distribution of pit depth in

samples of small area on Gumbel probability paper, from which

maximum pit depth for larger surface area can be estimated.
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unbiased for small size samples. The MVLUE estimator can

be calculated by

l ¼
X

aiðN; nÞxi; a ¼
X

biðN; nÞxi ð27:29Þ

where ai (N,n) and bi (N,n) are weights for each sample

depending on the sample size, N, and truncated number, n,

which are tabulated in the table up to N¼ 23 [29] or the table

given by Tsuge [32] up to N¼ 45. Again the example for

estimation of the parameters using the MVLUE method is

shown in Table 27.7. The fourth and fifth columns list the

values of the weight, ai (N,n) and bi (N,n), respectively. The

sixth and seventh columns list the calculated values of ai (N,

n)xi and bi (N,n)xi, respectively, summation of which gives

the parameters estimated by the MVLUE method, shown

below Table 27.7. There is good agreement between the

values obtained by graphical estimation and by the MVLUE

estimation.

The mode, l, of the pit depth distribution for the small

specimen is obtained by the MVLUE estimation mentioned

above, and then themode,xmax, for the T times larger surface,

S, is estimated by

xmax ¼ lþa lnðTÞ if T > 18 ð27:30Þ

The perforation probability, Pp, of the maximum pit through

the wall thickness, d, is given by

Pp ¼ 1� exp �exp � d � lþ a lnðTÞ
a

� �	 
� �� �
ð27:31Þ

The above procedure does not include assessing the

closeness of fit of the distribution obtained to the Gumbel

distribution, but the closeness of fit can be assessed using

the Kolmogorov–Smirnov or chi-square test if needed.

Another convenient method [35], using the GEV of

Eq. (27.19), can be utilized for comparing the fit of the

distribution to the Gumbel distribution because the shape

parameter, k [33], defines the type of distribution, as

indicated in Eq. (27.20).

The maximum pit depth, xmax, and the perforation prob-

ability, Pp, can be estimated using the procedure in the

manual method or the MVLUE program of EVAN [34],

which operates with MS-DOS, and EVAN-II [35], which

operates with Microsoft Excel. If further applications are

intended under a variety of conditions, some problems and

questions will arise (e.g., how to collect sample data for the

object, how to decide on the small sample area, s, for the large

area, S, of the object, and how many samples to use).

A procedure to determine the suitable number of samples

was developed [30] using the T versus N curve derived from

a concept of variance control.

The weights, A, B, C, of variance, V,

V ¼ a2½AðN; nÞy2 þBðN; nÞyþCðN; nÞ� ð27:32Þ

are also found in the table [29, 31, 32], so that variance can be

calculated as a function of N and y or T. At a constant

variance, a relation between N and T can be determined. On

this basis and with accumulated experience, a recommended

procedure for the analysis has been proposed [30, 36]. The

first requirement is that the values either should be measured

under the same corrosion conditions or should be separated

into groups based on knowledge of corrosion if data are

collected under different conditions. Second, the area of

the small sample, s, should be chosen so as to include

multiple pits. Then T is calculated by T¼ S/s from S, which

is given, and N is decided from the T versus N curves at the

given ratio of l/a. The ratio of l/amust be known before the

analysis but fortunately can be estimated from previously

accumulated data.

TABLE 27.7. Work Sheet for Plotting Pit Depth Data on Gumbel Probability Papera,b

i xi (mm) F(xi)¼ 1 � i/(1 þ N) Ai (N, n) bi (N, n) ai xI bi xi

1 0.6 0.9091 0.00063 0.115279 0.000378 0.069161

2 0.4 0.8182 0.01432 0.11979 0.005728 0.047915

3 0.3 0.7273 0.03046 0.11420 0.009137 0.034261

4 0.2 0.6364 0.04926 0.10060 0.009851 0.020120

5 0.2 0.5455 0.07137 0.07852 0.014274 0.015705

6 0.2 0.4546 0.09790 0.0046027 0.019579 O.009205

7 0.1 0.3636 0.13065 �0.000884 0.013065 �0.00009

8 0.1 0.2727 0.60542 �0.573523 0.060542 �0.05735

9 0 0.1818

10 0 0.0909

aPit depth data were obtained from the painted steel sheet after a 13-year exposure test.
bLocation parameter l¼P

ai; xi¼ 0.1326. Scale parameter: a¼P
bi; xi¼ 0.1390.
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D5. Weibull Distribution for Analyzing SCC

Failure Time

The third type of extreme-value distribution for the smallest

value, the Weibull distribution,

FðtÞ ¼ 1� exp � t� g
h

� �m� �
ð27:33Þ

can be fitted to the failure life distribution by SCC, where g ,
h, and m are the location, scale, and shape parameters,

respectively. This third type of asymptotic distribution for

the smallest value can be transformed to the first type for the

largest value; that is, Eq. (27.21), by changing 1 � F(t) to

F(z) and by introducing the following reduced variate:

X ¼ lnðt� gÞ z ¼ X� l
a

ð27:34Þ

The same MVLUE method used for Eq. (27.21) can be

utilized to estimate the parameters of Eq. (27.33) because

the following relations exist between the parameters of both

distributions:

l ¼ lnðhÞ a ¼ 1

m
ð27:35Þ

The above-unified procedure for estimating parameters of the

Gumbel and Weibull distribution was coded as a computer

program, EVAN [34].

The lifetime duringwhich SCC is the failuremodevaries a

great deal and, in the past, was analyzed using a lognormal

distribution [7, 21] in case of aluminum alloys, stainless

steels, and steel wire. More recent analysis, however, has

been based on theWeibull distribution [37, 38], including the

exponential distribution, because the Weibull distribution

can be fitted to various types of distribution by adjusting the

shape parameter. The shape parameter, m, is an important

parameter because it controls the shape of the probability

density function, f(t), and also the failure rate, l(t), as shown
below:

f ðtÞ ¼ dFðtÞ
dt

¼ mðt� gÞm�1ðhÞ�m
exp � t� g

h

� �m� �
ð27:36Þ

lðtÞ ¼ f ðtÞ
1�FðtÞ ¼ mðhÞ�mðt� gÞm�1 ð27:37Þ

In reliability engineering [2], a bathtub-shaped mortality

curve for describing failure time is widely used to illustrate

the failure mode, which is controlled by the shape parameter,

as shown in Figure 27.11. The first period, or mode, shows a

decreasing failure rate with time and is called an early failure

mode. Themiddle part, with a constant and lower failure rate,

is a chance failure mode. The final stage, in which the failure

rate increases with time, indicates a wear-out mode.

For austenitic stainless steel [39] in boiling MgCl2 solu-

tion, applied stress causes transgranular stress corrosion

cracking and changes the distribution of failure time, as

shown in Figure 27.12. The effects of applied stress on the

parameters of the distribution are summarized in Fig-

ures 27.13(a) and (b) [39]. With decrease in applied stress,

the single distribution changes to a complex one consisting of

two distributions, the first distribution of which changes its

slope, approaching unity, whereas the second has a constant

slope of unity. Both distributions have a trend to approach the

chance failure mode with decrease in applied stress.

An opposite shift of the slopewith applied stress, however,

was reported by Clarke and Gordon [12], who measured the

failure time distribution of intergranular stress corrosion

cracking (IGSOC) of sensitized Type 304 stainless steel in

high-temperature, high-pressure water, simulating the

boiling water reactor (BWR) environment, as shown in

Figure 27.14 [12]. The Weibull plot shifts to longer time

with decreasing applied stress, but the steeper slope occurs at

the lower stress. This change in the shape parameter suggests

a change in the mechanism of SCC. It is interesting to note

that the actual field data of SCC of steam generator rubes

in nuclear power plants [40] obeys the Weibull distribution,

and the shape parameter was found to be 4.2, as shown in

Figure 27.15. This analysis indicates that the SCC failure of

the plant was in the final stage, in wear-out mode, so that a

remedy such as plugging or replacement was required for

safe operation.

E. RELIABILITY ASSESSMENT AND

PROBABILITY DISTRIBUTION

As discussed in Section D5, the distribution of failure life of

SCC is expressed as a function of experimental conditions,

FIGURE 27.11. Bathtub curve for the change of failure rate with

time, showing early failure, chance failure, and wear-out failure

mode.
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such as applied stress, chloride concentration, oxygen con-

centration, and so on. If factors that affect failure time are

expressed simply as stress, then the shift of the distributions

with stress can be illustrated schematically, as shown in

Figure 27.16. The laboratory test at the higher stress level

produces a series of short failure time data, the distribution

of which is located in the left and shorter time region. The

distribution of field failure time is located in the extended

time region shown on the right side. Usually, the distribution

of the field failure life cannot be established because failure

time data are very limited. For quantitative estimation of

failure life or for assessing reliability in the field, the distri-

bution at each level of stress is estimated. Alternatively, if the

distribution is known as a function of stress, extrapolation to

lower stress levels can provide the estimated distribution of

the field failure time.

Three postulated changes of the distribution plotted on

Weibull probability paper are illustrated in the small insert

figures in Figure 27.16. Stress corrosion cracking of stainless

steels in MgCl2 solution, shown in Figure 27.12, is an

example of case (b), and the slope of the distribution likely

approaches unity with decrease in stress.

Murata [41] reported the distributions of delayed fracture

of high-tension bolts tested in the laboratory as well as in

FIGURE 27.13. Median failure time and shape parameter of Weibull distribution as function of

applied stress.

FIGURE 27.12. Probability plots of SCC failure time of stainless steel onWeibull probability paper.
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atmospheric exposure over a period of 9 years. The results

obtained for SNCM 23A (AISI-SAE4320) steel bolts in the

exposure test were plotted in Figure 27.17 [41]. Distributions

shifted to longer failure times in sea, coastal, industrial, and

rural exposure, in that order. The small shape parameterwas a

specific feature of the sea exposure. In order to compare these

atmospheric exposure test results, the laboratory-accelerated

tests were carried out using high-temperature and high-

humidity environments. The mean failure time of the accel-

erated test was found to be 10 times shorter than the field

exposure test, and the shape parameter was almost the same

as in the field exposure test [41].

Atmospheric exposure can be simulated by the high-

temperature and high-humidity accelerated test because of

the similar shape parameter, but failure in sea immersion

cannot be simulated because of the large difference in the

shape parameter.

Stress corrosion cracking of stainless steel heat exchanger

tubes using industrial water as coolant is a problem in the

chemical industry. Failure causes and failure life data have

been analyzed [42]. It has been established that both the

chloride concentration and the wall temperature are control-

ling factors causing SCC failures. Conditions to avoid SCC

have been recommended based on the data collected. In

FIGURE 27.15. Weibull probability plot of service life of steam generator tubes operated in French

nuclear power plant.

FIGURE 27.14. Probability plots of IGSCC failure time on Weibull probability paper, showing

different dependence of shape parameter on applied stress compared with data in Figure 27.13.
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addition, the distribution of failure life of 442 cases reported

from 19 plants has been analyzed. The failure life data that

were grouped based onwall temperature obey an exponential

distribution, as illustrated in Figure 27.18 [42]. The vertical

axis is the hazard function, H(t), which is defined as

HðtÞ ¼ ln½1�FðtÞ� ð27:38Þ

or

FðtÞ ¼ 1� exp½ �HðtÞ� ð27:39Þ
The hazard function was calculated by summation of the

failure rate, h(t), at each time

HðtÞ ¼
X

hðtÞ ð27:40Þ

FIGURE 27.17. Weibull probability plots of SCC failure time of high-strength steel bolts exposed

under various environmental conditions.

FIGURE27.16. Distribution curves of failure time observed in various environments, at which stress

level increases with severity of environment. Three different modes in the change of the distribution

are shown in the insert.
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The exponential distribution has the form of

FðtÞ ¼ 1� exp
t� l
a

� �
ð27:41Þ

which is reduced from theWeibull distribution atm¼ 1. The

slope of the line provides the failure rate, which is constant

during the lifetime, but depends on the wall temperature, as

shown in Figure 27.18.

The field data for the SCC failure time distribution are

valuable because they provide a basis for comparison with

the laboratory distribution. An example for estimating the

accelerating factor of the laboratory test is shown in

Figure 27.19 [43], in which the failure time distributions

of Type 304 stainless steel under various conditions, includ-

ing the field failure time distribution [42], are plotted on

Weibull probability paper. Every distribution obeys the

Weibull distribution, and the slope decreases from m¼ 3.41

to m¼ 1.0 while the mean failure time increases, indicating

the change of failure mode from the wear-out to the chance

failure mode. By comparing the medians of the distributions,

it can be concluded that the most severe testing condition,

using a boiling concentrated MgCl2 solution, accelerates the

SCC of stainless steel by a factor of 104 compared to the field

failure life [42].

FIGURE27.19. Comparison of cumulative probability distributions of SCC failure time of Type 304

stainless steel obtained under various conditions.

FIGURE 27.18. Hazard plots of SCC failure time of stainless steel tubes for beat exchangers using

industrial water in chemical industry.
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E1. Quantitative Assessment of SCC Failure by

Reliability Test

In Section E, a value of the acceleration factor was estimated

by comparing the medians of the distributions. It may be

required, however, to estimate more reliably quantitative

values for the failure life of systems or materials that need

a high level of reliability. For this purpose, Post et al. [44]

developed a statistical procedure by assuming that the failure

life of sensitized Type 304 stainless steel due to IGSCC in

the BWR-simulated environment obeys a lognormal

distribution.

Figure 27.20 [38] illustrates schematically a procedure

using the accelerated test to verify the reliability of a newly

developed alloy or an alternative welding method, by com-

paring with the current materials that are susceptible to SCC.

When both distributions for a reference alloy and an alter-

native alloy obey the lognormal distribution with the same

variance (s2
X ¼ s2

A), as shown in Figure 27.20(a), the im-

provement factor, F, is defined as

lnðFÞ ¼ mA �mX ð27:42Þ

where mA and mX are the log-mean failure time of the

alternative alloy A and the reference alloy X, respectively.

The factor, F, depends on testing time, t, the number, n, of

specimens tested, and the level of reliability, b, being

expressed as

lnðFÞ ¼ lnðtÞ�mX �sX K ln A þb
1

nX þK2
2nA

� �1=2
" #

ð27:43Þ

where K1nA and K2nA are the coefficients for the mean and

standard deviation of the smallest value distribution of

sample size n, and their numerical value can be found in

the Rankit table [29].

As shown in Figure 27.20(b), the same equation could be

applicable to determine the accelerating factor, L, of the

laboratory test over the field failure:

lnðLÞ ¼ mX �m0
X ð27:44Þ

where mX andm0
X are the log-mean failure times of alloy X in

the laboratory test and in the actual field, respectively.

For Weibull distributions, a similar procedure could be

used for comparing two distributions with the same shape

parameter (mA¼mX¼m):

lnðFÞ ¼ lnðtÞ�mX þ 1

m

� �
ln nA � ln lnð1�bÞ½ � ð27:45Þ

Akashi [10] found that the distribution of SCC failure times

in the laboratory obeys the exponential distribution ex-

pressed by Eq. (27.41) and the a/l ratio is almost constant.

FIGURE 27.20. Schematic illustration of reliability test for assessing acceleration factor based on

statistical procedures.
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In this case, the condition of (aA/lA¼aX/lX¼a/l) is

fulfilled and

lnðFÞ ¼ lnðtÞ� lnðlXÞ� ln 1� a=l
nA

� �
lnð1�bÞ

� �
ð27:46Þ

can be used for evaluating the improvement factor, F.

F. CONCLUDING REMARKS

The corrosion probability concept is important and useful for

analyzing the highly variable data that are often observed in

laboratory corrosion tests and in field failures. Statistical

procedures are not very familiar to many corrosion engineers

and scientists who have been educated in electrochemical

disciplines. Use of statistics is essential when data on local-

ized corrosionmust be evaluated. The easiest and fastest way

to learn statistical procedures is to plot, on probability paper,

your own data that are already stored in your filing cabinet or

in your computer.
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A. INTRODUCTION

The successful use of ceramics to solve material problems

involving severely corrosive conditions at high temperatures

covers a wide range of applications and industries.

This chapter is focused on the corrosion of (i) industrial

refractories for heat and mass confinements in combustion,

chemical, metallurgical,materialsmanufacturing, and related

processes and (ii) structural ceramics that substitute for

high-temperature metallic alloys in, for example, gas turbine

components in the automotive and aerospace industries and

in heat exchangers in various segments of the chemical and

power generation industries.

Refractories and structural ceramics are generally thought

to be inert and corrosion resistant, as compared to metallic

alloys, and they are, relatively so, at room temperature, under

dry atmosphere, over long time intervals. With increasing

temperatures and specific chemical, mechanical, and physical

gradients, the propensity to degradation increases rapidly.

Degradation, deterioration, decomposition, and wear are

all words used to describe corrosion of these materials.

Corrosion of refractories and ceramics is indeed a complex

phenomenon to describe and no single word properly fits.

Corrosion involves a combination of different mechanisms,

such as dissolution and invasive penetration, where diffusion,

grain boundary, and stress corrosion may all be present, and

oxidation–reduction reactions, where absorption, desorp-

tion, and mass transport phenomena all come into play.
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Exhaustive definition of the material, including its micro-

structure and surface characteristics, are always needed as in

any corrosion study. Here one has to realize that refractory

and structural ceramic textures are widely different. Texture

means the spatial arrangement of the different phases (miner-

als and chemicals) from the micrometer level (1mm) up to

10mm. In fact, refractories are multiconstituent solids, with

varying degrees of crystallinity (in many cases with some

glassy phase), with varying degrees of purity (natural and/or

synthetic raw materials) with a wide grain size distribution

(from 1 to 10,000mm) with different grain morphology

(spherical, flat, or elongated), some with highly anisotropic

behavior (many noncubic crystal structures), with inherently

high open porosity, as opposed to structural ceramics that are

finer grained, purer, and denser.

The exponential increasewith temperature in the reactivity

of solids and the use of refractories and structural ceramics

under pronounced thermal gradients make the study of

corrosion of these materials very complex.

A simple, all-encompassing, general theory of corrosion of

refractories and structural ceramics does not exist. The inter-

play between dissolution, penetration, and texture is not

sufficient to take into account all the interactions possible

with so many parameters involved. This complexity may

provide the reason for the shortage of reliable comparative

information on the resistance of ceramics to chemical corro-

sion. Carniglia and Barna [1], on refractories, and McCauley

[2] and Lay [3], on technical ceramics, have provided useful

compilations. In addition, two more recent reviews on cor-

rosion of refractories have become available [3a, 3b].

The last aspect worth mentioning in this introduction is

that corrosion of refractories and ceramics at high tempera-

tures is essentially a chemical rather than an electrochemical

phenomenon. Electrochemical dissolution has been consid-

ered for the corrosion of refractories in glasses and for the

corrosion of oxides (as pure compounds or as minerals) and

ceramics in aqueous media at lower temperatures.

B. CORROSION OF INDUSTRIAL

REFRACTORIES

Having postulated that corrosion of refractories is essentially

the result of a chemical reaction, where the rate-determining

step does not involve electronic charge transfer at the reaction

interface, this section is divided into two parts: the basic

principles and a review of corrosion resistance by broad

classes of materials. Corrosion testing of refractories and

ceramics is considered in Chapter 83.

B1. Basic Principles

To predict the corrosion of refractories in a given environ-

ment, it is worthwhile, first, to consider the concept of

acidity–basicity and, second, to estimate the driving force

for corrosion using themodynamic laws. This should also be

done in two steps: (1) verify the available thermodynamic

data for the thermal stability of each constituent and (2) then

make the appropriate thermodynamic calculations to esti-

mate the free-enthalpy variations, (DG)r, for all possible

reduction or oxidation (redox) reactions that may occur

between constituents themselves and between constituents

and the environment (gases and/or liquids). To understand

the corrosion processes and to select the best refractory for a

specific application, kinetic data are required. The principles

of penetration, dissolution, and spalling will be presented in

the following sections in order to appreciate the particula-

rities of liquids, hot gases, and dusts on corrosion of industrial

refractories.

B1.1. Acid–Base Effects. Onemust consider the chemical

nature of the reactants (S and L or S andG), sincematerials of

dissimilar chemical nature, when in contact, will react,

especially at high temperatures. The chemical nature of the

reactants is best described using the concept of acidity and

basicity, a familiar idea but of limited value since a single

precise understanding of high-temperature acidity and ba-

sicity of all compounds (pure and in solution) has not been

developed.

Silica (SiO2) is the best example of a solid acidic oxide

that should be used in applications where the destructive

materials (liquid or gaseous) are chemically acidic, for

example, coal gasifier ash or iron-making slags or in N2O5

or SO3–SO2 atmospheres, the most acidic gases. Magnesia

and doloma are basic in nature and should be used in

applications where slags or gases are generally basic, for

example, steelmaking slags and liquid clinker melt in the

rotary cement kiln. These generalizations are first approx-

imations that are insufficient in many cases because, in many

industrial processes, the corrosive environment changes from

acidic to basic during the operation. Nevertheless, the first

rule is to make the acid–basic character of the refractory

constituents similar to that of the corrosive fluid (liquids and/

or gases) to increase the corrosion resistance.

The following table lists the acid–base nature of various

compounds:

From most acidic

Gases N2O5(g) Solids SiO2 FeO

SO3(g) TiO2 NiO

SO2(g) ZrO2 MnO

CO2(g) Fe2O3 MgO

B2O3(g) Cr2O3 CaO

V2O5(g) Al2O3 Na2O (s or g)

K2O (s or g) to

most basic

Silica, zirconia, alumina, magnesia, and lime are the most important binary

oxides in refractories.
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B1.2. Thermodynamic Calculations. The second

approach to predict the corrosion resistance of industrial

refractories is to make the appropriate thermodynamic

calculations, to evaluate the thermal stability of each con-

stituent, to consider themelting and dissolution behavior, and

finally to assess redox potentials.

B1.2.1. Thermal Stability Prior to Melting. Several poly-

morphic transitions may occur that change the microstruc-

tural integrity of the solids, as they are being heated, some

reversible and some irreversible, with some well-known

disruptive transformations, as for silica or zirconia. Other

transitions are the decomposition of mixed oxides (e.g.,

ZrSiO4 ! ZrO2 þ SiO2), the devitrification of glassy

phases, and the crystallization of high-temperature phases

for amorphous or poorly crystallized ones (e.g., the graph-

itization of carbon). For such modifications, large volume

variations may occur, creating sufficiently large compres-

sive, tensile, or shear forces to cause microcracks, and hence

porosity, an important aspect of the corrosion of refractories.

Other volume changes or debonding may occur due to

thermal mismatch when solids are heated. All noncubic-

lattice refractory compounds, for example, Cr2O3 (hexago-

nal), Fe2O3 (trigonal), and ZrO2 (monoclinic), are suscepti-

ble to disruptive intercrystalline debonding since they exhibit

thermal expansion anisotropy. Another cause of debonding is

the juxtaposition of two constituents of different properties,

such as different thermal expansion coefficients (e.g., alu-

mina–mullite, mullite–silica, and magnesia–chromite). In

fact, in most refractories, phase boundary microcracking can

be expected.

B1.2.2. Melting Behavior and the Use of Phase Diagrams.

It is still often the case that constituents of refractories are

subjected to higher temperatures in service than those at-

tained during their previous history. Frequently, refractories

cannot be regarded as being at equilibrium, and it is useful to

calculate the amount of liquid that theymay contain at a given

temperature. For this purpose, one uses thermodynamic

principles (e.g., minimization of energy techniques for mul-

ticomponent systems) like the SOL/GAS mix protocol and

the phase rule, and all data available on the thermodynamics

of solutions as well as on the thermodynamic properties of

the pure compounds under stable and metastable conditions.

For many years, compositions of refractories were limited

to individualminerals asmined.With time, it was recognized

that nature did not proportion the oxide contents of the

minerals in the most suitable ratio for optimum refractory

performance. As pure oxide became available and affordable

in terms of cost (first alumina, thenmagnesia), improvements

in performance and, in particular, corrosion resistance

became possible. The use of phase diagrams was then

recognized as a very good research tool to accelerate such

improvements.

Phase diagrams are used to design refractories and to

understand the role of slags (of the same nature as the liquid

phase formed in the refractories). The early book by Muan

and Osborn [4] is a requirement for new researchers in this

field and the reviews by Kraner [5], on phase diagrams for

fired refractories, and by Alper et al. [6], on fusion-cast

refractories, are also important. Phase equilibria in systems

containing a gaseous component, in particular the effects of

oxygen partial pressure on phase relations in oxide systems,

have also been examined. The relative importance of these

issues has greatly increased with the advent of the so-called

carbon-bonded refractories, magnesia–dolomite and

alumina-based systems with carbon and graphite. Also, the

roles of oxycarbides, oxynitrides, and sialons as well as

metals and alloys in refractories have been documented.

These aspects will be treated in the following paragraphs

and sections.

In general, the corrosion resistance of a refractory is high

if formation of low-melting eutectics and of a large amount of

liquid can be avoided. Phase diagrams can be used to predict

the formation of these phases.Of course, the better the system

is defined, the easier it is to make an accurate prediction.

There are, nevertheless,many limitations; for example, phase

diagrams are readily available for no more than three con-

stituents, while in practical cases for magnesia or dolomite

basic refractories one needs to characterize the CaO–MgO–

FeO–Fe2O3–Al2O3–Cr2O3–SiO2 system. Rait [7] and

White [8] offered a comprehensive treatment of the phase

assemblages in such a system. A particularly important

feature is the CaO/SiO2 ratio and its effect on the quantities

of low-temperature phases to be expected. This ratio is

related to the acid–base effect described earlier.

According to Carniglia and Barna [1], the importance in

understanding the progressive thermal softening,weakening,

and ultimate destruction of refractories cannot be over-

stressed. It should be clear that themaximum feasible service

temperature of a refractory has to be confirmed by (i) its

lowest germane eutectic and themelting temperature thereof;

(ii) how much liquid is produced at that temperature;

(iii) and how rapidly the amount of liquid increases with

increasing temperature above this. All these characteristics

are linked to the appropriate phase diagrams and the appli-

cation of the lever rule.

B1.2.3. Oxidation and Reduction Behavior. As for melt-

ing, or solid–liquid reactions, the thermodynamic calcula-

tions of gas–solid reactions are a powerful tool for describing

the stability of refractory materials, in particular, the carbon-

containing refractories that are very widely used. Gas–Solid

reactions are important not only for dealing with the direct

oxidation of carbon in air but also for evaluating the reduction

of aggregates (MgO, Al2O3, SiO2, etc.) by carbon (indirect

oxidation of carbon) and the role of the antioxidants, being

more reducing than carbon in most systems. A powerful use
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of thermodynamics is to assess the oxidation–reduction

behavior of refractories and ceramics by carrying out equi-

librium calculations. It is possible to study multicomponent

systems using elaborate computer codes, such as Chem Sage

or Solgasmix [9, 10]. Graphical displays, such as Ellingham

diagrams and volatility and predominance diagrams, are

often used to describe the simplest systems of the type

S1 þ G1 ! S2 þ G2 [11, 12]. For the Ellingham diagrams,

all the condensed phases of the reactions are assumed to be

pure phases and therefore at unit activity, but deviations from

unit activity are very common, and corrections must be

applied. Predominance diagrams and volatility diagrams are

graphical representations in which the gaseous products

are considered at various nonstandard conditions, and these

diagrams are used for complex systems involving several

gases (e.g., metal–oxygen–carbon–nitrogen under a wide

range of partial pressures). These diagrams, the equivalent

to Pourbaix diagrams for studying corrosion of a solid in

aqueous media, are used to predict the direction of reactions

and the phases present.

From thermodynamic calculations, it is possible to

explain why and how redox cycling is harmful to any

refractory containing iron oxides as impurities, how the

reduction of magnesia to magnesium gas and the reoxidation

to MgO can be used with great advantage for MgO–carbon

bricks (a destruction–reconstruction mechanism that leads to

the dense zone magnesia formation theory), how nonoxide

refractories (and nonoxide structural ceramics) without ex-

ception are subject to high temperature oxidation, and finally

how, in the presence of alkalies, refractory chromites (Cr3þ )
can be oxidized in part to toxic chromates (Cr6þ ). The alkali
chromites (Na2Cr2O7 or Na2CrO4) are water leachable and

present, therefore, an environmental contamination risk in

disposal sites.

B1.3. Kinetic Considerations. Penetration, dissolution,

and spalling are the most important phenomena that control

the kinetics of the corrosion of industrial refractories. They

apply as well to the solid(S) þ liquid(L) reactions as to the

solid(S) þ gas(G) reactions.

Liquids can be either slags or fluxes, molten salts or

molten metals, each presenting their own peculiarities. Slags

are characterized by their basicity–acidity ratio (CaO–SiO2

ratio either greater or less than 2 : 1) and fluidity or viscosity

(verymuch a function of temperature and overheat,measured

by DT¼ Tservice–Tmelting of the lowest melting eutectic

compound in the system). Molten salts are known for their

low-melting temperatures, high fluidity, and high fugacity

(high volatility of alkalies). Molten metals are less reactive

toward refractories but are not inert.

The solid refractory material, S, has already been defined

as a multiphase material having a texture with intricate

surface properties, most often used under a thermal gradient

and usually containing some inherent amount of liquid (‘)

at the hot face, where ‘ may be equivalent to L in terms of

affinity.

Various hot gases, reactive or nonreactive, with or without

dusts, are represented by G. The reactivity of G can be

determined starting with the acid–base series, noting that

the strongest acids and bases are volatile, and by using

thermodynamic data in predominance and volatility

diagrams.

B1.3.1. Penetration. It is useful to distinguish between

physical penetration and chemical invasion. Physical pene-

tration, without dissolution at all, occurs when a strictly

nonwetting liquid is forced into the pores of a solid by gravity

or external forces. Chemical invasion occurs when dissolu-

tion and penetration are tied together. Both physical and

chemical penetration are favored by effective liquid–solid

wetting and by low-viscosity liquid. Silicates, particularly

silicate glasses, are usually viscous, simple oxidic com-

pounds, and basic slags are less viscous, and halides and

elemental molten metals are, in general, the most fluid

liquids.

Penetration is the result of an interplay between capillary

forces (surface tension), hydrostatic pressure, viscosity, and

gravity. Mercury penetration in a capillary glass tube is the

best example of physical penetration. The rate of penetration

in a horizontal pore, d‘=dt, with a pore radius r is given by the
following expression:

d‘

dt
¼ rg‘gcos u

4h‘

where g‘g is the surface tension of mercury in air, q the

wetting angle of mercury on the glass wall, and h the

viscosity of the penetrating liquid (Hg) over a length ‘ at

time t. This expression is valid only at constant temperature,

whereas g‘g and h are liquid properties greatly influenced by

temperature. Such an equation has often been used to

describe the penetration of liquids in refractories without

distinction between physical and chemical invasion. How-

ever, in the case of chemical invasion, the penetration–

dissolution causes changes in composition (which, in turn,

affect the values of g‘g and h) and changes in porosity

geometry.

When the pore size distribution is narrow (i.e., pores of the

same size), penetration and filling of the porosity by capil-

larity produce a relatively uniform front moving gradually

from the hot face and remaining parallel to it.When pore size

distribution is wide (i.e., very large and very small pores) or

when open joints, cracks, or gaps between bricks in a

refractory wall are accessible at the hot face, rapid and

irregular liquid intrusion does occur. There are many pene-

tration paths in a refractory, and the texture of the material is

of primary importance; it is important to distinguish between

interconnected versus isolated porosity, between open and
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total porosity, pore sizes, and unbounded boundaries between

grains (aggregates and/or matrix) due to thermal mismatches

during heating.

For a given temperature gradient, the pertinent eutectic

temperature of the penetrating liquid determines its maxi-

mum liquid penetration depth.

B1.3.2. Dissolution. The simplest case of pure dissolution

is to consider the following reaction: S1 þ L1 ! L2, where

L2 is a solution L1 þ S1, S1 having a continuous surface with

no infractuosity.

A general equation useful to describe such a dissolution

process is

j ¼ K 1þK
d

D

� �� 1
( )

ðCsat �C1Þ ð28:1Þ

where j is the rate of dissolution per unit area at a given

temperature T ; K is the surface reaction rate constant; d is

the thickness of the boundary layer in the liquid phase;Csat is

the concentration of the dissolving solid, in the liquid, at

the interface;C1 is the concentration of the dissolving phase

in the bulk of the liquid; and D is the effective diffusion

coefficient in the solution for the exchange of solute and

solvent.

The parameter d is further defined by the expression

d ¼ Csat �C1
dc=dy

ð28:2Þ

where dc/dy is the concentration at the interface.

The dissolution rate j may be visualized as the ratio of a

potential difference (Csat � C1) divided by a resistance

term:

K � 1 1þ Kd

D

� �

Three different cases will be briefly treated.

1. When K>�D/d—that is, when the chemical reaction

takes place so rapidly at the solid–solvent interface that

the solution is quickly saturated and remains so during

the dissolution process. In this case, the dissolution

rate, j is controlled by mass transport. Equation (28.1)

reduces to Eq. (28.3):

j ¼ D

d
ðCsat �C1Þ ð28:3Þ

The transport process is enhanced by convection

due to density differences between bulk and saturated

solution (natural convection) and/or by the

hydrodynamics of the system under forced convection.

Expressions for the boundary layer d have been derived
from first principles for both natural (or free) and

forced convection for a variety of simple geometries,

and Eq. (28.3) has been validated many times. This

process is often called direct dissolution.

2. When K�<D/d— that is, when the dissolution rate is

phase boundary controlled as opposed to mass trans-

port controlled. Equation (28.1) reduces to Eq. (28.4):

j ¼ kðCsat �C1Þ ð28:4Þ

The phase boundary reaction rate is then fixed by

the movement of ions across the interface and hence is

governed by molecular diffusion. The effective diffu-

sion length over which mass is transported is propor-

tional to (Dt)1/2, and therefore, the change in thickness

of the specimen, proportional to the mass dissolved,

varies with t1/2. This process is often called indirect

dissolution.

3. When K’D/d, both phase boundary and mass trans-

port are controlling. In this case of mixed control,

the potential difference (Csat � C1) can be seen as

divided into two parts: Csat � C� is the part that drives
the phase boundary condition, and C� � C0, the part

that drives the transport process, so as to keep the

dissolution rates for each process equal.

The dissolution rate is extremely temperature sensitive,

largely determined by the exponential temperature depen-

dence of diffusion, and can be expressed by the equation

jT ¼ A exp �B
1

T
� 1

T1

� �� �

where A is the dissolution rate at temperature T1 and B is a

model constant.

In most practical dissolution problems, the reaction of a

solid in a solvent leads to a multicomponent system; no

longer is the chemical composition defined by a single

concentration nor is there a single saturation composition

at a given temperature; instead of pure dissolution the

reaction is of the type S1 þ L1 ! L2 þ S2, the formation

of S2 causing the interface composition to change.

For porous solids such as refractories, with open porosity

andwithmatrixmaterials being fine and highly reactive, both

dissolution and penetration occur; hence, most slagging

situations involve chemical attack of the matrix or low-

melting constituent phases, which disrupts the structure and

allows the coarse-grained aggregates to be carried away by

the slagmovement.When penetration ismore important than

dissolution, another mechanism of degradation needs to be

considered: structural spalling.
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B1.3.3. Structural or Chemical Spalling. While spalling is

a general term for the cracking or fracture caused by stresses

produced inside a refractory, chemical or structural spalling

is a direct consequence of corrosion penetration. It should not

be confused with pure thermal or pure mechanical spalling.

Structural spalling is a net result of a change in the texture of

the refractory, leading to cracking at a plane of mismatch, at

the interface of an altered structure and the unaffected

material.

When slag penetration does not cause direct loss of

material, the slag does partially or completely encase a

volume of refractory, reducing its apparent porosity (by

sometimes more than one-half), causing differential expan-

sion with the associated development of stresses. As a result,

there is a degradation in material strength and stiffness, the

appearance of microcracks, and eventually totally disruptive

cracks parallel to the hot face of the lining; this is structural

spalling.

Quantification of the mass of spalled materials from the

hot face has been attempted by Chen and Buyakozturk [13],

who combined slag dissolution and spalling effects into one

expression in terms of the residual thickness X and the rate of

thickness decrease. They proposed expressions as a function

of the hot-face temperature TH and the maximum depth of

slag penetration DP, referred to the location of the hot face at

time ti during the (i � 1)th and ith spalling.

The same authors have developed avery interesting notion

to approximate the value of Dp using a critical temperature

criterion; they postulated that, for a given system, slag

penetration occurs only when temperature reaches a critical

value Tc, which could be related to the temperature above

which a certain percentage of liquid phase may still exist in

the refractory (always under a thermal gradient).

B1.3.4. Corrosion by Gases and Dusts versus Liquids. For

corrosion by gases and dusts, the same qualitative relation-

ships are applicable as for gas and liquid penetration into a

refractory, except thatwetting is not a factor. In gas corrosion,

the driving force is the pressure gradient. Gas penetration is

less rapid, in terms of mass, than that of wetting liquids;

reactions do not necessarily commence at the hot face; and

the depth of penetration of gases can be much greater than

that of liquids.

Moving down a thermal gradient, gases may condense

locally to form a liquid, which then may initiate a dissolu-

tion–corrosion process andmigrate still further into the solid;

alternatively, gases may react chemically to form new com-

pounds (liquid or solid). Once condensation has occurred, the

basic criteria for liquid corrosion apply. The condensed

liquid fills the pores and debonds the refractory material,

creating thermal expansion mismatches, weakening, soften-

ing, swelling, and slabbing.

Sulfur dioxide, usually from combustion or smelting

operations, provides good examples of the condensation–

corrosion patterns experienced in practice. Condensation

leads to the formation of sulfate in magnesia at 1100�C, in
lime at 1400�C, and in alumina at 600�C.When alkali vapors

(Na2O) are present with SO2, condensation of Na2SO4 over-

laps with SO2 attack. Volatile chlorides also play a role.

When dusts are carried out in hot gases, they may lead to

deposition or abrasion. Deposition leads to scaling or caking

with either beneficial or life-shortening consequences. Dusts

entrained in gases that condense within refractories may

facilitate the gradual adhesion of solid particles to the

working surface. The resulting buildup can be either a hard

scale or lightly sintered cake acting as a protective barrier. In

less obvious cases, dust and condensing gases fuse together to

create an invasive liquid. In other instances, scaling and

caking of refractory walls may not be acceptable to a

particular process, and periodic descaling operations can

lead to degradation of refractories.

Although no deposition may occur, abrasion can take

place when refractory linings are bombarded by dusts. The

extent of abrasive wear depends on the impinging particle

size, shape, hardness, mass and velocity, angle of impact,

fluid dynamics of the system, and viscosity of the eluant gas,

among other parameters. Abrasion exacerbates corrosion.

Exposure of a refractory either to a liquid or to its saturated

vapor is thermodynamically the same. The differences lie in

the transport mechanism. In approximate order of decreasing

thermodynamic power, the oxidizing gases are NOX, Cl2, O2,

HCl, CO2, H2O, and SO2, and the reducing gases are active

metal vapors, NH3, H2, CxHy, CO, common metal vapors,

and H2S.

B2. Corrosion of Specific Classes of Refractories

Detailed compilations of data on corrosion resistance of

industrial refractories are not available because there are too

many different products and too many variables to consider.

Corrosion is also very seldom the only criterion to consider

when selecting a material for a given application; other

properties, such as thermal shock resistance and mechanical

strength, must also be optimized, and there may be a need to

compromise on corrosion resistance.

To assess the corrosion resistance of different types of

refractories, a rule of thumb is to consider the temperature

limits, above which corrosion is considered to be excessive,

established considering the expected durability. From one

application to another, this durability does vary greatly as

does the mode of degradation: corrosion–dissolution or

penetration and structural spalling or both. In Table 28.1,

two cases are distinguished, slagging resistance and hot gas

corrosion resistance. The first case is represented by a

reaction of the type S þ L, where L can be either a slag

(from ironmaking, steelmaking, or copper smelting) or a flux

(from other nonferrous metallurgy), either basic (CaO/SiO2

> 2) or acidic (Ca/SiO2< 2, on a molar ratio), where S is a
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given refractory with a given texture. The second case is

represented by a reaction of the type S þ G, where G can be

various hot gases, with or without dusts, either oxidizing

(oxygen, air, or CO2) or reducing (CO, H2) (see B1.3.4). In

Table 28.1, six types of refractories, from basic magnesia to

acid silica and neutral zircon–zirconia, are considered.

B2.1. Basic Refractories. Basic bricks are commonly

used in the metallurgical industry: steelmaking, copper–

nickel, and the cement industry. Magnesia is the most

commonly used basic refractory, followed by dolomite.

Magnesia bricks are made of various magnesia rawmaterials

(sinters from natural magnesite, sinters from seawater mag-

nesia, or grains of fused magnesia). Many other types of

magnesia bricks are used, in combinationwith chrome (MK),

alumina (NA), and doloma (MD). The most corrosion-resis-

tant magnesia bricks are made of fused magnesia grains.

Magnesia–chrome bricks were best bricks available before

magnesia–carbon-bonded bricks, containing flake graphite

additions, were developed for their slagging resistance.

Dolomitic refractories are made of burnt natural dolomite,

usually low in iron oxide (0.3%) and alumina (0.2%). As for

magnesia, very efficient dolomite–carbon bricks have been

developed. As shown in Table 28.1, dolomite performance

may match that of magnesia for specific applications.

B2.2. High-Alumina Refractories. High-alumina refrac-

tories are those that containmore than 65%Al2O3, composed

of a-alumina (pure Al2O3 99.3 þ %) and mullite (Al2O3)3
(SiO2)2. For high corrosion resistance, electrofused alumina

andmullite products should be considered. As for any type of

refractory, there are many different classes of products—

fired and unfired—with many different bond systems, a

commonly used one being a phosphate chemical bond

system. Corrosion dissolution resistance is improved with

increasing alumina content, but slag penetration resistance of

such bricks then decreases, and hence, the structural spalling

resistance also decreases. Improvements have been achieved

with addition of chrome or silicon carbide, and, more

importantly, of carbon.

B2.3. High-Alumina Refractories with Clay. High-

alumina bricks with clay refractories have alumina content

between 45 and 65%; they may contain andalusite or mullite

mixedwith fire clays and binders. Corrosion resistance varies

greatly with mineral composition and relatively low refrac-

toriness (measured by the lowest temperature at which a

liquid phase is present in the material). The maximum

temperature limit, as indicated in Table 28.1, may not apply

for specific applications.

B2.4. Fireclay Refractories. Super duty, medium-duty,

and low-duty fireclays are products containing alumina

and silica, with alumina content varying between 40 and

45%, 30 and 40%, and 25 and 30%, respectively. They are

used in a wide variety of kilns and furnaces because of their

low price but are limited to low-temperature applications

(1200–1250�C).

B2.5. Silica Refractories. Silica bricks contain typically

>93% SiO2 with minor amounts of lime (CaO< 3.5%),

alumina (Al2O3< 2%), and iron oxide (Fe2O3< 1.5%).

They have high corrosion resistance to acid slags but are

sensitive to high temperatures and to thermal shock even at

medium temperature levels. Bricks with reduced porosity

and lower alumina content may be used to prevent rapid

TABLE 28.1. Guideline for Corrosion Resistance Based on the Criterion: Maximum Temperature

Limit Not Reached for “Normal” Durability

Temperature Limits (�C)
of Slags and Fluxesa

Temperature Limits (�C)
of Hot Gasesa

Type of Refractories Basic Acid Oxidized Reduced

1 Magnesia (M) 1700 NR >2000 1700

Doloma (D) 1700 NR >1800 1700

(M), (D) or (M þ D) þ Graphite 1800 1700 800 1700

Magnesia–chrome (MK) 1700 1600 1800 NR

2 High alumina (A) 1600 1600 1900 1900

(A) þ Graphite 1700 1700 600 1700

3 Clays þ (A) (65% Al2O3) 1300 1300 1450 NR

Clays þ (A) þ C 1550 1550 600 1700

4 Superduty fireclays (F) 1200 1250 1400 NR

Medium–low duty (F) NR 1100 1200 NR

5 High silica NR 1400 1750 1600

6 Zircon–zirconia 1450–1600 1500–1700 >2000 1800

Silicon carbide <1400 1500 1200 1600

aNR¼ not recommended.
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degradation in the presence of alkalies, when hot gas

corrosion prevails.

B2.6. Zircon–Zirconia and Silicon Carbide Refractories.
Among the many available zircon–zirconia refractories,

zircon bricks, containing mainly zircon sand (ZrSiO4), have

good wear resistance and poor wettability by molten metals

at processing temperatures of up to 1450�C.
Zircon is decomposed to zirconia and silica at 1540�C.

Themost common zircon–zirconia bricks are thevery special

electrofused A–Z–S bricks containing alumina–zirconia–

silica made especially for glass-melting furnaces. Refractory

materials with high zirconia content require the use of

stabilized zirconia (CaO or MgO in solid solution) to avoid

cracking on heating due to monoclinic to tetragonal trans-

formation in the temperature range of 1000–1200�C, with a

large volumetric change. Properly prepared zirconia shapes

have very high corrosion resistance and are not wetted by

metals, even by steels, with different oxygen content.

Silicon carbide refractories are the nonoxide refractories

most often used with carbon blocks, usually under reducing

conditions. Many different types of silicon carbide refrac-

tories are available. They have the following advantages

over oxide refractories: high thermal conductivity, superior

spalling resistance, superior abrasion resistance, and hence

high corrosion resistance against nonoxidizing slag (as in

nonferrousmetallurgical applications). Properties and costs

of SiC refractories vary greatly, depending on the sintering

aid used, but they do tolerate much more “impurities” than

do structural SiC ceramics, which are discussed in the

following sections.

C. CORROSION OF STRUCTURAL

CERAMICS

The main differences between industrial refractories and

structural ceramics are their purity and texture. Structural

ceramics are manufactured from purified synthetic aggre-

gates rather than from as-mined natural minerals. Since

the 1960s, the refractory industry has used the available

synthetic raw materials, so that the differences between the

two groups, although still very significant, are much less

than they used to be.

Porosity is a very important factor that influences texture;

porosity is< 2% for most structural ceramics, whereas it is

12% or more for most refractories (up to 20% for conven-

tional refractories and 50–70% for insulating refractories).

Porosity is a consequence of themanufacturing process route

followed, in particular the grain size distribution selected and

the sintering conditions. For structural ceramics, mainly very

fine grain sizes (in the 0.1–10-mm range) are used to obtain

very dense materials. For structural ceramics, the objective is

to maximize mechanical properties, whereas for refractories

it is to maximize thermal shock resistance and volumetric

change, with, of course, good corrosion resistance for both

classes of materials.

The fundamental principles of corrosion of industrial

refractories also apply to corrosion of structural ceramics,

in both the S þ L and S þ Gcases. Nevertheless, as porosity

of structural ceramics is much lower, dissolution is more

important than penetration. For the S þ L case, the corrosion

resistance of structural ceramics to molten salts determines

their usefulness as components in the chemical industry, such

as pumps and heat exchangers. The S þ G type of reaction is

important for structural ceramics used as kiln furniture in

industrial furnaces and as components in gas turbine and

diesel engines.

C1. Corrosion by Molten Salts

Comparative information is presented in Table 28.2 on the

corrosion resistance to fused salts, alkalis, and low-temper-

ature oxides for two different classes of structural ceramics:

oxides and nonoxides.

Values have been compiled from the combination of two

main sources [14, 15] and refer to the chemical inertness of

pure crystalline materials, with purity >99.5%. For this

reason, the data in Table 28.2 are of limited generality. For

example, it is to be expected that ceramics with less purity

will be attacked more rapidly. The code A, B, C should be

used only for comparing the materials considered. It is to be

TABLE 28.2. Corrosion Resistance of Structural Ceramics to Fused Salts, Alkalis, and Low-Melting Oxides

Fused Salts–Alkalis–Low-Temperature Oxidesa

Ceramics at Purity (>99.5%) NaCl NaCl þ KCl KNO3 Na2CO3 Na2SO4 KOH Na2O V2O5

Alumina A1000 A800 A400 A900 A1000 B500 B500 C800

Zirconia (stabilized) C800 C900 A1000 B500 C500 C800

SiC (react. bond.) B900 C800 A400 C900 C1000 (air) C500 (air) C600 C800

Si3N4 (RBSN) A400 C750 (air) C1000 (air) C500 C500 C800

Si3N4 (HPSN) A800 B900 C900 (air) B1000 (air) C500 B500 C800

BN (HP) A400 C900 (air) C1000 (air) C500 C500

aA—Resistant to attack up to temperature indicated (�C). B—Some reaction at temperature indicated. C—Appreciable attack at temperature indicated.
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assumed that the information is based on short-term

observations at ambient pressure.McCauley [2] and Lay [3]

provide a more complete coverage of the subject, including

attack by glasses, aqueous solutions, and molten metals, but

no further generalizations can be made from the specific

studies that they reviewed because of limitations in the

scope of the studies.

The data in Table 28.2 show that both dense oxides and

nonoxides are susceptible to attack at low and intermediate

temperatures. The normally protective SiO2 layer that forms

on SiC and Si3N4may explainwhy such ceramics have a poor

corrosion resistance in basic salts.

C2. Corrosion by Hot Gases

The S þ G reactions discussed below refer to oxidation at

high temperatures in air and oxygen, gaseous corrosion in the

presence of condensed deposits, and reduction or oxidation

by hot gases, CO(g), H2(g), H2S(g), and H2O(g). High-

temperature oxidation in air or oxygen is the most important

type of corrosion for carbide- and nitride-based ceramics.

Although the corrosion of structural ceramics in hot gases is

similar in some aspects to the oxidation of metals and the

same theories are used to describe the processes, there are

some important differrences:

1. Ceramics have amuch higher oxidation resistance than

do metals.

2. Because oxidation occurs at much higher tempera-

tures, the corrosion products formed are liquids and

gases, as well as solids, which can lead to either weight

gains or losses, causing practical experimental diffi-

culties of interpretation.

3. The textures of ceramics are not as homogeneous as

those of metals, and so it is very difficult to determine

the controlling mechanism of the oxidation process

without considering both the processing characteris-

tics and the intrinsic nature of the raw materials used.

Gaseous corrosion in the presence of condensed phase

deposits in combustion applications is the second most

important type of corrosion, with sodium sulfate and vana-

date being the most corrosive deposits. Nonoxide ceramics

are particularly sensitive to this type of environment.

In Table 28.3, the corrosion resistance of dense structural

ceramics to hot gases are presented using the same code as

in Table 28.2. The oxidation resistance of nonoxide ceramics

is clearly less than that of alumina and zirconia.

C3. Corrosion of Specific Classes of

Structural Ceramics

C3.1. Alumina. Alumina is considered to be one of the

most versatile materials that resist corrosive attack by acids,

alkalis, molten metals, molten salts, as well as oxidizing and

reducing gases, even at high temperatures. It is widely used

in many high-temperature laboratory and pilot plant scale

applications, such as crucibles, tubes, and special shapes.

C3.2. Zirconia and Thoria. Thoria is the most thermody-

namically stable oxide and the one with the highest

refractoriness, with a melting point of about 3300�C.
Unfortunately, it is not a readily available material, being

used essentially in the atomic energy industrial sector.

Zirconia is also a very stable pure oxide, but it has to be

used only when stabilized, fully or partially, with CaO,MgO,

or Y2O3 additions. Such additions make the solid solutions

hZrO2–Xi more vulnerable to acid attacks and to alkalis.

C3.3. Silicon Carbide. Silicon carbide has very good

resistance to acidic solutions (even HF) and molten metals

but is prone to attack under severe alkaline (basic) conditions,

in particular in air. The SiC ceramics produced by reaction

sintering and containing free silicon are more susceptible to

oxidation and chemical corrosion than is single-phase SiC

obtained by hot pressing. The SiC is very susceptible to

attack by liquid sodium and potassium sulfate. On oxidation,

SiC forms a layer of SiO2, but the possibility of forming

SiO(g) increases with temperature and when the partial

pressure of oxygen is decreased. The transition between

“passive” oxidation (SiO2 protective layer) and “active”

oxidation [SiO(g)without protection] occurs at lowpressures

TABLE 28.3. Corrosion Resistance of Structural Ceramics to Hot Gasesa

Ceramics at Purity (> 99.5%) Air Steam CO H2 H2S F(g)

Alumina A1700 A1700 A1700 A1700

Zirconia (stabilized) A2400 C1800

SiC (RB) A1200 B300 A> 1000 A> 1000 A1000 A> 800

Si3N4(RBSN) B1200 A220 A> 800 — A1000

Si3N4 (HPSN) B1250 A250 A> 900 A> 800 A1000 A> 1000

BN (HP) C1200 C250 A2000 A> 800

aA, B, C, as in Table 28.2.
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and high temperatures. SiC ceramics aremore sensitive to hot

corrosion than is Si3N4.

C3.4. Silicon Nitride. Thermodynamic calculations of

equilibria in the system Si3N4–O2 revealed that several

reactions resulting in the formation of solids SiO2, Si2N2O,

SiO, and gaseous N2, N2O, NO, SiO, and SiN are possible.

Reactions leading to the formation of SiO2(s) are character-

ized by the most negative change in free enthalpy, but at high

temperatures and low oxygen partial pressure, the possibility

of reactions leading to the formation of SiC increases

(significant at 1300�C and higher). The notion of passive

and active Si3N4 oxidation has been well documented, but

the controlling factor can be either diffusion of oxygen to the

Si3N4–SiO2 interface, diffusion of nitrogen to the SiO2–air

interface, or diffusion of impurity ions and sintering aids

from the inner layers to the surface of the ceramic. A detailed

survey of the subject is presented in [15].

For hot corrosion to complement the data listed in

Table 28.2, only one significant result obtained on reaction-

bonding silicon nitride (RBSN) will be recalled. Although

Si3N4 exhibits high corrosion resistance in the stream of

combustion products of pure fuel (10� 5% Na and V, 0.5%

S) below 1400�C, it corrodes rapidly at 900�C when fuel

contains 0.005% Na, 0.005% V, and 3% S. In liquid media,

Si3N4 resists attack by acids up to � 100–200�C. The Si3N4

exhibits higher resistance in alkaline solutions than in alkali

melts and is rapidly attacked by (Na2SO4, Na2SO4–NaCl,

Na2SO4 þ V2O5) melts but have good resistance to chloride

melts NaCl þ KCl up to 600�C and up to 1100�C in NaF.

C3.5. Boron Nitride. Boron nitride ceramics are usually

prepared by hot pressing and normally contain a small

proportion of boric oxide, a useful impurity that helps

pressing but not its oxidation behavior at high temperatures.

The BN ceramics are reported to be attacked by strong acids

but are relatively inert toward alkalies. The nonwetting

behavior of BN, similar in some ways to pure graphite, may

account for this behavior.

Boron nitride starts to oxidize at about 700�C. Oxidation
mechanisms differ from Si3N4 and SiC because in this case

the oxide layer first formed, B2O3, is liquid and tends to

evaporate to BO(g), BO2(g), and B2O3(g) as temperature

increases. Under reducing conditions, pure BN may be

usable up to 1800�C. The most valuable characteristic of

BN is its resistance to wetting by metals and alloys.

D. PREVENTING CORROSION

Minimizing corrosion of refractories and ceramics under

severe conditions at high temperature is a very important

task that requires the following three sets of problems to be

addressed simultaneously:

1. Material selection, considering both intrinsic and

extrinsic characteristics, such as the design and con-

figuration of the component

2. Installation methods and maintenance procedures,

considering that each material is a part of a bigger

identity

3. Process control to minimize variability and extreme

values

In this section, only the first set of problems will be

considered, although, for practical solutions, the other two

sets of problems should not be overlooked. To select the most

appropriate material, the first rule is to make the acid–basic

character of the refractory or ceramic constituents similar to

that of the corrosive fluids (liquids and/or hot gases) and then

to control the penetration–dissolution mechanisms to im-

prove the corrosion resistance. The single, most important

factor, in terms of material properties, is the porosity and in a

broader sense the texture of the material.

D1. Porosity and Texture

Improvements in the corrosion resistance of refractories have

been obtained through texture control resulting from the

evolution in manufacturing processes toward much larger

size distribution, bettermixing, better pressing, and purer raw

materials. Total open porosity has decreased to�12%, a level

of porosity that is required to maintain good thermal shock

characteristics and acceptable insulating properties. While

maintaining the porosity at this value, further improvements

are possible through reducing the pore size distribution, so

that the larger pores are of a smaller size, and through

reducing the permeability of the refractory by using fused

grains instead of sintered grains to reduce the openness of the

porosity. Other possible ways to minimize penetration in

refractories will be discussed in subsequent sections.

For structural ceramics where high strength is more

important than thermal shock resistance, porosity can be

controlled to very low values (<0.5% in many cases). For

these materials, various sintering and densification techni-

ques have been developed, such as reaction-bonded sintering

and hot pressing, using very pure, fully densified powder of

very small grain size. Porosity control in structural ceramics

is nevertheless important. For example, to achieve full

density, Si3N4 and SiC can be impregnated either with an

organosilicon compound that is subsequently decomposed to

produce a pore-filling oxide or with a material that is

subsequently exposed to a nitriding or a carbiding treatment.

D2. Factors Governing Penetration

Once porosity has been adjusted to its optimal value (fixed for

a refractory, nil for a structural ceramic), penetration can be
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minimized by (1) adjusting the composition of the penetrant

fluid; (2) adjusting the wetting–nonwetting characteristics of

the same fluid; (3) adjusting the thermal gradient in the

material, if at all feasible; and (4) glazing or coating the

working face or in some specific cases the back or cold face

when oxidation of nonoxide constituents is important.

D2.1. Composition Adjustment of the Penetrant Fluid.
The composition of the penetrant fluid changes during

penetration because dissolution and penetration occur simul-

taneously; if either themelting temperature or theviscosity of

the liquid penetrant increases, the depth of penetration can be

minimized. This desirable result can be achieved by carefully

selecting thematrix additives; for example, a small amount of

microsilica can be added to a cement-free alumina-spinel

used in some steelmaking applications.

D2.2. Changing the Wetting Characteristics. In steel-

making applications, wetting characteristics can be changed

by adding nonoxides to traditional oxide compositions and

using nonfired instead of fired products, for example, by

using carbon-bonded refractories and graphite. Insertion of

graphite in magnesia-based materials limits penetration and

improves corrosion resistance by a factor of 10. Graphite is

not wetted by CaO–SiO2 slags and is therefore a barrier to

penetration. Of course, graphite can be oxidized and should

not be used in every situation. Impregnation of pitches and

tars modifies the bonding phases in refractories and influ-

ences penetration phenomena very significantly. Numerous

other examples are available in the technical literature, for

example, the use of specific additives, such as BaSO4 and

CaF2 in alumina–silica-based castings containing liquid

aluminum metal and alloys.

D2.3. Adjusting the Thermal Gradient. To minimize cor-

rosion, it is important that the penetrating liquid solidify as

closely as possible to the hot face, so that the rate of

penetration is minimized. For a given hot face temperature,

the thermal gradient should be as steep as possible, which can

be achieved by vigorously cooling the cold face, by using

highly conductive material, and by increasing the thermal

conductivity of the lining by conductive backup material.

D2.4. Use of Glazing or Coating. Sacrificial coatings can

be used in some specific situations in which penetration is an

important factor. For black (carbon-containing) refractories

and for structural ceramics sensitive to oxidation (nonoxide

ceramics), the protection of the back face to avoid oxidation

has been identified as an important factor. Glazing the hot

face using compounds of low-melting temperature has to be

analyzed very carefully because glazing can lead to less

penetration but more dissolution. Preoxidation treatment to

form a protective oxide layer on Si3N4 or SiCmaterials can be

beneficial. Uses of multiple layers of new materials, such as

“Sialons” (silicon–aluminum oxynitride) and “Simons”

(silicon-magnesium oxynitride), have also been studied.

D3. Factors Governing Dissolution

Penetration and dissolution act together and interact, so that

the factors controlling them are, to a certain extent, insep-

arable. Dissolution is controlled by both the chemical reac-

tivity and the specific area of the constituents—the smaller

the grains, the faster they dissolve—but in refractories, the

smallest grains, by design, bond with the coarser grains (the

aggregate), and since this bonding occurs by liquid–solid

sintering, the matrix materials (the bonding phases) have the

lowest melting temperatures and the highest reactivity. In

general, the dissolution of the bonding phases (or the matrix)

leads to debonding between the coarser grains, the dissolu-

tion of which is inherently slower and usually apparent only

at the refractory hot face.

To minimize dissolution of the matrix, the composition

can be altered to raise its melting temperature by increasing

the chemical purity of the matrix, so as to decrease the

importance of segregated impurities. Practical examples

include the use of tabular alumina, instead of bauxite grains,

and very high purity magnesia grains. Alternatively, to raise

the melting temperature of the matrix, finely powdered

matrix additives can be included in the refractory mix.

Because the matrix is a flux in sintering, these additions

require higher sintering temperatures to optimize the bond-

ing and the mechanical properties of the resulting products.

The logic of reducing or eliminating additives of low-melting

temperature for improved corrosion resistance is compelling,

but the consequence is that the sintering temperature must

be raised.

A thorough knowledge of the different binder systems (for

nonfired refractory products) and the different bonding sys-

tems (after firing) goes a long way to explain the different

dissolution characteristics of the many refractory materials

and ceramics of a given type. The texture and, in particular,

the porosity are key parameters to be considered. Dissolution

of the coarse grains becomes a life-limiting factor only when

penetration and matrix invasion are sufficiently minimized.

D4. Factors Governing Oxidation

Oxidation of carbon-bonded refractories will be considered

first. Carbon and graphite oxidation is very detrimental

because these material losses lead to porosity; the low

specific gravity of carbon causes a 5% material loss to lead

to 7–10% porosity. To minimize the rate of carbon and

graphite oxidation, new additives, called antioxidants or

oxygen inhibitors, have been successfully used. Some gen-

eral reviews on the role of antioxidants, in such cases, are

available, but this topic is outside the scope of this chapter.

Among the many additives [16, 17] now available, the
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metallic aluminum-based alloys are the most commonly

used, sometimes in conjunction with various nonmetals,

such as silicon carbide and boron compounds. These addi-

tives are used to delay carbon debonding and graphite

oxidation. In addition, they often act as pore blockers, and

many of them have a net positive effect on the mechanical

strength of the refractories.

Oxidation of nonoxide structural ceramics can be im-

proved by using protective coatings. The use of a chemically

vapor deposited (CVD) layer of the same composition as the

substrate is a very promising application of coatings to

retard the hot corrosion of structural ceramics [18]. Other

methods investigated are cathode sputtering and thin multi-

layer coating.

As an example, a potential high-temperature oxidation

protection scheme could involve a coating system consist-

ing of a refractory oxide outer layer for erosion protection, a

silica glass inner layer for an oxygen diffusion barrier and

crack sealant, another refractory oxide layer for isolation

from the carbon surface, and a refractory carbide inner layer

for a carbon diffusion barrier [19]. This system, as with

other current or potential protection technologies, involves

interfaces between metal oxides and carbides or oxyni-

trides. The oxidation resistance of nonoxide ceramics is a

dominant problem that restricts the wider usage of these

materials.
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A. INTRODUCTION

Corrosion properties of glass have been investigated since the

advent of modern chemistry. Surface reactions of glasses

with fluid media, such as adsorption and desorption, chem-

ical reactions, ion exchange, and so on, play an important role

both in manufacturing (polishing, cleaning, coating, and

production of silica-rich glass) as well as in product prop-

erties, such as mechanical strength, reflectance, and catalytic

activity. Studies have been performed to qualify glass as a

material for reaction vessels and optical instruments, for use

in building construction, for cement and plastic reinforce-

ment, for bone replacement, for radioactive waste fixation,

and for many other applications.

The corrosion behavior is typically studied in the labo-

ratory using a large variety of test methods. Included are

various standard test methods [1–6] allowing comparison of

specific dissolution properties of different glass composi-

tions, test methods for quantification of rate law para-

meters [7, 8], tests for simulating service conditions, and so

on. In these tests, powdered or bulk glass samples with or

without special surface treatments are exposed to stagnant or

flowing aqueous media, distilled water [9], or other corrosive

fluids at low or high temperatures in autoclaves [10]. Vapor

hydration tests are used by archeologists to understand

natural alteration of obsidians [11] or stability of nuclear

waste glass in vadose zones. Corrosion properties are char-

acterized by the analyses of detached glass components

dissolved or dispersed in these fluids, of solution pH, solid

corrosion products or by analyses of corrosion depth (ion

implantation or profilometry), concentration gradients of

reactants, or glass components at the glass surface. In addi-

tion to laboratory testing, features of natural or archeological

glasses are analyzed, mainly by surface-sensitive techniques.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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Probably the most widely studied glasses today are soda

lime glasses, vitreous silica, and nuclear waste glasses. By

using a multitude of test methods, extensive experimental

databases have been created andmodels have been developed

to predict the behavior of these glasses in geological envir-

onments for thousands of years. Reviews of the current state

of knowledge are available [12–16].

Inmost cases, it is not possible to use corrosion test results

directly to assess behavior under service conditions. A

ranking of the relative corrosion resistance of glass composi-

tions often depends on the testmethod used. To a large extent,

this is due to multiply coupled processes, resulting in highly

nonlinear corrosion behavior with respect to parameters

such as glass composition, pH, solution volume, and so on.

Consequently, the prediction of glass performance under

service conditions can hardly be based on a single test but

requires an extensive test plan. This is particularly obvious

when using results from laboratory tests that may be carried

out over a period of a few years to assess the performance of

nuclear waste glasses intended to immobilize radiotoxic

elements for thousands of years. In the laboratory, short-

term phenomena and test artifacts become important, while

dominant long-term processes are difficult to quantify.

B. STRUCTURE OF GLASS

For understanding basic glass corrosion mechanisms, some

fundamental knowledge of glass structure is necessary. Glass

structure can be described as a randomly oriented continuous

glass network [24, 27]. The amorphous structure is very

complex. Neutron-scattering analyses and extended X-ray

absorption fine structure (EXAFS) allow three ranges of

order for silicate glasses to be distinguished (Fig. 29.1; [17]):

Range I: ordered cation, coordination spheres, as in

crystals [18] (with a tendency to smaller coordination

number [19, 20]

Range II: cation polyhedra connected by oxygen (in oxide

glasses)

Range III: larger units such as rings and chains (e.g., in

phosphate glasses)

Depending on formal charge, size, and coordination num-

ber, a given cation, such as Si, P, B, or Al, may increase the

connectivity of the glass network (network former); others,

like the alkali elements, may decrease it (network modifier)

or may take an intermediate role [21–24], Glass network

connectivity is maintained by mixed ionic–covalent

bonds [25]. In silicate glasses the fundamental structural

units are silica tetrahedra, which easily interconnect by

forming siloxan bridges (:Si�O�Si:) [24, 26, 27]. Pure

vitreous silica has a high chemical resistance but has various

technical disadvantages (high melting point, small working

range), so that it is only used for specific applications.

Addition of alkali ions reduce both melting point and corro-

sion resistance due to disruption of oxo bridges and formation

of strongly ionic nonbridging oxygen bonds (NBOs) bonds

(:Si�O�Si: þ Na2O$ 2:Si�O�Naþ ), In case alkali
concentrations become very high, one can observe the for-

mation of channels with high mobility for alkali ions. Using
29Si nuclear magnetic resonance (NMR) one can distin-

guished between Si-tetrahedra with four, three, two, and one

oxo bridges (Q4, Q3, Q2, Q1 sites). The distribution is

governed by the alkali–SiO2 ratio. By Coulombic forces,

the glass network takes a structure of maximum distance

between negative charge centers [28]. Alkali earth cations can

increase the crosslink density of the glass network (e.g.,

Ca2þ : bonds :Si�O�Ca�O�Si:). The number of oxo

bridges in the glass can also be increased by adding Al to the

glass, leading to the formation of anionic aluminate tetrahedra

bound to Si-Q3 sites [29]. The resulting negative charge is

compensated by locating alkali ions in the vicinity. At a

ratio R¼Al–alkali of 1, the charge is compensated entirely

and Na ions are very immobile [30].

According to Hinz [32] the coordination number of

cations in the glass structure depends on the ratio cation

radius/anion radius. Up to a ratio of 0.225, threefold coor-

dination is dominant, to 0.414 tetrahedral, to 0.732 octahe-

dral, and to 1.00 there is cubic coordination. A comparison of

FIGURE 29.1. Glass network according to Zachariasen without

far range order but with order in the ranges I, II and III [15].
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cation–anion radii ratios and coordination numbers of var-

ious cations in crystalline structures and oxide glasses is

given in Figure 29.2. Average crystallographic radii are

obtained from bond length data of Shannon [31] (with

roxygen¼ 1.32 Å [32] instead of 1.26 used by Shannon).

Figure 29.2 shows a 1inear relation clearly indicating that

bond length in glasses and crystals are similar, but coordi-

nation numbers appear to be slightly higher in crystalline

structures. According to this diagram, network-forming ca-

tions occur up to a ratio of radii of 0.55.

B1. Heterogeneity

When glasses contain multiple phases, typically one phase is

more soluble than the other and may control the corrosion

resistance or leaching rate. Examples are B-rich borosilicate

glasses with an easily leachable B-rich glass phase or soluble

alkali molybdate phases formed in ill-defined nuclear waste

glass compositions. In contrast, in silica-rich borosilicate

glasses, phase separation can lead to an increase in glass

durability if a durable Si-rich continuous phase is formed,

which includes the B-rich phase in dispersed form [33]. Even

in the absence of phase separations, microheterogeneities

may occur. In 1921, a glass structure theory was devel-

oped [34] based on randomly oriented microcrystals similar

to the recent “strainedmixed cluster”model [35, 36]. Typical

clusters are boroxol rings in B2O3–glass, P8, or P9 cages in

some phosphate glasses or layeredCa octahedra inCa silicate

glass. Cluster boundaries are reactive centers.

C. GLASS CORROSION MECHANISMS

The corrosion rate of glass is not an inherent material

property but depends on glass composition, structure, and

surface states as well as on environmental conditions, such as

the composition of the corrosive fluid (including pH), hy-

drodynamic conditions, temperature, stress, strain, vapor

pressure, and so on. An overall mechanism of sequential

and parallel partial reactions can be formulated for the

glass–water reaction, probably applicable to most glass

compositions. Different reaction rates and empirical rate

laws as well as specific selective leaching properties and pH

changes are interpreted as resulting from the different rela-

tive importance and consequences of the various partial

reactions in the overall reaction scheme. The nature of the

rate-limiting reaction in this overall scheme depends on both

environmental constraints and glass composition and

structure.

The principal partial reactions in the glass–water inter-

action are glass network hydration, ion exchange, and dis-

solution of the glass network, resulting in changes of com-

position of corroding fluids and formation of altered surface

layers. Additionally, transport processes, such as access of

reactants (e.g., water molecules) and removal of products (e.

g., dissolved glass network formers), may become rate

limiting under certain conditions.

Glass hydration and alkali–Hþ ion exchange are reac-

tions that occur in parallel with glass network dissolution

[37–40], and these reactions are interrelated; for example, in

silicate glasses, alkali exchange leads in most cases to pH

increase in solution (but not in Mg-rich solution), which

increases glass matrix dissolution rates.

The aIkali–Hþ ion exchange process is often (not al-

ways [41]) diffusion controlled, implying that the rate of

selective alkali release from glasses is initially highest and

decreases with the square root of time until it becomes equal

to the rate of matrix dissolution. The process may be gov-

erned either by the electroneutrality coupled, diffusion coef-

ficients of alkali ions, and Hþ -bearing species in opposite

directions, with the lower mobility of Hþ -bearing species

such as H3O
þ ions [42, 43] normally being rate controlling.
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Alternatively, the rate-limiting reaction may be the diffusion

ofwater molecules into the glass network [44–46], that is, the

hydration of the glass network. Based on findings that the pH

response of glass electrodes is essentially determined by

exchange equilibria of the outermost surface species with

species in solution, it was suggested that ion exchange at the

surface is driven by electrochemical potential differences

between charged and uncharged surfaces species and the bulk

glass [47]. However, the electrical coupling of Hþ and Naþ

migration in the surface layer leads to electrical fields much

stronger than those between the surface and the glass [48].

Various models for the coupling of ion exchange and

matrix dissolution can be found in the literature [49–51]. The

relative importance of the ion exchange reaction depends

on the diffusion coefficient D (m2/s) and the corrosion rate

r (m/s). The D depends on glass and solution composition.

For borosilicate glasses it can be shown thatD is not related to

the diffusion coefficient of Na in the dry glass [52]. The ion

exchange process is strongly reduced with increasing alkali

content of the solutions. The effect increases in the order

Liþ <Naþ <Kþ <Csþ [53]. In the time between t¼ 0

and t� r2/D, the overall reaction is diffusion controlled [54].

Matrix dissolution becomes dominant for times t� r2/D.

The ratio D/r gives the average steady-state depth of either

alkali diffusion or water diffusion in the glass and the product

r�t denotes the thickness of corroded glass.

For silicate glasses, it has been shown [55] that the

corrosion rate r is proportional to the thermodynamic sta-

bility of a hypothetical mechanical mixture of component

oxides. This linear free-energy relationship has been con-

firmed for window glasses, medieval church glasses, natural

basalt glasses, and nuclear waste glasses [56], In general, the

corrosion rate r is not constant but depends on solution

composition. The pH and the concentration ofmatrix formers

(e.g., dissolved silica) in solution are particularly important.

Minimal corrosion rates are often observed at neutral pH

[57, 58]. The pHdependence is related to the concentration of

activated surface complexes [59]. Often, a decrease of cor-

rosion rate r with time is observed. Initially, this decrease

with timewas interpreted as an effect of protective layers, but

later it was shown, for silicate glasses, to be an effect

caused by solution saturation, described in a simplified way

as [60–62]

r ¼ kþ 1� CSi; actual solution concd:

CSi; saturaton concd:

� �
ð29:1Þ

with the saturation concentration of silicic acid and the

forward rate constant kþ depending on pH, solution com-

position, temperature, and ionic strength. Saturation effects

were also reported for some phosphate glasses [212]. With

the approach of saturation, the affinity [63] of glass disso-

lution and thus the reaction rate decrease [64–66]. At satu-

ration, the corrosion rate decreases by up to a factor of 1000,

but corrosion continues, due to either formation of secondary

phase or continued alkali release by the ion exchange reac-

tion. The saturation effect may result in an increase of

corrosion rate with increasing solution volume. The effect

of surface area to volume ratio (S/V) on glass corrosion rates

has been known for more than 20 years [67, 68] and is

illustrated with experimental data for a nuclear waste glass in

Figure 29.3 [71].

FIGURE 29.3. Dependence of the extent of glass corrosion [normalized elemental mass loss (NL)]

on the ratio S/V: PNL–76/86 glass, 90�C, pure water [67]. Divided by the density of the glass

(2.7 g/cm3) NL values can be translated into equivalent reaction layer thickness (in mm).
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At the lowest S/V, mass loss per unit surface area,

corrosion rates, and corrosion layer thickness are maximum

values and independent of S/V. Two further reaction steps

can be observed with higher S/V [69]: an intermediate step

where the reaction rate decreases to aminimum (as shown in

Fig. 29.3) and at very high S/V, where the reaction rate is

augmented by secondary phase formation. Whether or not

this last step occurs depends on glass composition, partic-

ularity on the Al content [70].

Two S/V effects should be distinguished: pH-related

effects and saturation effects. Larger S/V values lead to faster

saturation and often to pH increase (not always, e.g., not with

phosphate glasses, orwith silicate glasses inMg-richwaters).

Thus, in a nonbuffered system, the pH-dependent corrosion

mechanism [68] varies with the S/V ratio. The saturation-

related S/V effect leads to a dependence of the extent of glass

corrosion on the product t. S/V, as confirmed experimental-

ly [71]; however, simultaneous occurrence of saturation

effects and pH variations may complicate this simplistic

view [72].

D. EFFECTS OF GLASS COMPOSITION ON

CORROSION KINETICS

The stability of the glass matrix against corrosion, ion

exchange, and water diffusion as well as saturation concen-

trations and long-term corrosion mechanism, depend to a

large extent on glass composition. The chemical nature and

concentration of the glass components are both important.

Depending on the interactions with other glass components, a

given component may act as either a stabilizing or a desta-

bilizing agent; it may enhance or decrease the relative

importance of ion exchange when compared to matrix

dissolution.

A comparison of the corrosion rates of important com-

mercial silicate glasses at 90�C and buffered pH 7 is given in

Table 29.1 [73].

The table shows that glass components do influence glass

stability. However, since effects are not additive, it is

difficult to predict the corrosion rates of multicomponent

glasses from the corrosion rates of simple glasses. The

effect of composition on stability is not an inherent glass

property but depends on solution composition, the S/V ratio,

and so on. The corrosion stability of a given glass must be

experimentally determined if performance is to be predicted

for specific service conditions. Nevertheless, some quanti-

tative estimations of glass corrosion effects are possible and

are described in the following paragraphs.

There are both theoretical and empirical models describ-

ing the effect of glass composition on corrosion rates.

Theoretical models are based on semiempirical linear-

free-energy relationships (LFER). Themost importantmodel

is based on studies of Paul [75] showing a relation between

corrosion resistance and the hydration enthalpy of a mechan-

ical mixture of component oxides and silicates. This model

applies particularly to kþ in Eq. 29.1 [76]. A list of standard

hydration enthalpies DGo
hyd;i is available [77, 78] and can be

used to formulate the standard hydration enthalpy of the glass

phase in order to calculate corrosion rates caused by solution

hydrolysis using the equation

ln r ¼ k1
X

XiDGo
hyd;i þ k2 ð29:2Þ

where k1 and k2 are empirical constants that are specific for a

given corrosion test. For borosilicate and lead-rich glasses,

deviations from linearity were interpreted as resulting from

different structural roles of boron in the glass and were

corrected [79]. If solution hydrolysis and complexation of

TABLE 29.1. Corrosion Rates of Silicate Glasses at 90�C, pH7a

Composition (wt %)

Linear Rate

(mm/d)

Ea

(kJ/mol)

Hydration

Free Energy (kJ/mol) References

Sodium-trisilicate SiO2 (75), Na2O (25) 344 � 18.5 73

Corning 015 soda lime SiO2(72), Na2O(22), CaO(6) 5.7 84 � 19.6 73

PPG soda lime SiO2(74), Na2O(13.3), CaO(8.3), Al2O3

(0.06), MgO(3.7)

0.8 68 � 13.8 73

R7T7 nuclear

waste borosilicate

0.4 70 58

Pyrex borosilicate SiO2(82), Na2O(4), B2O3(14), Al2O3 (2) 0.2 54 � 8.3 73

Kimble R6 soda lime SiO2(74), Na2O(12.9), CaO(8.3),

Al2O3(1.8), MgO(4.5)

0.02 79 � 13.1 73

Obsidian SiO2(76), Na2O(3.8), CaO(0.5),

Al2O3(13), K20(4.8), FeO(0.7)

0.0002 62 3.6 73

Tektite SiO2(73), Na2O(1.5), CaO(1.9),

Al2O3(13), K2O(2.4), FeO(4.4)

0.08 80 74

aSee [73].
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dissolved glass constituents as well as surface complexation

constants are taken into account, the corrosion rates of

silicate glass fibers can be accurately described in the pH

range 1–12 [80]. An alternative model is the structural bond

strength model [193]. This model assumes that the corrosion

resistance is controlled by the average bond strength V in the

glass, which can be calculated from the enthalpy of formation

of the component oxides, considering the role of a glass

component as network former, modifier, or intermediate

oxide. For more accurate prediction, empirical models are

used that allow interpolation (not extrapolation) in an em-

pirical compositional multidimensional space. Thesemodels

are based on a multivariate fit of thousands of experimental

data to a general equation [81].

E. SURFACE MODIFICATION

After the first contact of a corrosive fluid with the glass, the

surface becomes electrically charged, bonds resulting from

the population of charge carriers (surface species: :SiO� ,
:SiOM,:SiOH,:POH � � � ) that belong both to the glass
and to the solution. Surface species distribution is responsible

for the response function of glass electrodes, and not ion

exchange, as is assumed normally [82].

Often, a sequence of reaction layers can be identified,

consisting of an inner diffusion layer, followed by a porous

gel layer, and one or more laminar layers of precipitated

reaction products. The dissolution front of the glass phase is

located between the gel layer and the inner diffusion layer. In

many cases, there is a smooth transition between the diffu-

sion layer and the gel layer and both together are termed the

“gel layer” without distinction [91]. The chemical and

mineralogical composition of the assemblage of layers de-

termines the retention capacity for radiotoxic or chemical

toxical substances, the reflection properties, and so on. The

principal scheme of these layers is given in Figure 29.4

In water-containing fluids, the initial surface modification

is glass hydration without loss of the glassy state. If sufficient

network bonds are hydrolyzed, a transformed layer [83] (gel)

is formed with a clear phase boundary to the glassy phase.

The transformed surface layers are porous [84], containing

molecular water [85, 86] and allowing for high ionic mobil-

ity [87] as well as high water mobility. Molecular water may

result from inward diffusion of water carrying Hþ ions or

may alternatively, result from the condensation reaction

[88, 89], 2:Si�OH ! H2O þ :Si�O�Si: bonds. The

quantity of water entering the glass depends, among other

parameters, on space and strain in the glass network [90].

Ion exchange results in a depletion of alkali ions in the

hydrated glass. Potassium-rich silicate glasses show concen-

tration profiles with smoothly decreasing K concentration

from the bulk glass to the surface, whereas sodium-rich

silicate glass show S-shaped profiles with almost constant

Na concentrations between an inflection point and the sur-

face [91]. This difference in shapes was explained by the

different structures of Na and K silicate glasses [92], but this

is unlikely, as in mixed Na–K lime glasses the same differ-

ence in respective concentration profiles was observed [93].

Conradt and Scholze [91] provided a convincing explanation

for the different shapes:When ion exchange in the “gel layer”

is more rapid than the formation of this layer, the S shape is

found, whereas for comparable velocities of the two pro-

cesses the potassium profile results. In natural tektite

glasses [94] and obsidians [95] one has observed water

diffusion without alkali release, clearly indicating that ion

exchange is a secondary process to water diffusion. Alkali

release is also suppressed if the alkali content of the solution

is high [96].

The corroded glass may also dissolve entirely (as occurs

with some potassium silicate glasses), but in many cases the

glass surface becomes enriched at the surface with sparingly

soluble glass constituents. This is particularly true if the glass

contains large quantities of heavymetals. Depending on glass

FIGURE 29.4. Schematic representation of different surface regions of corroded silicate glasses.
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composition and environmental constraints (temperature,

pressure, solution composition, pH, flow rate, vapor pressure,

contact time, etc.), amorphous (gel) for crystalline reaction

products are formed.

When compared to the original glass, the gel layer is

depleted in network-modifying elements (Na, Ca, Li, Cs,

etc.) but enriched in Si, Al, transition, and heavy metal

contents (Fe, Ti, Nd, U, Zr, etc.) [97, 98]. Under acid

conditions, even rare earth elements become depleted [99].

Metal ions from solution may become incorporated into the

gel layer (e.g., Mg). The content of molecular water is

significantly higher than the content of silanol groups [100]

and water may occur phase separated in the structure of the

layer [101]. The interface between the diffusion layer and the

gel layer often has the character of a phase boundary. The gel

layer is attached to the diffusion layer by siloxane bridges

(:Si�O�Si:) bonds [136] but is often possible to

mechanically remove the adhering gel from the glass surface.

The gel layer is a rather stable alteration product whose

dissolution rate may become smaller [102] or larger [103]

than that of the glass. It is likely [102] that the solubility of the

gel determines the saturation effect with respect to the glass

[Eq. 29.1].

Released glass components accumulate in solution until

solubility limits with respect to pure and mixed secondary

phases are achieved. If the solubility is exceeded, precipates

form at the outer surface or even within the gel layer. The

composition of the precipitates is a strong function of chem-

ical alteration conditions (e.g., pH, pCO2, redox potential). In

principle, the composition can be predicted both for closed

and open systems using models based on equilibrium ther-

modynamics [104] (geochemical modeling [105]). Success-

ful modeling efforts are reported in the literature, particularly

on basalt glass alteration [106–108] and nuclear waste

glass alteration [109, 110]. The sequence of secondary

phases during silicate glass corrosion is metal (hydrate)

oxides ! clays ! zeolites ! SiO2.

Typical oxides and oxyhydroxides are amorphous or

crystalline iron oxyhydrates such as goethite or akaganeite,

Tihydroxides, or aluminum hydroxides such as gibbsite.

These phases are formed in the first hours of glass/water

contact within a layer of few hundred nanometers [111–114].

Clays are among the most abundant crystalline alteration

products of both natural glasses and man-made glasses [97,

115–117, 148]. Zeolites are formed mainly at alkaline pH

(8–14). Typical zeolites formed are phillipsite [118] and

chabazite. Analcime is formed particularly at temperatures

between 150 and 250�C [12, 97, 98, 115, 119, 148]. Other

crystalline alteration products include calcium–silicate

hydrate (CSH) phases BaSO4, anhydrite, molybdates, phos-

phates (e.g., Apatite [120], LiPO4 [148]), silicates (e.g.,

uranyl silicates, Weeksite [121], Uranophane, and Hai-

weeite [122]), and layered double oxides like hydrotal-

cite [123]. The kinetics of zeolite formation can be described

by growth and dissolution reaction processes, closely resem-

bling the Oswald step sequence [124].

With certain glass compositions, secondary-phase forma-

tion may also be detrimental to glass corrosion. This is

particularly the case if formation of silica-rich zeolites pre-

vents silica concentrations in solution to reach saturation

values. Frequently, an increase of corrosion rates is observed

once zeolites are formed [125].

F. PROPERTIES OF SURFACE LAYERS

F1. Surface Layers as Protective Surface Films

In order to explain the time-dependent decrease of corrosion

rates, it has been assumed [126, 127] that the corrosion layers

are protective, but, in many instances, corrosion rates

decrease because of saturation effects in solution [131].Mass

balance calculations have shown that borosilicate glass

dissolution continues even if tightly adhering surface layers

are formed [128]. However, particularly in Mg-rich solu-

tions, a protective effect was observed for borosilicate glass

compositions [129], soda lime glasses [130], and natural

tektites [131]. For soda lime glass, the addition of Al had a

similar effect as Mg in decreasing corrosion rates. Protective

effects of surface layers were also observed on bioactive

glasses exposed to artificial plasma [132] and phosphate-

containing solutions [133]. This effect was attributed to

formation of Ca–phosphate crystals (apatite) at the glass

surface.

The protective effect of the surface layer may be inter-

preted by local saturation phenomena, that is, by the forma-

tion of a diffusion barrier for dissolved H4SiO4(aq)

[134, 135]. This implies a protective effect being particularly

important if the forward reaction rate of the glass is high. This

protective effect becomes unimportant if the bulk solution

becomes saturated with respect to dissolvedH4SiO4(aq) or if,

because of tensile stress, fractures are formed in the surface

layer [136].

G. EFFECT OF FLUID MEDIUM

G1. Effect of Composition of Aqueous Solution

G1.1. pH The most important parameter governing glass

corrosion is probably the solution pH. Solution pH influences

the reaction mechanism, the solubility of silica and metal

cations, the degree of selectivity of the corrosion process. For

example, with borosilicate glasses in acid media, selective

extraction of glass modifiers and of B is observed, whereas

under alkaline conditions congruent dissolution occurs. Dis-

solution rates under alkaline conditions increase significantly

with pH [137]. If the boron concentration in the glass is

sufficiently high to hinder the formation of a continuous
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three-dimensional Si–O–Si network, smaller (Si–O–Si)n
units may be formed and may be released by a percolation

process, leading to congruent release even under acid con-

ditions (pH2) [138].

For evaluating the effect of pH on glass dissolution, it is

important to recognize the inverse effect of glass dissolution

on pH. A self-accelerating failure mechanism of glass occurs

if glass dissolution leads to increase or decrease of pH, and

corrosion rates increase because of these pH changes. The

interrelationship may be illustrated with some examples:

1. In a nonbuffered static test with limited solution

volume, the alkali released from commercial Al-

containing soda–lime silicate glass leads to a rapid

increase in pH, with increasing dissolution rates. Rates

become significantly higher than those of Pyrex glass,

the latter showing less increase in pH during corrosion.

The situation is entirely different if the pH is buffered

at 7. Then the soda–lime glass becomes more stable

than Pyrex glass [73]. The slower increase of pHwhen

dissolving Pyrex glass was explained with the smaller

Na content of this glass. However, a factor probably

even more important is the boron content of the glass.

Dissolved boron can act as a very efficient buffer,

fixing the pH at a value of �9. The high stability of

borosilicate glasses may, at least in part, be attributed

to this buffer effect. A key factor controlling pH

changes during glass corrosion is the alkali–B ratio

in the glass. If this ratio is smaller than or equal to

unity, there will always be sufficient B in solution

to buffer the pH.

2. Silicate glass dissolution in Mg-rich solutions leads to

decreased pH and increased corrosion rate ofAl- or Fe-

rich glasses. This effect also occurs during the alter-

ation of natural rhyolitic glasses in arid environ-

ments [139]. A particularly detrimental effect of the

pH decrease is the mobilization of heavy metals. This

effect was observedwhen actinides were released from

borosilicate nuclear waste glasses [140].

3. The phosphoric acid release from phosphate glasses, as

well as the fluoride release from heavy metal fluoride

glasses, in static tests leads to a rapid decrease in

solution pH and to an increase in glass corrosion rates,

as discussed in the following paragraphs.

Often, these pH changes occur in standard tests, making

data interpretation difficult. Studies on the effect of pH on

glass corrosion must therefore be performed in buffer

solutions at constant pH, in very high solution volumes, or

at high water flow rates. The design of more stable glass

compositions may focus more clearly on this self-acceler-

ating mechanism; for example, constituents that provide a

pH buffer effect can be added to the glass formulation.

G1.2. Effect of Special Ions in Solution Highly concen-

trated alkali salt solutions are known to decrease glass

corrosion rates [141]. This effect has been explained by the

suppression of the initial ion exchange processes. The cor-

rosion resistance of alkali borosilicate glasses can be en-

hanced significantly by adsorption of certain ions from

solution, such as Al3þ , Ca2þ , Mg2þ , or Zn2þ [142]. The

effect may in some cases be explained by the formation of

protective layers. Also, the solubility of the surface gel layer

may be decreased by adsorption of these ions. If the satu-

ration effect of glass dissolution is associated with the

solubility of the gel, then the decrease of solubility should

have a strong effect on glass corrosion rates. Adsorption of

ions from solution was found to decrease in the order

Ca>Ba>Ag>Mg [143].

G2. Corrosion byVapor-PhaseHydration and the

Atmosphere

There are many similarities but also significant differences

when comparing glass corrosion in liquid water with vapor-

phase hydration. In vapor test hydration, only a surface film

of adsorbed water molecules exists on the glass surface and

dissolved glass constituents cannot be transported away. The

thickness of thewater filmdepends on relative humidity (RH)

as well as on the hygroscopy of the glass phase and hence, on

glass composition. For some glasses, even 30% RH leads to

attack of the glass surface. The quantity of water adsorbed

increases with time and with the quantity of leached alkali.

The humidity resistance increases in the order soda–lime

bulb tumblers< soda–lime tubing< commercial plate glass,

television panels< commercial window glass, soda–lime

bottle glass, soda–lime tubing< commercial light bulb (out-

side)< alumino silicate, alkali borosilicate tubing< opal

tableware, borosilicate tubing [144].

Due to the small thickness of the surface film, one may

think of the vapor-phase hydration process as being similar

to glass dissolution at high surface area–solution volume

ratio (S/V). In such a thinwater filmon silicate glasses, the pH

can rise rapidly. Once the pH is> 9, the corrosion of the glass

networkmay occur, reaction products become deposited, and

the glass surface loses its transparency and reflectance.

Vertically stacked flat glass sheets may become unusable if

stored under humid conditions. On the other hand, in the case

of glass windows, the rain always washes these reaction

products off, surface pH decreases, and glasses remain stable

for longer periods of time.

For corrosion of window glass in buildings under attack of

atmospheric agents, four stages can be distinguished [145]:

1. Adsorption of water and CO2 associated with the

formation of alkaline surface pH, leaching and forma-

tion of secondary minerals. This surface precipitate

can easily be removed by cleaning with water.
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2. If humidity contact continues, surface precipitates

become thicker (�1mm) and calcite forms and the

surface becomes colored but can still be cleaned with

water.

3. Further contact with humidity leads to strong leaching

and enrichment of alkali and alkali earth elements as

salt minerals at the surface and the silicate network

becomes corroded by forming residual silica-rich

structures. After cleaning with water, the surface re-

mains modified, and effective cleaning requires acid

treatment or even the use of hydrofluoric acid.

4. In the last stage the surface becomes rough and even a

hydrofluoric acid cannot clean the surface.

High S/V ratios are also attained by vapor-phase hydration

of stacked window glasses in humid environments, for

example, during transport in mountain or maritime re-

gions [145]. On the other hand, at a lower relative humidity

of 75% and 22�C it takes �70 days before significant

dealkalization occurs [146]. Alteration phases (e.g.,

CaSiO3) [147] are rapidly formed due to high surface pH

conditions. Also, hydrated carbonate minerals may form

upon contact with carbon dioxide from the air. It is recom-

mended to prevent stacked glass sheets to remain for a long

time in humid environments, that interleaving materials be

used, which may buffer potential pH rises, and that storage

areas be well ventilated.

In a corrosion test of borosilicate glass with steam at

200�C (steam generated 0.25mL liquid water at the bottom

of the reaction vessel), water condenses on the glass without

dripping and an effective S/V of 4000m� 1 was estimat-

ed [148]. Higher water volumes led to condensation of water

at the glass surface and dripping and thus recycled rinsing of

the sample. After an induction period of a fewdays, corrosion

rates insteam were found to be higher (linear rates of 2.5 and

21 mm/day for two similar glasses) than rates (after 30 days

0.01 and 1mm/days) under hydrothermal conditions at

S/ V¼ 40m� 1 at the same temperature. Corrosion layers in

steamwere found to be richer in alkali contents and contained

more silica–rich crystalline phases (zeolites and feldspars)

than the corrosion layers formed under hydrothermal con-

ditions. It was suggested that these phases drive the long-term

glass corrosion rate at high S/V ratios caused by uptake of

silica and prevention of saturation effects.

Vapor-phase hydration was also studied with phosphate

glasses. Here no diffusion control was observed but a linear

rate lawwas observed associated with hydrolysis of the glass

network [149].

G3. Hydrofluoric Acid

Etching of glasses by HF is used in many technological and

scientific fields, such as glass surface cleaning, glass

strengthening, and fission track edging. Wet chemical

etching of silicate glasses in HF solutions has been re-

viewed [150]. Up to HF concentrations of �5wt. %, the

etching rate increases linearly with HF concentration,

whereas higher HF concentrations lead to an over propor-

tional increase in etching rates. The mechanism of disso-

lution is governed by adsorption of HF and HF�
2 species

and catalytic action of Hþ ions [150]. The initial reaction

step is HF adsorption, followed by leaching of alkali and

alkali earth. The rate-limiting step appears to be the break-

age of siloxane bonds both at the outer surface and in the

interior of the leached layer [153]. The reaction between

HF solutions and silicate glasses was found in certain cases

to be transport controlled with respect to the mass transfer

of dissolved glass constituents in solution with a typical

activation energy of 20–45 kJ/mol [150–152]. Initial cor-

rosion rates in 10wt % HF solutions were �100 mm/day at

25�C for fused silica [150]. Corrosion resistance in HF

decreased with the addition of Na, Mg [152], Al, and

Ca [150] as well as of P or As to the glass, whereas the

etching rate decreased after B addition [150]. The relations

between glass composition and etching rate are highly

nonlinear [153]. The etching of multicomponent glasses

by HF does not always lead to complete dissolution. In

particular, if the glass contains alkali earth or rare earth

elements, the precipitation of sparingly soluble fluoride

phases can be observed [150].

G4. Strong Acids

Corrosion of borosilicate glass has been tested in strong

nitric acid up to a normality of 16. A maximum corrosion

rate of 2500 mm/day (2-h test at 25�C) was observed in 6N

solution, and higher acid strength led to a decrease in

reaction rates, attributed to a decrease in water

activity [154].

H. BIODEGRADATION OF GLASSES

In contact with bacteria, many glasses show increased

corrosion. There is evidence for the existence of “silicate

bacteria,” defined as chemolithoautrophic bacteria, which

gain their energy by deterioration of Si–O bonds in sili-

cates [155]. The effect also depends on the availability of

nutrition [156]. Microorganisms, such as molds, are known

to affect the stability of optical glasses [157] as well as

medieval window glasses [158]. Experimental corrosion

measurements of model glasses of medieval glass compo-

sition in the presence of fungi have shown 5–30 more glass

corrosion (gel layer formation) than in the absence of

fungi [159]. The effect was explained by a combination of

an acid attack on the glass surface and a corriplexation

reaction.
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I. SPECIAL GLASS COMPOSITIONS AND

APPLICATIONS

I1. Alkali/Alkali Earth Silicate Glasses—

Window Glasses

Among the most important industrial glasses are soda-lime

glasses, that is, a special type of alkali/alkali earth silicate

glasses. Alkali ions in general decrease the stability of

silicate glasses by decreasing the cross-link density of the

three-dimensional glass network and by provision of ion

exchange sites. In the pH range 1.4–10.9 the reaction of pure

alkali silicate glasses with water is characterized by selective

alkali release, following initially a square root of time

rate law [160]. Divalent or trivalent cations stabilize alkali

silicate glasses by formation of O–R–O bridges in the glass

structure [161, 162] which hinder the water diffusion/ion

exchange process. For a soda–lime glass with the composi-

tion SiO2 75wt %, Na2O 15wt %, CaO 10wt % exposed

to a buffered pH5.3 solution at 88�C, the diffusion coeffi-

cients for H and Na where 6� 10� 16 and 6� 10� 13 cm2/s,

respectively [163], probably governed by diffusion through a

transformed surface layer. Diffusion coefficients decreased

by about a factor of 5 if an aliquot of 3wt % of the Na2O

content of the glass is replaced by K2O, emphasizing amixed

alkali effect [164]. An isotopic effect D/H, as well as 18O

update data, is consistent with rate control by breaking an

H�O bond (or D�O bond) of indiffusing water molecules

and subsequent hydrolysis of Si�O�Si bonds to 2 Si�OH as

necessary precursor reactions to Na/H ion exchange [165]

Isotopic exchange reactions indicated condensation reactions

according to the Scheme 2:Si�OH ! :Si�O�Si: þ
H2O as well as high mobility of water in the leached layer,

�1000 times faster than the rate of leached layer growth.

Hence, water diffusion was not rate limiting. Condensation of

silanol groups in the leached surface layer was also evidenced

by an increase in Q4 silica groups for a potash–lime glass,

analyzed by (magic-angle-spinning nuclear magnetic reso-

nance) 29Si MAS–NMR [166].

While ion exchange and diffusion processes dominate

the initial stages of the glass water reaction, glass network

corrosion subsequently dominates. For a soda–lime com-

position for flat glass SiO2 72.0 wt %, Na2O 13.9 wt %MgO

4.0 wt %, CaO 8.3 wt % activation energies for forward

glass network corrosion rates were found to be 66kJ/mol

[167] at a neutral pH, while increase in activation energy is

observed at lower and decrease at higher pH [191]. A

primary factor controlling soda-lime glass network corro-

sion in nonbuffered water is a pH effect associated with the

S/V ratio. Under static dissolution conditions the pH rises

with the progress of glass corrosion. The higher the tem-

perature or the S/V ratio, the faster this pH rise occurs. If pH

> 9, a rapid increase of corrosion rates occurs. This does not

happen if the pH is buffered at neutral values [168]. Then

slow corrosion rates of about 1 mm/day are observed at

90�C [191].

The rather poor resistance in alkaline solutions results in

staining of window glasses at the rainexposed side of build-

ings if constructions allow for contact with alkaline runoff

water from concrete or cement walls [169]. Introduction of

nitrogen by adding Si3N4 to the glass melt increased

durability of window glass considerably (factor of 3 in

2N NaOH) [170].

For a soda–lime float glass, the composition of top and

bottom surfaces are not identical, which is attributed to tin

from the bath and Fe enrichment at the bottom. The tin layer

can easily be dissolved in 1MNaOH [171]. The tin-rich layer

was found to protect the glass, resulting in about one order of

magnitude lower glass surface leach rates [172] and less

hydrogen penetration [173] when compared to the tin-free

top surface. An addition of 2.5wt % of tin to soda–lime glass

increases glass stability [174].

I2. Alumosilicate Glasses

Addition of Al to soda–lime glasses leads to another class of

rather stable glasses, the alumosilicate glasses. The replace-

ment of half of theCaO content of a soda–limeglass byAl2O3

(composition SiO2 75wt %, Na2O 15wt %, CaO 5wt %,

Al2O3 5wt %, leads to a decrease of diffusion coefficients for

hydration by H-bearing species by a factor of 5 to a value of

10� 16 cm2/s and of Na by a factor of 50 to a value of

10� 14 cm2/s [163]. An increase of the Al–Si–ratio of silicate

glasses increases the network corrosion resistance [175] by

formation of Si–O–Al bridges and immobilization of a

fraction of Na ions for reason of charge compensation in

the vicinity of these bridges. The ratio of mobile to immobile

Na ions in the glass (exchangeable and nonexchangeable Na)

depends on the molar Na–Al ratio in the glass. With a molar

ratio or Na/Al	 1, an increase in the alkali content of the

glass does not lead to an increased glass corrosion rate,

because there are no nonbridging oxygen in the glass struc-

ture [176]. There are also some cases with no effects of Al on

corrosion stability of the glasses [177].

The formation of Si–O–Al bridges stabilizes the glass

only if the hydrolytic stability of this bond structure is high.

This is the case at neutral to slightly alkaline pH but not at

acid pH. Also in strongly alkaline solutions corrosion was

observed to increase with increasing Al contents, attributed

to the ease of hydrolysis of Al–O bonds under alkaline

conditions and the gradual change from tetrahedral to octa-

hedral coordination of Al ions by contact to alkaline solu-

tions [178]. Hence, the stabilizing effect of Al depends also

on solution chemistry. In addition, the effect of alkali earth

elements on the corrosion resistance of alumosilicate glass

depends on the chemistry of the aquatic medium. For ex-

ample, the partial replacement of Si by alkali earth ions

decreases the corrosion resistance of alkali aluminum silicate
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glasses (18.5 Na2O–7.4–Al2O3–74.1 SiO2) at neutral pH and

increases it at pH 10 [179]. This effect results from the

reduced mobility of alkali earth ions at high pH values.

In addition, aluminum plays an important role in con-

trolling the solution concentration of silica. This is impor-

tant under closed system alteration conditions, where sat-

uration effects may decrease glass corrosion rates. Two

cases may be distinguished: (1) control of Si solution

concentration by the transformed surface of the dissolving

glass, leading to faster slowdown of glass corrosion rates

due, to saturation [180, 181], or (2) control of Si concen-

tration by the formation of secondary phases resulting in a

hindrance of the slowdown of reaction due to a hindrance of

saturation at the glass–solution interface. For example, an

Al-rich glass showed a much higher long-term corrosion

rate than a glass withmuch less Al [182], This was due to the

reduction of silica concentrations in solution due to the

formation of analcime, a zeolite mineral, as secondary solid

reaction product.

I3. Borosilicate Glass

Borosilicate glasses with �4–8% alkali oxide, 2–7% Al2O3,

0–5%alkali earth oxides, 70–80%SiO2, and 7–13%B2O3 are

particularly water and temperature resistant. Typical samples

areDuran or Pyrex glass. Zinc added to borosilicate glasses at

concentrations up to 16mol % leads to increased glass

stability [183]. In aluminum silicate glasses without NBO

(Na/Al	 1), a replacement of up to 80% of Al2O3 by B2O3

leads to an increase in corrosion resistance.

The corrosion resistance of borosilicate glass can be

understood only on the basis of glass structure. The relation

between glass structure, glass composition, and glass stabil-

ity is described by a model of Dell et al. [184]. Including new

results for the ternary system [186] as well as for the binary

alkali borate [185] and alkali silicate system, the results of the

model are illustrated in Figure 29.5

Besides SiO4 tetrahedra (Q
n), additional structural units of

borosilicate glasses are anionic BO4 tetrahedra (N4 sites) and

symmetric or asymmetric trigonal groups (N3s or N3a sites),

with a distribution among these sites determined by the mol

ratio R¼Na2O/B2O3 andK¼ SiO2/B2O3. The occurrence of

tetrahedral groups depends, on the presence of alkali. The

maximum tendency for phase separation into Si-rich and

B-rich glass phases [186] occurs at R¼ 0.19. The increase of

alkali content of the glass increases the solubility of borate

groups in the silicate glass network [184] by forming boro-

silicate groups related to Danburite groups and Reedmerg-

nerite (NaBSi4O10) units [184, 186]. At higher R values, not

all Na ions are associated with tetrahedral borate groups but

to Si–Q3 tetrahedras or with further alkali content to Si–Q2

sites. This leads to an increase of alkali mobility in the glass,

resulting in a stronger tendency for ion exchange with

contacting aqueous solutions.

High-silica glasses can be fabricated based on phase-

separated glasses in the Na2O–B2O3–SiO2 system (Vycor

process [187]). Here, glass corrosion is not detrimental to

glass use but is a key design parameter because the borate-

rich phase must be dissolved rapidly. The microstructure of

the glass determines the rate of dissolution. Rapid dissolution

can, for example, be achieved by adding a small amount of

high-valency cations such as V, P, or Mo, increasing the size

of phase separations in the glass and the rate of borate phase

dissolution [188, 189].

FIGURE 29.5. Ternary Na2O–B2O3–SiO2 Structure unit stability diagram and relation to glass

durability and phase separation.
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An industrially important, durable borosilicate glass is

Pyrex glass, (SiO2 80wt%,Na2O 4wt%,Al2O3 2wt%B2O3

14wt%). As expected from Figure 29.5, Pyrex glass is phase

separated into a nearly pure silica matrix with a dispersed

borosilicate phase with spherical regions of 5–10 nm diam-

eter [190]. Corrosion rates are probably dominated by the

dissolution of the boron-rich phase. Corrosion rates were

found to be invariant with pH between 0 and 4 and increased

by about a factor of 10 until pH 9. At 95�C and pH 9 a linear

forward corrosion rate of 0.6mm/day was measured with pH-

independent activation energies of about 60 kJ/mol [191]. At

250–260�C in a closed system, boron release continued with

a linear rate of �4mm/day, but Na and Si loss reach a

temperature-dependent saturation state, with Na/Si ratios in

solution equal to those in the glass [192]. Activation energies

for hydration were only 17 kJ/mol, much lower than the

activation energies for B release. This indicates that hydra-

tion and B release are independent processes, and hydration

does not occur by filling the holes of phase-separated boron-

rich phases.

With simple borosilicate glasses, as well as nuclear waste

borosilicate glass compositions, the corrosion resistance is

not a linear function of glass composition but shows strong

nonlinear behavior. For example, the addition of 0–2wt %

SiO2 to a waste glass for West Valley (USA) led to only a

small increase in corrosion resistance, but 3% addition

decreased the corrosion rate by a factor of 10 (Fig. 29.6).

A further increase in silica content had a negligible

effect [193].

For glass compositions containing redox-sensitive ele-

ments, the corrosion resistance becomes a function of the

redox conditions during glass production as well as of the

redox-state of the aqueous solution. For example, FeIII acts

much more as a stabilizing agent than does FeII (Fig. 29.7)

because FeIII may take a similar role in the glass structure as a

network-forming element, such as Al. Consequently, if such

glasses are melted under oxidizing conditions, they become

more stable when compared to glass melting under reducing

conditions [193].

I4. Nuclear Waste Borosilicate Glasses

Borosilicate glass is the principal solid matrix for immobi-

lizing high-level radioactive waste for deep geological dis-

posal. Numerous borosilicate glass compositions have been

suggested [194]. Compositions of all industrially produced

European radioactive waste borosilicate glasses are located

in Figure 29.5 in an optimum balance between (1) low

tendency for ion exchange, (2) relatively high corrosion

stability, and (3) absence of phase separation. Higher cor-

rosion resistance could be achieved by higher Si content

(more Q4 groups), but this would increase the tendency for

production of phase-separated glasses. The resulting struc-

ture is a stable three-dimensional glass network with N3, N4,

Q3, and Q4 with coordination cages of oxygen of various

sizes and coordination, capable of hosting a large suite of

different multivalent radioactive cations simultaneously.

The glass corrodes slowly in groundwater and humid air

and inevitably certain quantities of radionuclides are mobi-

lized. Various reviews on nuclear waste glass performance

have been published [13, 14]. Predicting long-term glass

performance is difficult. Disposal sites are located in deep
FIGURE 29.6. Dependence of the extent of glass corrosion

(release of boron) on the content of silica in the glass [212].

FIGURE 29.7. Corrosion results at 90�C in MCC-3-Test

(Na release) of two American radioactive waste glasses as function

of redox state (FeII/Fe(tot)) of the glass matrix [212].
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rock with very slow groundwater flow rates. Hence, satura-

tion effects become much more important than for other

types of glass applications. Accumulation of dissolved silica

and other glass constituents in solution leads inmany (not all)

cases to a significant decrease in the overall reaction

rate [195–197]. Provided the accumulation of Si is not

hampered (i.e., by formation of Si-rich crystals such as

zeolites, by high water flow), a saturation state will be

reachedwith reaction rates< 1/1000 of the initial rates [198].

This decrease in reactivity has been attributed to decreasing

affinity for the rate-limiting dissolution reaction [198–200].

Protective layers were normally not formed. The fundamen-

tal disequilibrium between the bulk glass phase and the

solution remains, that is, overall affinity remains appreciable

and the glass/water reaction will continue as long as an

aqueous phase is present. The mechanism of this “long-term

reaction” is not yet fully understood. It has been suggested

that the dissolution rate may either be driven by the precip-

itation of secondary phases [198, 201], formation of col-

loids [196], or resumption of rate control by water diffusion/

ion exchange [202].

Glass alteration may or may not be accompanied by

transfer of glass constituents (including radionuclides) to a

potentially mobile aqueous phase. Sparingly soluble glass

constituents become incorporated in or sorbed on solid glass

alteration products on the glass surfacer—the gel layer and a

precipitated layer—but may also be sorbed on groundwater

colloids. The formation of new secondary phases, such as

silicates, molybdates, uranates, carbonates, and so on, estab-

lishes a new geochemical barrier for reimmobilization of

radionuclides dissolved from the waste matrices. As an

example, secondary clay minerals (saponite), powellite, and

baryte phases formed on the surface of Cogema type HLW-

glass during corrosion in brine. The phases formed are

normally not pure but are solid solutions of quite compli-

cated composition. Solid-solution formation is a beneficial

effect for retention of radionuclides. The clay mineral sap-

onite is important for sorption of trivalent and hexavalent

actinides, while powellite and barite are host phases, incor-

porating either trivalent actinides or divalent radionuclides

within their crystal structure. Tetravalent elements appear to

become concentrated into thermodynamically very stable

zircon or cereanite-type phases. Recently, it has been shown

that the retention behavior of trivalent, tetravalent, and

hexavalent elements can be described by sorption isotherms

in certain pH ranges, whereas solubility/coprecipitation is

dominant in other ranges [203].

Radiation damage of the glass phase and transmutation

have only a minor effect on glass durability, whereas the

effects of radiolysis of water and aqueous species may

increase in glass dissolution rate by a factor of 5 [14]. Initial

reaction rates may become higher if neutral starting solutions

are acidified by radiolysis. Alternatively, for experiments at

very high S/V in the presence of nitrogen, it has been

shown [204] that dissolution rates of radioactive glasses may

be as much as a factor of 40 lower than the corresponding

rates of a simulated glass. In this case, the alkaline evolution

of solution pH is partly balanced by acidification due to

radiolysis. In the absence of nitrogen the initial rate is slightly

affected by radiolysis, but there is only little effect on the rate

of long-term dissolution at high S/V [205, 206].

I5. Alkali-Resistant Glasses

Glass-fiber-reinforced cement (GFRC or GRC) composites

are based on glass fibers with high alkaline durability.

Mechanical properties of these cements depend on the

chemical durability of the fibers. Suitable alkali-resistant

fibers contain high contents of Zr, for example, in CemFIL

(16wt %) or ARG-fiber. The Zr-containing glass fibers

(CemFIL-1) were leached at 55�C for a year in Portland

cement pore fluids, resulting in only 2 mmof corrosion. Glass

stability was caused by the formation of a shell of Zr- and

Ca-rich reaction products [207]. In the absence of Ca, no

protective effects of Zr-rich surface reaction products were

observed. Maximum glass stability was observed with

100mg/L Ca in solution [208].

Disadvantages of the Zr-rich fibers are the expensive high-

melting and processing temperatures. Therefore, a number of

alternative alkali-resistant glass compositions have been

developed. Glass compositions in the mole percent range

CaO< 9, Na2O 13–15, BaO< 10, ZrO2 7, MgO 3, SiO2

65–75 show similar resistance to ChemFIL and 100�C lower

manufacturing temperatures [209]. Low corrosion rates,

�0.01mm/d, of Zn–Al–silicate glass fibers, modified with

Fe, Mn, or Ti oxides, were observed at 60�C in Ca(OH)2
solutions at pH 12.6 [210].

I6. Phosphate Glass

Phosphate glasses show a number of advantages when com-

pared to silicate glasses: optical properties, high thermal

expansion coefficient, low melting points, and formation of

sparingly soluble host phases for radiotoxic elements. How-

ever, instability to crystallization and lowchemical durability

ofmany phosphate glass composition lead to less widespread

use than silicate glasses. Depending on glass composition,

the corrosion rates of phosphate glasses cover a range

between 1000 and 0.01mm/day [211].

A particularly stable class of glasses is to be found in the

lead–iron phosphate system. A review is given by Sales and

Boatner [212].

I7. Glass-Reinforced Plastics

Low specific gravity (<2g/cm3), low cost, easy repair and

shape adaptation, high strength, and so on, make glass-

reinforced plastics very popular as structural and
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corrosion-resistant material for pipes, tanks, and chemical

process equipment. There are three main factors controlling

corrosion: the fiber, the matrix, and the interface. With

respect to the fiber, corrosion stability depends on the same

principles as for ordinary glasses. Highly corrosion resistant

vitreous silica fibers can, for example, be made from acid-

leached E-glass fiber. Stress-induced corrosion processes are

important [213]. The fibers may be attached to the resin by

silanation [214]. The effect of chemical attack can greatly be

reduced by proper choice of the resin and proper fabrication.

The following basic principles [215] are useful for resin

selection to provide resistance to various chemicals. Aqueous

solutions and salts are generally nonaggressive, but strong

oxidizing acids attack the resin; organic solvents, such as

benzene, attackmost polyester or vinyl esters, whereas epoxy

esters are better for organic solvent resistance.

I8. Optical Glasses

Corrosion may change the optical properties of glasses

during manufacturing, polishing, and so on. The variety of

compositions used for optical applications does not allow a

generalized treatment of chemical durability. With respect to

glass durability, five families of glasses have been distin-

guished [216], as presented in Table 29.2.

As for alkali silicate glasses, a square root of time rate law

was followed by a linear rate law for optical lead silicate

glasses (SiO2 65mol %, PbO 25–35mol %, K2O 0–10mol

%, Al2O3 0–2mol %) under acetic acid static corrosion

conditions [217]. Activation energies were �50 kJ/mol. As

for alkali ions in alkali silicate glasses, diffusion-controlled

surface depletion profiles were observed for Pb release from

the glass [218].

Contact of xBaO/ySiO2 glasses to distilled water led to Ba

leaching from surface regions 50–300 nm thick, resulting in

decreased density and refractive index of this surface re-

gion [219]. Even the initial surface conditions of optical

glasses are strongly affected by dissolution effects; for

example, mechanical polishing effects were found to be

governed by stress-induced chemical surface dissolu-

tion [220] or by direct chemical leaching in the polishing

solution.

I9. Glass Corrosion and Human Health

Corrosion of glassware may be detrimental to health if toxic

elements are released into food to a significant extent.

Examples are lead crystal wine decanters, an important

potential source of lead exposure (release of 66 mg Pb/L into

white wine in 4h) [221]. On the other hand, glasses with

0.2 wt % Cr2O3 did not show any release of Cr into solu-

tion [222]. For Ni, a beneficial effect may be observed; for

example, bottled wine may have significantly less Ni content

than the original grapes, attributed to sorption of Ni on the

glass surfaces [223].

Bioglass as bone replacement was discovered byHench et

al. [224], characterized to form tight bonds to living bones

(bioactivity). Some glasses and glass ceramics are already in

clinical use. Bioactivity is based on the ability of the glass or

glass ceramic to form, as a reaction product, bonelike apatite

during corrosion in body fluids at 37�C. Hence, most glasses

contain CaO and P2O5 as a main component; however,

bioactivity has also been reported for soda–lime glasses,

showing apatite formation during corrosion in body

fluids [225] and other phosphate-containing solutions [133].

Apatite formation in glass surfaces leads to formation of

protective surface layers [132, 133].

Aspirable silicate glass fibers can be detrimental to health

if they do not dissolve sufficiently rapidly in physiological

solutions. Long-term (120-day) experiments in Gamble so-

lution at 37�C at pH 7.6 have indicated a substantial differ-

ence in the residence time of natural mineral fibers and

artificial fibers (Table 29.3) [226] expected under in vivo

conditions. In another study, 30 glass compositions in the

system SiO2–Al2O3–B2O3–CaO–MgO–BaO–Na2O were

studied. Predicted corrosion rates in physiological solutions

varied between 0.2 and 200 ng/day [227].

I10. Silicate Glass Fibers

Glass fibers and bulk glasses of the sample composition differ

in various physical and chemical properties. Faster cooling

rates during production make the glass network of fibers

more open. Also density, refractive index, and Young’s

modulus are lower. Consequently, corrosion behavior might

TABLE 29.2. Optical Glass-type Families in Chemical Durability Testsa

Resistance to

Family Climatic Variation Acids Alkaline Solutions Weathering Staining

Low dispersion Medium Medium

Crown Good Good Good Good Very good

Flint Very good Very good Medium or good Good or very good very good

Alkaline earth Medium or good Medium Medium or good Good Medium or inferior

Rare earth and high diffractive Very good Medium or good Good or very good Inferior Very good

aSee [216].
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also be different. Corrosion of silicate glass fibers have been

extensively studied for application fields such as optical

waveguides, cement, or plastic reinforcement. A review of

the resistance of glass fibers in corrosive environments is

given in [228]. A comparative study of the corrosion

behavior of glass fibers, in the composition range

(Na.K)2O, 0.5–15mol. %, SiO2 46–70mol %, Al2O3

0.7–11mol %, (Ca,Mg)O, B2O3 0–7mol %, ZrO2 0–2mol %

show saturation effects under static corrosion conditions

(interpreted as “formation of protective layers”) and con-

tinued dissolution in dynamic corrosion tests [229]. Specific

surface areas of silicon aluminate (SiO2 �Al2O3) glass fibers

were found to increase dramatically during corrosion at pH

1 and only little at pH 3. This was interpreted as resulting

from Al release, leaving micropores in the glass

network [230].

Microphase-separated E-glass fibers SiO2 52.8wt %,

B2O3 10.8wt %, Al2O3 14.4wt %, CaO 16.7wt %, MgO

4.9wt %, Na2O 0.2wt %, and K2O 0.02wt %) are known to

become converted to high-silica glass by leaching in mineral

acids [231]. After leaching, the surface area is very high

(100–300m2/g) caused by micropores of <2 nm diame-

ter [232], probably only 0.4 and 0.8 mm, coexisting with

larger mesopores of 6 nm [233]. During corrosion, a core-

sheath structure is built upwith loss ofmechanical strength of

the outer sheath caused by replacement of Ca and Al (and

probably B) by Hþ [234]. The extraction of metal ions

proceeds in two steps: (1) dissolution of an interconnected

phase exterior to the silica network and (2) dissolution of

metal ions form the silica network [235].

Due to formation of voluminous alkali-depleted surface

layers, acid corrosion of E glass leads to an increase in

the thickness of the fibers and formation of fractures. The

thickness of the layer increases with the square root of

time [236]. Under alkaline conditions, E glass is not stable.

For example, as long as <40% of 10–15-mm-thick glass

fibers were dissolved, corrosion rates in saturated Ca(OH)2
solutions (pH 12.6) at 25�C were found to be in the range of

0.08mm/day [237].

I11. Fluoride Glasses

Heavy metal fluoride (HMF) glasses have been proposed as

the next-generation optical waveguides for their transparen-

cy to infrared (IR) light. It is particularly important that these

glasses show some stability against liquid water and water

vapor of common environments. Early studies of BeF2
glasses have shown highly hygroscopic behavior. A system-

atic study of chemical durability in multivariate composi-

tional space in the Th–Ba–Al–Zr–F system has been re-

ported [238]. In contrast, ZrF4-based and BaF4-ThF4- based

glasses show remarkably high corrosion resistance for at-

mosphericmoisture and temperatures<200�C, but theywere
not very durable in liquid water.

With congruent matrix dissolution rates at 25�C of

3–30 mm/day BaF4–ThF4-based glasses were �50–100

timesmore stable in deionizedwater thanZrf4 glasses [239];

however, they are still much less durable than typical

silicate glasses. Leach rates follow the aqueous solubility

of the modifier metal fluorides (A1F3, NaF, LiF)> (BaF2,

LaF3) [240]. The high corrosion rates were attributed to

evolution of acid pH values in static dissolution tests and

corresponding high solubility of glass components, partic-

ularly severe with ZrF4 glasses (pHfin¼ 2.5). A systematic

study of pH effects on HMF glass stability confirmed this

interpretation. Indeed, when the pH was fixed at neutral to

slightly alkaline values (pH< 10), corrosion rates as low as

0.01–0.1 mm/day were observed after a few hours of testing,

evenwith ZrF4-based compositions [241]. Corrosion results

indicate that the reaction of fluoride glasses with water is

controlled by moving boundary diffusion according to a

square root of time rate law as a thermally activated

process [242]. Corrosion layer formation is accompanied

by ion exchange of fluoride ions with OH– [243, 244]. The

existence of this ion exchange reaction leads to a technical

application of HMF glasses as fluoride ion-selective elec-

trodes [245]. The release of fluoride ions and consumption

of hydroxyl ions thus explains the decrease of pH with

the proceeding corrosion reaction. The adherence of

surface layers to the glass is rather weak, and thus the layer

appears to be nonprotective. Nevertheless, after initial ion

TABLE 29.3. Overview of Corrosion Results of Various

Silicate Fibers in Physiological Solutions at 37�C
(Tests for 120 days)a

Type of Fiber

Average

Diameter

(mm) Used

Average

Dissolution

Rate (nm/day)

Residence

Time (years of

1mm-diameter

fiber)

Glass wool

JM 104 (475) 0.4 0.8 1.7

JM 104 (E) 0.5 0.21 6.5

TEL 3.5 3.4 0.4

Superfine 0.4 1.4 1.0

Mineral wool

Diabas 4.0 1.15 1.2

Basalt 4.9 1.10 1.2

Schlacke 4.8 0.69 2.0

Fire resistant fibers

Vitreous silica 0.8 1.1 1.2

Fiberfrax R 1.9 0.27 5.0

Fiberfrax H 1.9 0.28 4.9

Natural fibers

Chrysotile UICC 0.1 0.005 100

Krokydolite 0.2 0.011 100

Erionit 0.01 0.0002 100

aSee [226].
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exchange, water diffusion into the glass appears to

play a significant role in controlling glass corrosion

rates [246].

In contrast to HMF glasses, much less work is done on the

corrosion stability of other fluoride glasses such as fluoroa-

luminate glasses. During corrosion, a slight increase in pH is

observed. The corrosion mechanism appears to be different

from that of the HMF glasses. Congruent leach rates are

controlled by metal fluoride solubilities [247].

J. METHODS FOR IMPROVING GLASS

SURFACE STABILITY

J1. Polymer Coatings

Successful attempts have been made to protect poorly resis-

tant medieval church window glasses by polymer coatings,

such as viacryl resin [248]. Though organic polymers allow

for water diffusion to the glass surface beneath, the surface

was found unattacked after sevenyears. This surprising effect

was explained by saturation effects of silica in the pore space

of the coating, slowing down reaction rates.

J2. Resistant Oxide Glass Coatings

The weathering characteristics of soda–lime glass can be

improved by coating with sol–gel derived SiO2 or nine

TiO2–91 SiO2 films [249]. The film with Ti is even more

protective than pure SiO2. The durability of soda–limeglasses

against alkaline solutions can be enhanced by coating with

Ti or Zr [250].

In order to improve the chemical durability of heavymetal

fluoride glasses, many efforts have been undertaken to

develop different types of coating materials, for example,

lead phosphate glass coatings with a transformation temper-

ature tg of only 227�C and a corrosion rate of �0.5mm/

day [251].
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A. INTRODUCTION

Polymeric materials are used in a wide array of applications

in engineering and construction, ranging from basic infra-

structure to critical components of aviation and space travel,

because of their flexibility, lightness, and high strength. The

available literature on deterioration and degradation of or-

ganic polymeric materials under natural and/or artificial

environments is very limited [1–8], and much less is known

about the mechanisms involved in degradation of these

materials by microorganisms [4, 6, 7]. Such information is

important when assessingmaterial life span andmaintenance

cost, but available results are widely distributed in different

scientific journals due to the highly diverse applications of

polymeric materials compared to metals. Because of their

versatility in chemical compositions, molecular weights, and

applications, issues of polymer deterioration and prevention

measures begin to receivemore attention as their applications

continue to expand.

Polymeric materials differ in their chemical composition,

physical forms, processing and molding, mechanical prop-

erties, and applications. Variations in their chemical com-

position and molecular weight of the polymeric monomers
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are largely due to the versatility of the carbon–hydrogen

(–C–C–) bond in the chemical structure and their possible

configurations, stereochemistry, and orientation. Their

applications include product packaging, insulation, structur-

al components, protective coatings, medical implants, drug

delivery carriers, slow-release capsules, electronic insula-

tion, telecommunication, aviation and space industries,

sporting and recreational equipment, and building consoli-

dant. Inmany of these applications, over time of service, they

are constantly exposed to a range of natural and artificial

conditions that often involve microbial colonization and

contamination, resulting in aging, disintegration, discolor-

ization or colorization, and deterioration as well as degra-

dation [9–12].

Evidence of polymeric material degradation by micro-

organismswas reported in a number of diverse environments,

including the Russian Mir space station [6, 8, 13–16],

shipping [17], aircraft [18], and sewer pipes [19–21]. In

addition, medical devices are also susceptible to microbial

contamination [22] and deterioration in vivo [23, 24]. Other

materials, including electronic insulation polyimides [8, 25–

31], fiber-reinforced polymeric composites [4, 6, 32–36], and

corrosion protective coatings [27–29, 36, 37], were also

reported for their biodeterioration by microorganisms com-

monly found in the environment. Degradation and mineral-

ization of polymers used in product packaging were inves-

tigated under both aerobic and anaerobic conditions with

reproducible methodology [6, 8, 26, 29, 38–46].

Detection of microbial deterioration at the early stage of

development is a challenge because of the complex interac-

tions between the materials and their environment, the

microbial populations, and the available techniques. Since

engineering materials are designed to be highly resistant to

change, anyphysical and chemical change in thematerial and

matrices cannot be observed using traditional techniques

because of low sensitivity [6, 8, 29, 46]. Electrochemical

impedance spectroscopy (EIS) coupled with microbiological

methods enables quantitative and mechanistic analyses of

microbial degradation of high-strength polymeric materials

within a reasonable period of time [7, 8, 25–31, 33–35, 47].

This technique is particularly useful for detecting the phys-

ical failure of polymeric electronic insulating thin films

and surface coatings that are water impermeable and

may degrade slowly by environmental conditions and/or

microorganisms [27, 28, 33, 37]. Furthermore, fiber-rein-

forced polymeric composite materials (FRPCs) were also

successfully assessed using this approach successfully, but

the time required to observe any detectable changes in the

materials due to microbial growth was at least several

months [6, 27–29, 33–35]. With the increasing usage of this

class of materials in infrastructure and aviation and

space, deterioration, detection, and preventive measures are

critical issues that have drawn the attention of end users

worldwide.

This chapter is intended to cover selective groups of

materials with different properties and applications to illus-

trate current knowledge and where information and research

efforts should be directed. It is also our intention to describe

the general mechanisms of degradation and deterioration

using selected polymers, the current status of material deg-

radation research, and the strengths and weaknesses of

research techniques currently in use. In addition, preventive

measures such as incorporation of biocides and implementa-

tion of environmental controls are also discussed. Because

this chapter deals with biological deterioration of polymers,

the wide range of materials is arbitrarily grouped based

on their biodegradability for convenience of discussion as

(1) relatively degradable, (2) recalcitrant, and (3) completely

resistant to breakdown. Our definition of polymericmaterials

is limited to synthetic industrial polymers, excluding natural

polymers, for example, cellulose, chitin, chitosan, lignin,

polysaccharides, proteins, and deoxyribonucleic acids.

B. APPLICATIONS OF POLYMERIC

MATERIALS

The production and consumption of plastics has increased

dramatically worldwide since the 1970s and does not appear

to be slowing down. On a volume basis, polymeric materials

had already exceeded that of copper, aluminum, and steel by

themid-1980s [48] and they play amajor role in our daily life.

In 1996, production of polymers reached 3.4 million tons of

thermosetting resins, 27.6 million tons of thermoplastic

resins, 4.5 million tons of fibers, 2.3 million tons of synthetic

rubber, and 4.7 billion liters of paints and coatings [49].

Uses of polymers have constantly expanded to new fron-

tiers, including transportation, aerospace, aviation, medical,

infrastructure, electronic, computers, military, and recrea-

tion. In addition, demands are also visible in the communi-

cation, structural and construction, and protective coatings

industries. Polymeric materials may be exposed to natural

environments, including soils, seawater, and freshwater un-

der aerobic and strictly anaerobic conditions. In certain cases,

artificial or enclosed environments with high acidity or

alkalinity (e.g., specialized containment) are encountered in

industrial processing, manufacturing, and storage and even

within human tissues as implant materials. In most of these

incidences, contamination bymicroorganisms on surfaces of

materials is common and, indeed, inevitable, and as a result,

susceptibility assessment to microorganisms is not only

justified but necessary to provide a better understanding of

material performance.

Contact between microorganisms and surfaces of materi-

als is generally unavoidable except under extremely clean

conditions where sterility is strictly maintained and rein-

forced through vigorous filtering and ultraviolet treatment.

Information on the extent of microbial biofilm formation on
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surfaces of materials and subsequent damage to polymers

becomes a very important issue in telecommunications,

information storage, medicine, aviation, and space travel.

This information is invaluable to polymer chemists, engi-

neers, materials scientists, and applied biologists for design-

ing materials with predetermined life spans, stability, and

performance under deployed conditions.

C. MICROBIAL BIOFILMS ON POLYMERS

In submerged or humid environments, all surfaces, including

metals and polymers, are susceptible to colonization by

microorganisms even under nutrient-starved conditions (ol-

igotrophic). A physical layer of microbial cells and their

exopolymeric materials may develop on any exposed sur-

faces when nutrients become readily available for microbial

growth. Both sessile microorganisms on surfaces and their

microbial exopolymeric materials are collectively called

microbial biofilms [7, 50–59]. Biofilms are interfacial com-

munities of microorganisms occurring between the substra-

tum surfaces ofmaterials and the bulk solution, and theymay

have a very strong influence on the property of the substratum

materials, including integrity.

Microbial biofilms are complex communities of micro-

organisms embedded in a matrix of their exopolymers under

natural conditions. When an inert surface of material is

introduced into an aqueous environment, the substratum is

fouled sequentially with soluble organics and then micro-

organisms [55, 60–63]. The growth and multiplication of

these attached cells increase the thickness of the biofilm and

the heterogeneity of the biofilm in terms of O2 distribution

and nutrient profiles. Within the heterogeneous layer of

bacteria and their products, both aerobic and anaerobic

processes can take place simultaneously over space and time

in the highly porous biofilm [8]. Aerobic processes facilitate

consumption of more oxygen, which is extremely toxic to

the activity of anaerobic microorganisms, and anaerobes

benefit from the lowering of oxygen tension by aerobes.

Even in nonaqueous conditions, biofilms can form on

surfaces [28, 37, 59, 64].

Formation of bacterial biofilms on surfaces provides a

strategy for microorganisms to survive environmental stress

and predation and to grow, providing an opportunity for

invasion and destruction of the colonized materials. It has

been widely reported that growth of microorganisms on

surfacesmay result in corrosionof the underlyingmetals [65–

75] or, in the case of humans, tissue may be infected by

pathogens [76]. This detrimental effect occurs particularly in

the presence of an active population of sulfate-reducing

bacteria in anaerobic corrosion [74, 77–82], during degra-

dation of polymeric materials in contact with soils [38, 39,

42, 44, 45], and in human tissue in contact with polymeric

materials, for example, urinary tract catheters [22, 29].

D. DEGRADATION PROCESSES

Polymeric materials may be susceptible to deterioration

through physical stress and chemical effects. Microorgan-

isms are ubiquitous and are constantly associated with

material surfaces under aerobic and anaerobic conditions

depending on the specific application. Some environments

can be extreme, such as microgravity in space missions and

high levels of irradiation in nuclear power plants or waste

depositories. Due to the wide array of environments, simu-

lation studies are often carried out to assess the potential

degradability of polymers under either aerobic [26, 33–35,

38, 39, 83, 84] or anaerobic [38, 39, 41, 43, 85] conditions.

Other studies emphasize marine environments [86–89],

natural soils [90, 91], and riverwater [86, 92, 93]. In addition,

enzymatic assays have been used to assess degradability

of a specific polymer under laboratory conditions [86, 94–

96] or to detect specific enzyme activity indicative of a

degradative process, for example, esterases [12, 97–112].

Experiments in situ always suffer from poor reproducibility

because of the broad range of variables involved [83, 84] and

the difficulty in interpretation of experimental results and

extrapolation of possible mechanisms involved. In contrast,

laboratory-simulated conditions with high reproducibility

are often used for evaluation of the fate of polymeric materi-

als and investigation of the degradation mechanisms

involved [4, 6, 38, 39–45, 113].

Assessment of polymer biodegradability in anaerobic

simulation environments can be conducted in laboratory

bioreactors. In such systems, the composition of the compo-

nents and the environmental conditions need to be defined

specifically beforehand. The anaerobic Hungate tech-

nique [114] can be applied using serum bottles or Bulch

anaerobic tubes [115–118]. Degradation of polymer can be

determined with either processed thin films [41–43] or

powder [119, 120]. However, it should be borne in mind

that unprocessed powder does not have the same crystallinity

as processed polymers; therefore information about the

degradability of a polymer should be interpreted with cau-

tion. In addition, aging of the film and the conditions leading

to aging also affect the crystallinity of the polymer and then

the rate of degradation. A lack of awareness about the

physical nature of the polymer results in misinterpretation

of polymer degradability in natural environments.

D1. Aerobic Processes

Oxygen is the most favorable electron acceptor in metabo-

lism for a large population of microorganisms. Aerobic

conditions are often used to assess polymer biodegradation

in many tests; examples are aerobic soil exposure [121, 122],

thermophilic composting [42, 44, 123], immersion in surface

seawater [88, 89, 122] and freshwater [86, 93], and laboratory

batch conditions [92, 95, 96, 124–126]. In addition, the
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enclosed living environment not only harbors a range of

microorganisms; the microorganisms are detrimental to both

human health and material integrity [6, 127–138]. Each of

these experimental conditions has its weaknesses and

strengths and will be discussed later.

Under aerobic conditions, microorganisms capable of

utilization of molecular oxygen as an electron acceptor are

the dominant species. During degradation, physical disinte-

gration of polymers may subsequently accelerate biological

degradation. Mechanisms of polymer degradation by micro-

organisms usually involve enzymatic attack as the main

process. For example, one set of extruded film strips of

poly(b-hydroxybutyrate) (PHB) with a molecular weight of

1.46� 105 (Mw) and a racemic diad of 0.62 were aged at

room temperature for two months and buried in flasks

containing moist soils incubated at 35�C in the dark. In

parallel, a control was prepared by adding antibiotics (strep-

tomycin, nystin) to the moist soil to inhibit microbial growth.

During incubation, weight losses of 34 and 66% were

observed in the biologically active flasks after 60 and 95

days of incubation, respectively. In contrast, weight loss of

the abiotic control was less than 8% during the same period.

Dense microbial biofilms were observed on surfaces of the

exposed polymer strips, and surface erosion was evident. It is

probable that the polymers’ physical structure was degraded

by exoenzymes excreted by the colonizing microorganisms.

Pseudomonas lemoignei andAlcaligenes faecalis are capable

of degrading PHBs through activity of PHB depoly-

merases [139, 140]. Other polymers, for example, PHB, a

copolymer of poly(hydroxybutyrate-co-hydroxyvalerate)

and poly(d, l-lactide), were also assayed [40, 41].

Thermophilic composting [38–45, 141] and respirometric

biometry [39, 43, 46] have been used extensively in quan-

titatively assessing the fate of polymeric materials. Histor-

ically, weight loss was the primary parametermonitored after

exposure [32, 40, 41]. For example, in a study of cellulose

acetate (CA) degradability in thermophilic composting tests,

CA films with an acetyl substitution value of 1.7 were

degraded faster than CAwith a value of 2.5 [40–45]. It took

approximately 14 days for CAwith a degree of substitution

(DS) of 1.7 to degrade completely, while it took 25 days for

DS 2.5 to decompose [42–44]. Biodegradation of CA was

confirmed by determining changes in polymer molecular

weights before and after the test period as an important

indicator of degradation [43, 46]. When necessary, further

microbiology work can be conducted to investigate the

properties of the microorganism in details. Pseudomonas

paucimobilis was isolated from CA film surfaces after ex-

posure to aerobic thermophilic microorganisms from com-

post for two weeks and was found to degrade CAwith a DS

1.7 and 2.5 at similar rates [38, 39]. The limitation of this

technique is that fragmentation of polymer films may result

in nonrecoverable small debris, whichmay bemisinterpreted

as degradation, thereby exaggerating the degradation rate.

The respirometry technique is based on quantitative mon-

itoring of O2 consumed and/or CO2 produced and can also be

used for understanding polymer degradation and more spe-

cifically mineralization. In such a test, one set of the test

system without polymer amendment serves as a control [40]

while another identical set will contain various amounts of

polymer powder. In this way, mineralization of polymer can

be determined by quantitatively measuring the carbon bal-

ance over time without the employment of radiolabeled

chemicals. As much as 64% of the substrate polymer carbon

was liberated and recovered as CO2 in NaOH traps during the

course of CA degradation under aerobic conditions [38, 39,

42, 46]. It should be borne in mind that complete mineral-

ization of the polymer is not achieved because a fraction of

the substrate carbon is always immobilized in microbial

biomass and humification materials.

D2. Anaerobic Processes

Simulated anaerobic conditions used to measure polymer

degradability include anaerobic soils, landfills [142–146],

sewage sludge [147], and laboratory methanogenic or sul-

fate-reducing environments. These simulations have been

widely used in metal corrosion studies involving the sulfate-

reducing bacteria (SRB) [74, 75, 78, 79, 81, 82]. Most of the

research efforts have been focused on understanding the

susceptibility of materials to microorganisms and the me-

chanisms involved. Polymer biodegradation can be carried

out under strictly anaerobic conditions in the laboratory with

high reproducibility, but the incubation time is anticipated to

be long [38, 39, 40–46]. Other studies were carried out under

either natural conditions [148] or semi-natural environments,

such as a municipal landfill [144, 148]. The choice of the

systems for testing and study is mostly dictated by the

objectives and questions to be answered.

Only a very limited number of studies have been con-

ducted on microbial degradation of polymeric materials

under strictly anaerobic conditions [39, 41, 119]. Some have

also been carried out using natural microbial communities.

The powder form of PHB was used in a sludge-amended

incubation experiment [119]. Reconstituted microbial con-

sortia containing SRB were used in a study of polymeric

composite degradation [149], but this approach may fail to

reflect the natural microflora and the relationship between

microbial colonization and the possibility of damage to the

underlying materials. The mechanisms of SRB corrosion of

metals are due largely to the presence of hydrogenase

systems causing depolarization of adsorbed hydrogen on

metal surfaces and changes to the open-circuit potential [59,

64, 113]. However, the inclusion of a SRB as the major

microbial groupmay not be justified for polymericmaterials.

As stated earlier, polymer degradation occurs through reac-

tions carried out by depolymerases from microorgan-

isms [139, 150].
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E. MECHANISMS OF DEGRADATION

Microbial biofilms are ubiquitous on material surfaces,

including polymers. Earlier reports tended to use biofouling

as an indication for degradation [151], which should be more

carefully stated. Quantitative methods have been introduced

coupled with scanning electron microscopic observations to

substantiate the extent of deterioration by microorgan-

isms [26–28, 33–35, 37], but elucidation of the mechanisms

involved remains a major challenge due to the complexity of

the polymeric materials and their chemical constituents.

Formation of microbial biofilms on surfaces is the first step

and also a prerequisite for subsequent degradation to occur,

but it cannot be used as the sole indicator alone.Occasionally,

exoenzymes from nonsessile microorganisms may contrib-

ute to degradation of polymers, but the extent of such

degradation is considerably lower than the decomposition

by surface colonizers. When bacteria are attached to a

substratum surface, they become protected from predation

and may become metabolically more active [61, 152]. They

form patches of biofilms on material surfaces. Within bio-

films, several groups of microorganisms, including aerobic,

facultative, and anaerobic, can coexist in synergistic associa-

tions, also called consortia, effectively attacking awide range

of substratum materials [36, 153–158].

Different polymeric materials are degraded to different

extents. Some materials are susceptible to mineralization,

while in others, specific components are utilized. It is inter-

esting to know that slow-growing bacteria have much high

degradation potential than the fast-growing ones [11]. This

information is both interesting and important because current

methods are biased toward the use of short-term tests and

fast-growing microorganisms.

E1. Utilization of Polymers as a Source of

Carbon and Energy

Some polymers can be completely utilized as a source of

carbon and energy, while others are only partially degraded

by microorganisms. Examples of the former include the

natural and microbially synthesized materials—poly(hydro-

xyalkanoates) (PHAs) [121, 150, 159, 160], g-poly(glutamic

acid) [161], cellulose acetates [7, 29, 38, 39, 40–45], poly-

ethers [162], polylactide [40, 41], and polyurethanes [28, 37,

163–168]. A general rule is that biologically synthesized

polymers are readily biodegradable in natural environments,

while synthetic polymers are either less biodegradable or

degrade very slowly, depending on their chemical composi-

tion, structural complexity, andmolecular weights. However,

the rate of degradation is in large part determined by the

chemical structure, for example, molecular weights, struc-

ture, and configuration of the monomer units. Apart from the

intrinsic properties, the environmental conditions, aerobic

versus anaerobic, also play a significant role.

Understanding the relationship between the chemical

structure of a polymer and its biodegradability is very

important for designing a new generation of environmentally

degradable polymers. As a general rule, high-molecular-

weight polymers are less biodegradable or degrade at a

slower rate than those with low molecular weights. Hetero-

geneity of the monomers also affects degradation rate; the

hydrolytic chain scission is dependent on the copolymer

composition: poly(3-hydroxybutyrate-co-27% 4-hydroxy-

butyrate) [P(3HB-co-27% 4HB)]> [P(3HB-co-17% 4HB)]

> [P(3HB-co-10% 4HB)]> poly(3-hydroxybutyrate-co-

45% 3-hydroxybutyrate [P(3HB-co-45% 3HV)]> [P(3HB-

co-71% 3HV)] [121]. Similarly, the sequence of enzymatic

hydrolysis follows [P(HB-co-16% HV)]> [P(HB-co-32%

HV)]> PHB [169]. The crystallinity of the polymer also

affects the rate of degradation but is rarely taken into

account [119].

Structural substitution groups, and their number per

repeating unit, also affect the degradation kinetics. For

example, (CAs) with a lower degree of substitution (DS)

values are more quickly degraded than higher substituted

ones under both aerobic and anaerobic conditions [38–45,

120]. During degradation of CAs, both molecular weight and

degree of substitution showed a decreasing trend, suggesting

that deacetylation and decomposition of the polymer back-

bone proceed simultaneously [44]. Earlier data suggested

that CAs with DS values greater than 0.82 are recalcitrant

to biodegradation and the limiting step is deacetylation

followed by breaking of the polymer carbon–carbon

bonds [100].

The general theory of polymer degradation assumes that

exoenzymes from microorganisms break complex polymers

to yield short units, including oligomers, dimers, and mono-

mers, small enough to be allowed to pass through permeable

outer bacterial membranes and subsequently to be assimi-

lated as carbon and energy sources. The process is called

depolymerization. The closer a polymer structure is to a

natural analog, the easier it is degraded. Cellulose, chitin,

pullusan, and PHB are all biologically synthesized and are

completely and rapidly biodegradable [170]. The complete

decomposition of a polymer to CO2 and H2O under aerobic

conditions or organic acids, CO2, and CH4 under anaerobic

conditions is rare. Degradation and mineralization of a

polymer substrate can hardly achieve 100% due to the

synthesis of microbial biomass and humus matter [171].

Under different conditions, predominant groups of micro-

organisms differ and degradation pathways vary. In the

presence of oxygen, aerobic microorganisms are responsible

for destruction of complex materials, with microbial bio-

mass, CO2, and H2O as the final products (Fig. 30.1). In

contrast, under anoxic conditions, anaerobic consortia of

microorganisms are involved in polymer deterioration, and

the primary products will be microbial biomass, CO2, CH4,

and H2O [142–144] (Fig. 30.1). These conditions are widely
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found in natural environments and can be simulated in the

laboratory with appropriate inocula.

E1.1. Poly(b-hydroxyalkanoates). Bacterial poly(b-hy-
droxyalkanoates) are a class of aliphatic polyesters consisting

of homo or copolymers of [R]- b-hydroxyalkanoic acids. The
polymer is a microbial intracellular inclusion in the cyto-

plasmic fluid in the form of granules with diameters between

0.3 and 1.0 mm. They can be as much as 30–80% of cellular

mass. Unlike other biopolymers, such as polysaccharides,

proteins, and DNAs, PHB is a thermoplastic with a melting

temperature around 180�C, making it a good candidate for

thermoprocessing. Furthermore, a copolyester consisting of

3-hydroxybutyrate and 3-hydroxyvalerate, poly(3HB-co-

3HV) can be synthesized in cells of Alcaligenes eutro-

phus [172]. Both long side-chain and novel side-chain

polymershavebeensynthesizedbytheadditionofappropriate

substrates in the culture medium and with different bacterial

strains [173–175].Thecopolymers rangefromthermoplastics

to elastomers. The A. eutrophus genes encoding PHB syn-

thesis have been transferred into cotton for PHB synthesis in

fiber cells for production by agriculture [176].

Homopolymers and copolymers can be degraded in bio-

logically active environments, for example, soils [91, 177],

sludge, compost [38, 39, 43], river water [86, 92, 93], and

seawater [86, 88, 89]. Extracellular PHBdepolymerases have

been isolated from P. lemoignei [178] and A. faecalis [140,

179]. The enzymatic degradation occurred at the surfaces of

the polyester film, and the rate of surface erosion was

strongly dependent on both the molecular weight (degree

of polymerization) and composition of the polyester crys-

tallinity, and the dominant species of bacteria. The stereo-

chemistry of these chemically synthesized polymers also

affects their fate after disposal in the natural environ-

ment [180, 181].

E1.2. Cellulose Acetates. Cellular acetates are chemically

modified natural polymers designed to improve their

mechanical properties for different uses. Generally, CAs

with a degree of substitution from 1.7 to 2.5 can be degraded

in thermophilic compost in 45 days [38–45] and transformed

into constituent chemicals through biologically catalyzed

reactions [182]. Increasing the DS value on a repeating unit

makes the CA less degradable. CA degradation occurs more

rapidly under aerobic conditions. The mechanisms of deg-

radation are deacetylation, which releases the substitution

groups, followed by cleavage of the carbon–carbon back-

bone. The decrease in molecular weight and deacetylation

proceed simutaneously during degradation.

E1.3. Polyethers. Polyethers include polyethylene glycols

(PEGs), polypropylene glycols (PPGs), and polytetramethy-

lene glycols (PTMGs). They are widely used in pharmaceu-

ticals, cosmetics, lubricants, inks, and surfactants. They

frequently contaminate natural water, including coastal

waters and streams where wastewater is discharged. Degrad-

ability of this class of polymers has been studied under both

aerobic [162, 183–186] and anaerobic [187–189] conditions.

Polyether degradability is dependent on molecular weight,

withmolecularweights higher than 1000 considered resistant

to biodegradation [162, 190]. However, degradation of PEGs

with molecular weights up to 20,000 has been reported. The

ability of a microflora to degrade larger PEG molecules is

dependent primarily on the ability of a syntrophic association

inmixed cultures of bacteria tometabolize the chemicals. For

example, Flavobacterium and Pseudomonas can degrade

PEG. After each oxidation cycle, PEGmolecules are reduced

by a glycol unit.

The central theme of PEG degradation is cleavage of an

aliphatic ether linkage. In a coculture of aerobic Flavobac-

terium and Pseudomonas species, PEG degradation pro-

ceeds through dehydroxylation to form an aldehyde and a

further dehydrogenation to a carboxylic acid derivative [184,

185]. Neither of these bacteria can degrade PEG in pure

culture. Cellular contact between them seems to be essential

for effective cooperation. In the Flavobaterium and Psue-

domonas system, three enzymes are involved in the complete

degradation of PEG [162]. PEG dehydrogenase, PEG–alde-

hyde dehydrogenase, and PEG–carboxylate dehydrogenase

(ether cleaving) are required. All three were found in Fla-

vobaterium, while only PEG–carboxylate dehydrogenase

was present in Pseudomonas. However, Pseudomonas,

though not directly involved in the degradation, utilizes a

toxic metabolite that inhibits the activity of the Flavobacter-

ium. This appears to be the essential link for their syntrophic

association in the degradation of PEG.

E2. Effects on Physical Properties

E2.1. Polyimides. The wide acceptance of polyimides in

the electronics industry [191–195] has drawn great attention

to the issue of stability of these materials. The National
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FIGURE 30.1. Schematic diagram showing degradation of poly-

meric materials under aerobic and anaerobic conditions.
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ResearchCouncil in 1987 [3] emphasized the need to develop

deterioration preventive measures for polymers used in the

electronic industries because data acquisition, information

processing, and communication are critically dependent on

materials performance and integrity. The interlayering of

polyimides and electronics in integrated circuits prompted

several studies on the interactions between these two materi-

als [196, 197].

Polyimides are also widely used in load-bearing applica-

tions, for example, struts, chasses, and brackets in automotive

and aircraft structures, due to their flexibility and compres-

sive strength. They are used in appliance construction,

cookware, and food packaging because of their chemical

resistance to oils, greases, and fats; microwave transparency;

and thermal resistance. Their electrical properties are ideally

suited for applications in the electrical and electronics mar-

kets, especially as high-temperature insulation materials and

passivation layers in the fabrication of integrated circuits and

flexible circuitry. In addition, the flammability resistance of

this class of polymers may provide a halogen-free flame-

retardant material for aircraft interiors, furnishings, and wire

insulation. Other possible uses may include fibers for pro-

tective clothing, advanced composite structures, adhesives,

insulation tapes, foam, and optics operating at high

temperatures [195].

Electronic packaging polyimides are particularly useful

because of their outstanding performance and engineering

properties. However, they are susceptible to degradation by

the colonization of fungi (Fig. 30.2, Table 30.1)[25–31, 33–

35, 47]. Polyimide degradation occurs through biofilm for-

mation and subsequent physical changes in the polymer.

Using electrochemical impedance spectroscopy (EIS) [198,

199], fungal growth on polyimides yields distinctive EIS

spectra, indicative of failing resistivity [20, 21, 26]. Two steps

are involved during degradation: An initial decline in coating

resistance is related to the partial ingress of water and ionic

species into the polymermatrices. This is followed by further

deterioration of the polymer by activity of the fungi, resulting

in a large decrease in resistivity. The data support the

hypothesis that polyimides are susceptible to microbial

degradation resulting in the corrosion of underlying metal.

They also confirm the versatility of EIS as a method in

evaluation of the biosusceptibility of polymers.

The dielectric properties of polyimides could be altered

drastically following growth of microbial biofilms [25, 26,

30, 31, 47], which haswide implications for protection of this

class of materials under tropical and subtropical conditions

because both humidity and airborne microbial loading are

high. This form of deterioration may be slow under ambient

conditions in dry and cold regions; however, the deterioration

processes can be accelerated in humid conditions or in

enclosed environments, for example, submarines, space

vehicles, aircraft, and other closed industrial facilities. Very

small changes in material properties by the formation of

biofilms and trapping of moisture will result in serious

functional consequences to the systems.

E2.2. Fiber-Reinforced Polymeric Composite Materials.
The increasing usage of fiber-reinforced polymeric compos-

ite materials (FRPCMs) as structural components of public
FIGURE 30.2. Scanning electron micrograph of fungi on deteri-

orated polyimides (scale bar, 5mm).

TABLE 30.1. Polymeric Materials Tested for Their

Susceptibility to Degradation and Deterioration by

Environmental Microorganisms

Name Description References

Adhesive RTV142 silicone rubber with

methyl alcohol

[28]

Insulation

foam

Benzophenonetetracarboxylic

imide polymert foam

[28]

Cable

insulation

Polytetrafluoroethylene,

fluorinated ethylene

propylene coated polyimides

and perfluocarboxyl

[28]

Composites Fluorinated polyimide/glass

fibers, bismaleimide/carbon

fibers, epoxy/

[28, 34, 35,

36, 200]

carbon fibers unidirectional,

epoxy/carbon fibers [0,45, 90,

-45]2S, poly(ether-ether-

ketone)

Epoxy/graphite fiber

unidirectional

[28]

Epoxy/carbon fibers,

epoxy/glass fibers,

bismaleimide/aluminum

[28, 36, 200]

Protective

coating

Aliphatic polyurethane

coating

[28]

Kapton

polymimdes

Pyromellitic dianhydride

and 4,40-diaminodiphenyl

ether

[26, 30–32]
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structures and aerospace applications has generated an urgent

need to evaluate the biodegradability of this new class of

material. It has become clear that FRPCMs are not immune to

the colonization by natural microorganisms, including both

fungi and bacteria [4–7, 27–29, 37]. Through a series of

investigations, impurities and chemical additives in FRPCMs

promote microbial growth as they are sources of carbon and

energy (Fig. 30.3, Table 30.1). Research has shown that slow-

growing microorganisms cause much greater damage to

materials than the fast-growing microorganisms [11], but no

critical assessment has been made in relation to FRPCMs. At

least two groups reportedmicrobial degradation of FRPCs [6,

26, 32–35, 149]. Wagner and her collaborators used a mixed

culture of microorganisms, including a sulfate-reducing

bacterium, commonly used in corrosion tests. In contrast,

Gu and colleagues [8, 26–29, 33–35, 71] used a fungal

consortium originally enriched from degraded polymers.

This consortium consisted of Aspergillus versicolor,Clados-

porium cladosorioides, and a Chaetomium sp. Initial phys-

ical and mechanical tests were not sufficiently sensitive to

detect any significant physical changes in the bulk materials

after 120 days exposure [34, 36, 200]. However, physical

penetration of fungal hyphae into the resin matrices has been

observed with Scanning electron microscopy (SEM)

(Fig. 30.4), indicating that resins were being actively de-

graded, in turn suggesting that the materials were at risk of

failure.

Natural populations of microorganisms are capable of

growing on surfaces of FRPC coupons at both relatively

high humidity (65–70%) and lower humidity conditions

(55–65%) [6, 28]. The accumulation of bacteria on surfaces

of composites develops into a biofilm layer, providing some

initial resistance to further environmental changes, for ex-

ample, drying. Since use of a range of mechanical tests did

not detect changes in composite coupons after exposure to a

fungal culture [200], EIS was applied to examine changes in

resistivity of composite materials after fungal exposure. EIS

indicated a significant decline in material resistivity and an

increase in conductance, providing the first demonstration

that this technique can be used in monitoring FRPCMs and

electrochemical properties can be used to identify microbial

attack [33, 35]. The polymeric composites tested included

fluorinated polyimide/glass fibers, bismaleimide/graphite

fibers, poly(ether-ether-ketone) (PEEK)/graphite fibers, and

epoxy/graphite fibers (Table 30.1) [35]. Graphite fibers are

very susceptible to biofilm formation and the surface treat-

ment sizing chemicals are utilized by bacteria as a source of

carbon and energy (Fig. 30.5).

A critical question remains about the effect of FRPCM

degradation on the mechanical properties and integrity of

these composite materials. It is apparent that EIS is suffi-

ciently sensitive to detect resistivity/conductance of com-

FIGURE 30.3. Scanning electron micrograph of fungi on fiber-

reinforced polymeric composite coupon (scale bar, 10mm). FIGURE 30.4. Scanning electron micrograph of fungi penetrating

intomatrices offiber-reinforced polymeric composite coupon (scale

bar, 10mm).

FIGURE 30.5. Scanning electron micrograph of bacteria forming

biofilm on surface of graphite fiber (scale bar, 5mm).
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posite coupons, but surface-sensitive analytical techniques

are needed to register the minor changes correlating to

changes in structure and integrity of polymeric matrices.

Acoustic techniques have been proposed as a means of

detecting changes in the physical properties of the compos-

ite [149], but no comparison has been made between EIS and

acoustic techniques.

E2.3. Protective Coatings. Polymeric coatings are a class

of chemicals with increasing production volume and are

designed to protect underlying metals from corrosive chem-

ical species and microorganisms. Microbial colonization

and formation of biofilms on coatings may accelerate

and severely damage the protective coatings and then the

underlying metals. Natural bacterial populations were

found to readily form microbial biofilms on surfaces of

coating materials, including epoxy and polyamide primers

and aliphatic polyurethanes (Table 30.1) [6, 28, 36].

Using EIS, both primers and top coatings demonstrated

susceptibility to exposure to a mixed culture of fungi com-

pared to sterile controls [28]. Primers were more rapidly

degraded in terms of the EIS signal than aliphatic polyure-

thane coating. A common approach in dealing with coating

life is to incorporate biocides in coating formulations, but

addition of biocides to polyurethane coatings did not inhibit

bacterial attachment or significantly reduce bacterial

growth [28, 37].

E2.4. Packaging Polyethylenes. High-density and low-

density polyethylenes (PEs) are primarily used in product

packaging as sheets and thin films. Their degradability in

natural environments poses serious environmental problems

due to their very slow degradation rate under natural condi-

tions and the hazard they present to freshwater and marine

animals. Biodegradation of PEs has been studied extensively

[90, 92]. It is believed that polymer additives, such as starch,

antioxidants, coloring agents, sensitizers, and plasticizers,

may significantly alter the biodegradability of the parent

polymers. Degradation rates may be increased by 2–4%

following photosensitizer addition.

In one study, extracellular culture concentrates of three

Streptomyces species were inoculated to starch containing

PE films [95, 96], and PE was claimed to be degraded.

Degradation of PE by microorganisms may be minimal

without taking into account physical and chemical processes,

and the data on degradation of PE-containing starch are

TABLE 30.2. Summary of ASTM Methods and Practices and Others for Testing Biodegradation of

Polymers and Key Characteristics of Methods

ASTM Code Purposes

Microorganisms Involved

and Key Features Parameters Monitored References

D5209-92 Aerobic degradation in

municipal sewage sludge

Indigenous microorganisms in

sewage sludgre

CO2 evolved Cited in [46]

D5210-92 Anaerobic degradation in

municipal sewage sludge

Indigenous microorganisms in

sewage sludgre

CO2 and CH4 evolved Cited in [46]

D5247-92 Aerobic biodegradability by

specified microorganisms

Streptomyces badius ATCC39117 Weight loss, tensile

strength, elogation and

molecular weight

distribution

[204]

Streptomyces setonii ATCC39115

Streptomyces viridosporus ATCC

39115

or other organisms agreed upon

D5271-92 Aerobic biodegradation in

activated sludge and

wastewater

Municipal sewage treatment plant Oxygen consumption [205]

D5338-92 Aerobic biodegradation in

composting conditions

2–4-month-old compost Cumulative CO2

production

[206]

G21-90 Resistance to fungi Aspergillus niger ATCC 9642 Visual evaluation [207]

Aureobasidium pullulans

ATCC15233

Chaetomium globosum ATCC6205

Gliocladium virens ATCC9645

Penicillum pinophilum ATCC11797

G22-76 Resistance to bacteria Pseudomonas aeruginosa ATCC

13388

Visual evaluation [208]

MIL-STD-810E

Method 508.4

Resistance to fungi — Visual evaluation [209]
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questionable. In addition, microbial metabolites may con-

taminate the PE surfaces and could be misinterpreted as

degradation products of the parent PE when chemical char-

acterization is carried out.

Abiotic degradation of PE is evidenced by the appearance

of carbonyl functional groups in abiotic environments. In

contrast, an increase of double bonds was observed when

polymers showed weight loss resulting from biodegrada-

tion [201]. It was then proposed that microbial PE degrada-

tion is a two-step process: an initial abiotic photooxidation

followed by a cleavage of the polymer carbon backbone.

However, the mechanism of the second step needs extensive

analysis before plausible conclusions can be drawn.

Lower molecular weight PEs including paraffin can be

biodegraded and they undergo hydroxylation oxidatively to

form an alcohol group followed by formation of carboxylic

acid. At higher temperatures, ketones, alcohols, aldehydes,

lactones, and carboxylic acids are formed abiotically within

six weeks [201]. PE pipes used in gas distribution systems

may fail due to cracking, but it is unlikely that biological

processes are involved [202].

E2.5. Polypropylenes. Polypropylenes (PPs) are widely

utilized in engineering pipes and containers. Degradation of

PPs results in a decrease of their tensile strength and mo-

lecular weight. The degradation mechanism may involve the

formation of hydroperoxides, which destabilize the poly-

meric carbon chain to form a carbonyl group [126, 203]. This

step has been confirmed by infrared spectroscopy, but no

strong evidence is available for the biochemical basis of

degradation of PPs.

F. DEGRADATION METHODOLOGY

Traditionally, microbiological degradation of polymeric ma-

terials is carried out in microbiological nutrient media for

short-term investigations [73, 113, 149]. The American

TABLE 30.3. Comparison of Several Methods Available for Testing Degradability of Different Polymers and

Under Range of Environmental and Simulation Conditions

Methods Polymer Forms

Inoculum and Degradation

Criteria Monitored Comments References

Gravimetry Film or physical intact

forms

A wide range of inocula can be

used, from soil, waters,

sewage, or pure species of

microorganisms from culture

collections.

This method is robust and also

good for isolation of

degradative microorganisms

from environments of interest.

Reproducibility is high.

Disintegration of polymer

cannot be differentiated from

biodegradation.

[40–46, 83,

84, 92, 93]

Respirometry Film, powder, liquid,

and virtually all

forms and shapes

Either oxygen consumed or CO2

produced under aerobic

conditions. Under

methanogenic conditions,

produced methane can be

monitored.

This method is most adaptable to

a wide range of materials. It

may require specialized

instruments.

[40–46,

204–209]

When fermentation is the major

mechanism of degradation, this

method gives an

underestimation of the results.

Surface hydrolysis Films or other Generally aerobic conditions,

pure enzymes are used.

Hydrogen ions (pH) released

are monitored as incubation

progresses.

Prior information about the

degradation of the polymer by

microorganims or particular

enzymes is needed to target the

specific test.

[180, 181]

Electrochemical

impedance

spectroscopy

Films or coatings

resistant to water

The test polymers should be

adhered on the surface of

conductive materials and

electrochemical conductance

is recorded.

Polymer must initially be water

impermeable for signal

transduction. Degradation can

proceed quickly, and as soon as

degradation is registered, no

further degradation processes

can be distinguished.

[26, 28,

30–35]

430 MICROBIOLOGICAL DEGRADATION OF POLYMERIC MATERIALS



 

Society for Testing and Materials (ASTM) offers a range of

standard methodologies for assessment of material degrada-

tion under specific conditions [6, 46, 204–208] (Table 30.2).

These methods are widely accepted by chemists and engi-

neers but few biologists. However, the guidelines (1) are

designed for a specific set of conditions which can be

reproduced anywhere but may not be relevant to an

individual environment; (2) fail to take into account micro-

biological processes and subsequent biochemical character-

ization; and (3) are usually qualitative with no or minimal

emphasis on the mechanisms involved during degradation

(Table 30.3).

Materials used for aerospace applications have been

assessed in the United States by application of MIL-STD-

810E method 508.4 [209]. In addition to the problems

described above, a weakness of this method includes the

failure to determine the effects of long-term exposure of the

materials, as slow-growing microorganisms appear to be

more effective in degrading polymeric materials than fast

growers [210]. This method also emphasizes fungi and

ignores any participation of bacteria in degradation processes

even though both groups of microorganisms may play syn-

ergistic roles in the complete degradation of complex poly-

meric materials.

G. PLASTICIZERS

Polymeric materials are known to contain a wide array of

chemicals, including plasticizers to improve their process-

ibility and product quality; these plasticizers mostly include

phthalate esters, specifically dimethyl phthalate esters

(namely ortho-dimethyl phthalate ester, dimethyl isophtha-

late ester, and dimethyl terephthalate ester), di-n-butyl

phthalate ester, and dibutylbenzyl phthalate ester [12,

101–112]. Since these chemicals are not covalently bound

to the polymer resins, they can be utilized by many bacteria

isolated from activated sludge [211], mangrove sedi-

ments [101–105, 108] and deep-ocean sediment [12, 106,

107] (Table 30.4). Biochemical cooperation is required

between two different bacteria, namelyArthrobacter species

and Sphingomonas paucimobilis in utilization of ortho-

dimethyl phthalate ester (Fig. 30.6) [105, 107], but Vario-

vorax paradoxus T4 isolated from deep-ocean sediment of

the South China Sea is capable of utilizing dimethyl tere-

phthalate ester as sole carbon and energy source (Fig. 30.7).

Di-n-butyl phthalate dibutylbenzylphthalate esters can be

degraded by Pseudomonas fluorescence B-1 isolated from

mangrove sediment [109–112]. Results collectively indicat-

ed that enzymes involved in the initial cleavage of the two

ester bonds can be highly selective.

H. USE OF BIOCIDES

Microorganisms are commonly controlled by application of

biocides. While most antimicrobial products are effective

against the growth of microorganisms in liquids, biofilm

bacteria are more resistant and can rapidly develop

resistance after exposure to chemicals [28, 37, 128,

TABLE 30.4. Microorganisms and Degradation of Selective Plasticizers in Class of Phthalate Diester with Source of Bacteria

Substrate Microorganism(s) Involved Source of Inoculum Degradation Intermediates References

Dimethyl phthalate Comamonas acidovorans fy-1, Activated sludge Monomethyl phthalate, [221, 222]

Xanthomonas maltophila, and phthalic acid

Sphingomonas paucimobilis

Rhodococcus ruber Sa Mangrove sediment Monomethyl phthalate, [101, 102]

phthalic acid

Fusarium sp. Mangrove sediment Monomethyl phthalate [220]

phthalate

Dimethyl isophthalate Klebsiella oxytoca Sc and Mangrove sediment Monoisophthalate, [103–105]

Methylobacterium mesophilicum Sr phthalic acid

Rhodococcus ruber Sa Mangrove sediment Monoisophthalate, [12,106, 107]

phthalic acid

Variovorax paradoxus Deep-ocean sediment Monoisophthalate [101]

Dimethyl terephthalate Rhodococcus ruber Sa Mangrove sediment Monoterephthalate, [101, 102]

phthalic acid

Pasteurella multocida Sa Mangrove sediment Monoterephthalate, [103]

phthalic acid

Variovorax paradoxus Deep-ocean sediment Monoterephthalate, [12, 106, 107].

Sphingomonas yanoikuyae Deep-ocean sediment ? [107]

Di-n-butyl phthalate Pseudomonas fluorescens B-1 Mangrove sediment Monobutyl phthalate, [109–111]

phthalic acid

butylbenzylphthalate Pseudomonas fluorescens B-1 Mangrove sediment benzylphthalate, phthalic acid [109–111]
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212–215]. Biofilms reduce the effectiveness of the biocides

because of reduced diffusion rates and the binding

affinity of exopolymeric materials in the biofilm for

biocides. In addition, microorganisms have plasmids which

can be effectively exchanged between organisms to rapidly

build resistance to the environmental chemicals and bio-

cides [213]. Most industrial tests are conducted in the liquid

phase, which does not represent real environmental condi-

tions of exposure. For example, a biocide that effectively

inhibits bacterial growth in a test involving liquid culture

failed to control growth on surfaces of a polyurethane

coating [4, 6, 28, 37]. It is strongly recommended that tests

for biocide efficacy should be applied to material surfaces.

In addition, compatibility of a biocide with a material should

be considered.

It is routine practice that corrosion protective paint for-

mulations are amendedwith biocides to prolong the shelf-life

of products and extend service time [216]. Industrial devel-

opment of water-based paints and coatings creates the prob-

lem of increased microbial contamination and degradation

(Fig. 30.8), because these environmentally friendly chemi-

cals may be susceptible to rapid colonization and utilization

by microorganisms. Microbial growth deteriorates the qual-

ity of products and also provides initial contamination to the

product in service. The basic approach to such a problem

should emphasize environmental control so that microorgan-

isms are prevented from attaching to surfaces in the first

place. Conditions that promote microbial growth should also

be avoided so that microbial population growth is kept to a

minimum.
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FIGURE 30.6. Biochemical pathway for degradation of ortho-phthalate diester by Arthrobacter

species and Sphingomonas paucimobilis through metabolic collaboration.
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I. BIODEGRADATION AND HEALTH

Polymeric materials are increasingly used not only in engi-

neering and structures, building, and decoration but also in

medical implants. Material types cover a wide range of

composition, including absorbable sutures and artificial skin.

The materials must be thoroughly examined and tested for

potential biofilm formation. Some additives, such as PEGs,

can promote microbial growth by providing readily available

sources of carbon and energy. Other chemicals may serve as

attractants for bacteria. In addition, microbial metabolites

during active growth, particularly secondary ones, can be

allergens or irritants to humans in building materials [217,

218]. Fungi have been studied for their tolerance to lower

humidity, where bacteria are barely capable of survival or

growth [28]. The growth of fungi may not only damage the

materials, integrity but also produce toxic secondary meta-

bolites [8, 219].

J. CONCLUSIONS

Polymeric materials are a diverse class of polymers

with multiple applications. Assessment of their biodegrad-

ability must address the relationship between their

chemical structures and proposed applications. An array of

test protocols are available and should be developed to

detect early changes in polymer physical and chemical

properties. EIS is a sensitive method for detecting early

physical changes in polymer films, but the microbial role in

deterioration needs to be confirmed with more sensitive

methods. In most cases, accelerated testing under specific

environmental conditions will be required to determine

susceptibility to microbial deterioration and to assess pro-

tective measures.
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A. INTRODUCTION

According to the American Concrete Institute (ACI) Com-

mittee 201, durability of Portland cement concrete is defined

as its ability to resist weathering action, chemical attack,

abrasion, or any other process of deterioration; that is,

durable concrete will retain its original form, quality, and

serviceability when exposed to its environment. If concrete

is proportioned correctly and is cast, consolidated, and

cured properly, it should be maintenance free for a very

long time. But in practice this rarely happens with the result

that concrete structures deteriorate prematurely and need

constant repairs and maintenance at a considerable cost.

This chapter discusses selected aspects of physical and

chemical attacks that affect significantly the long-term

durability of concrete. The physical attack that causesmajor

distress in concrete structures is the freezing and thawing

phenomenon; the chemical attacks include distress caused

��HerMajesty theQueen inRight of Canada, as represented by theMinister

of Natural Resources, 2010.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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by the sulfates, alkali-aggregate reactions, seawater, and

carbonation of concrete.

Before discussing in some detail the deterioration of

concrete by physical and chemical mechanisms, it should

be stressed that porosity of hydrated cement paste, and hence

concrete, plays a verymajor role in its durability. As porosity

of concrete is directly related to its water–cement (W/C)

ratio, any decrease in W/C will reduce significantly the

porosity and hence its permeability. The decreased perme-

ability will decrease the transportation of aggressive chemi-

cals into concrete and will also control the moisture content

during environmental changes. For example, a decrease in

W/C concrete from 0.80 to 0.40 will reduce the coefficient of

water permeability from �130� 10� 12 to 10� 10� l2 m/s.

B. DETERIORATION CAUSED BY
FREEZING AND THAWING CYCLES

In Canada, northern parts of the United States, northern

Europe, Japan, Korea, Russia, and northern parts of China,

concrete is subjected to repeated cycles of freezing and thaw-

ing. In addition, in several of these countries, deicing chemi-

cals, suchassodiumchloride, are routinelyused tomelt iceand

snowon the highways, roads, and sidewalks. The freezing and

thawing cycling and the combined action of freezing and

thawing cycling and the application of the deicing salts result

in considerable deterioration of concrete. In the deicing salt

scaling of concrete, the mortar near the surface flakes or peels

away. It is primarily a surface phenomenon, in contrast to the

internal crackingof concrete in freezing and thawing cycling

when the bulk of the concrete is affected. The concrete

made with sound aggregates can be fully protected against

freezing and thawing by proper air entrainment; however,

air entrainment is found rarely to protect concrete totally

from damage due to the combined action of freezing and

thawing cycling and the deicing concrete chemicals. It is

generally agreed upon that the deterioration caused by the

deicing chemicals is mostly physical in nature and that the

chemical reactions of the salts with the cement hydration

products play only a secondary role in the deterioration

mechanisms. Figure 31.1 shows a concrete structure dam-

aged by freezing and thawing cycling.

B1. Mechanisms of Freezing and Thawing
Deterioration

B1.1. Hydraulic Pressure. Water in the capillary pores of

cement paste in concrete expands� 9% upon freezing. If the

increased volume is smaller than the space available, no

damage will occur; otherwise the excess water will be

expelled by the hydraulic pressure. As cement paste is a

permeable material, there is a possibility that excess water

can escape from the capillary pores to the nearest air void

during the process of freezing if the air void is unfilled. An

entrained-air void will be unfilled, that is, filled with air

unless a crack has penetrated it. Water forced into it by the

mechanism described will exit immediately on thawing,

forced out by the compression of the air, and hence no liquid

will remain to evaporate and form secondary deposits. The

presence of such deposits indicates that the bubble has been

penetrated by a crack. Thus, the magnitude of this hydraulic

FIGURE 31.1. Damage of a concrete structure caused by freezing and thawing cycling [6].
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pressure depends on the permeability of the cement paste, the

distance that water must travel to reach the nearest unfilled

void, the rate of freezing, the rate of ice formation, and the

degree of saturation of the paste. If the pressure is high

enough to stress the surrounding paste beyond its tensile

strength, it will cause cracking [1, 2].

B1.2. Osmotic Pressure. In addition to hydraulic pressure

caused by water freezing in capillary cavities, the osmotic

pressure resulting from partial freezing of the solutions in

such cavities can be another source of destructive expan-

sions in cement paste. Water in the capillary cavities is not

pure; it contains various soluble substances. Such solutions

freeze at slightly lower temperatures than pure water. When

solutions of different concentrations of soluble materials

are separated by a permeable barrier, the solvent particles

move through the barrier toward the solution of greater

concentration. The existence of local salt concentration

gradients between capillaries is envisaged as the source of

osmotic pressure [3].

The hydraulic pressure due to an increase in the specific

volume of water on freezing in large cavities and the osmotic

pressure due to salt concentration differences in the pore fluid

do not appear to be the only causes of expansion of cement

paste exposed to frost action [4], but they are believed to be

the main ones.

B1.3. Measures to Avoid Damage Due to Freezing and
Thawing Cycling. Air entrainment in concrete has been

used as a means of reducing internal damage due to frost

action. In air-entrained Portland cement paste, every air

void is assumed to be bordered by a zone in which the

hydraulic pressure cannot become high enough to cause

damage. By reducing the distance between the voids to

the point where the protected zones overlap, the generation

of disruptive hydraulic pressures during the freezing of

water in the capillary cavities can be prevented. In order to

avoid damage due to freezing and thawing cycling, con-

crete in North America is routinely air entrained using

chemical admixtures. At a given air content, the protection

provided by the air voids against repeated cycles of freez-

ing and thawing is usually greater, the larger the number of

voids per unit volume of paste. This implies that voids are

more effective when they are close together. It is generally

agreed upon that the cement paste is well protected against

the effects of frost action if the spacing factor �L of the air-

void system is 200mm or less, as determined in accordance

with American Society for Testing and Materials (ASTM)

C 457 test procedure. Field experience has shown that

concrete incorporating between 5 and 9% air by volume

will generally yield values of �L which are of the order of

200 mm. When supplementary cementing materials such as

fly ash or blast-furnace slag are incorporated into concrete

together with superplasticizers, the value of �L can reach

�230 mmwith no detrimental effects on the performance of

concrete subjected to freezing and thawing cycling.

B2. Mechanisms of Surface Scaling Due to

Combined Action of Freezing and Thawing

Cycling and Application of Deicing Salts

In addition to the hydraulic and osmotic pressure theories

discussed above, there are a few more phenomena that are

associated with the presence of deicing chemicals and are

believed to contribute to the surface-scaling type of deteri-

oration of concrete (Fig. 31.2).

B2.1. Layer-by-Layer Freezing. Differences in the salt

concentration in concrete lead to corresponding differences

in freezing temperatures of various layers. When ice forma-

tion occurs in such a layer-by-layer way, stresses can develop

whose extent depends on the dilation difference between the

frozen and unfrozen layers [5].

B2.2. Thermal Shock. Heat is required for the melting of

ice and snow.When thawing takes place by the application of

deicing chemicals, the heat is extracted mostly from the

concrete. The great heat loss causes a rapid temperature drop

on the surface of the concrete. The temperature gradient

developed can cause stresses of short duration near the

surface that may exceed the tensile strength of the concrete

and cause damage [5].

B2.3. Supercooling Due to Preventive Salt Application.
The use of deicing chemicals prevents water from freezing

FIGURE 31.2. Surface scaling of concrete caused by deicing

chemicals [6].

DETERIORATION CAUSED BY FREEZING AND THAWING CYCLES 441



 

on the surface of concrete at a temperature near 0�C. When

the supercooled water near the surface of the concrete

eventually freezes, the destructive effect of the phase tran-

sition will be greater than with normal freezing [5].

B2.4. Osmotic Pressure. The use of deicing chemicals

will increase the concentration of the chemicals in the

capillary pores near the surface of the concrete, which may

build up an osmotic pressure high enough to cause a rupture

of the cement paste near the surface.

B2.5. Measures to Avoid Damage Due to Deicing Salt
Scaling. So far, there is no agreement that any of the above

mechanisms are the primary reasons for the deterioration of

concrete due to scaling. Consequently, no effective solution

has been possible to prevent or to reduce the surface scaling

of concrete. Research and practical experience indicate that

air entrainment in concrete is effective in preventing internal

deterioration; however, the scaling is never completely

prevented by the air entrainment, and the critical air-void

spacing factor (�L) concept may not be applicable to deteri-

oration due to the scaling. According to Cordon [6], field

experience has shown that linseed oil acts as an antiscaling

agent. The solutions of this oil and flammable solvents are

sprayed on highways, streets, and bridges to reduce damage

caused by deicing salts.

C. DETERIORATION CAUSED BY

ALKALI–AGGREGATE REACTIONS

For many years, aggregates were believed to be essentially

inert and chemically nonreactive in concrete mixtures.

Unfortunately, this often is not true, and deleterious reactive

aggregates have been found in many parts of the world,

including Africa, Australia, Canada, China, England, India,

Japan, New Zealand, the Scandinavian countries, and the

United States.

C1. Types of Reaction

There are two types of alkali–aggregate reactions:

(a) Alkali–silica reaction

(b) Alkali–carbonate reaction

Of these two reactions, the alkali–silica reaction is the most

common. For this reason, the alkali–carbonate reaction will

not be discussed here.

The alkali–silica reaction is a reaction in either mortar or

concrete between the hydroxyl (OH� ) ions associated with

the alkalies (Na2O and K2O) from the cement or other

sources and certain mineral phases that may be present in

the coarse or fine aggregates; under certain conditions,

deleterious expansion and consequent cracking of the con-

crete or mortar may result [7].

C2. Nature of Reaction and Expansion Processes

The reaction starts when the alkaline hydroxides in the

concrete fluid (Na–OH, K–OH) attack the surface of silica

minerals in the aggregate. This results in an alkali silica gel

and an alteration of the aggregate surface, known as

“reaction rim.” The resultant gel has a strong affinity for

water and, consequently, a tendency to increase in volume.

The expanding gel exerts an internal pressure that is suf-

ficient to fracture the surrounding cement paste. Some of the

softer gel can leach out through the voids and cracks, but

expansion of the solid and semisolid products are more

damaging. Figure 31.3 shows a damaged bridge structure

due to the alkali–silica reaction, and Figure 31.4 shows

expansion in a concrete median barrier due to the alkali–

aggregate reactivity.

Table 31.1 gives a list of minerals and of rock types that

have been found reactive in concrete structures. The infor-

mation given in this table should, however, be used with care.

For example, even if some greywackes and granites have

been found to be reactive in certain parts of Canada, it does

not mean that all greywackes and granites found in Canada

are reactive or will react to the same degree. Petrographic

analysis will generally help to identify and to determine the

FIGURE 31.3. Cracking in a concrete bridge caused by

alkali–silica reaction [8].

FIGURE 31.4. Cracking of a highway medium barrier caused by

alkali–aggregate reactivity [8].
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proportion of the various potentially reactive rock types in an

aggregate sample from a quarried operation or a gravel

deposit. However, this information alone will not permit the

prediction of the magnitude of the reaction that may occur in

the field.

C3. Conditions Conducive to Alkali–Aggregate

Reactivity

The rate and extent of expansion due to alkali–aggregate

reaction are affected by a large number of factors. These can

generally be grouped as follows [8]:

(a) Inherent reactivity of the siliceous material

(b) Total alkali content of concrete

(c) Environmental considerations

C3.1. Inherent Reactivity of Siliceous Material. The na-

ture, amount, and particle size of the siliceous phase within

the rock particles play a major role on the actual rate of

alkali–aggregate reaction in mortar or concrete. Poorly crys-

talline forms of silica such as opal and volcanic glass are very

reactive because of the nature of their structure through

which the alkali hydroxide ions (Na–OH and K–OH) can

penetrate quickly. As little as 1% of such reactive compo-

nents in an aggregate may lead to deleterious reaction and

cracking and generally within 10 years of construction.

Quartz is one of themajor constituents of thevarious rocks

found in the earth’s crust. Quartz has a well-organized three-

dimensional crystalline structure that reacts at a much slower

rate than opal and volcanic glasses. However, very small

particles of quartz, because of their increased surface area, or

larger particles, which have been subjected to stress in their

geological history and consequently show defects in their

crystalline structure, may be fairly reactive.

C3.2. Total Alkali Content of Concrete. The source of

alkali for the alkali–aggregate reaction is generally consid-

ered to be derived from the Portland cement in concrete.

Alkalies may also be contributed by aggregates, admixtures,

supplementary cementing materials, and extraneous sources

such as deicing salts and seawater. The amount of alkalies

contributed by the cement for the alkali–aggregate reaction is

calculated by adding the sodium oxide content to 0.658 times

the potassium oxide content. The calculation provides the

sodium oxide equivalent.

Theminimumalkali content atwhich the alkali–aggregate

reaction will occur will vary from one aggregate to another

and the conditions to which the concrete is subjected. The

alkali–aggregate reaction will generally not occur when

the total alkali content is <3 kg/m3 of concrete. There may

be special circumstances where one should consider alkali

contents <3 kg/m3, such as where concrete is exposed to

extraneous alkalies.

Generally, the higher the alkali content, the greater the

expansion for a given cement content. In addition, for a given

cement composition, finer grinds tend to provide a greater

expansion; this may be explained by more complete hydra-

tion of the cement causing greater production of alkalies.

C3.3. Environmental Considerations. The progress of

alkali–aggregate reaction is also largely influenced by the

presence of accessible moisture in the pore space of the

concrete, as reactions do not occur in the absence of

moisture. Concrete deterioration due to alkali–aggregate

reaction has often been observed to be more severe in the

portions of structures subjected to cyclic conditions of

wetting and drying and is accelerated at higher temperature.

For example, in the southwestern Cape Province of South

Africa, alkali–aggregate damage typically appears on field

concrete structures after � 4–7 years, whereas in Canada,

TABLE 31.1. Mineral Phases Susceptible to Deleterious

Reactions with Alkalies in Cement and Corresponding Rocksa

Alkali-Reactive Silica Minerals and Rocks

B1.1 Alkali-Reactive Silica Minerals and Volcanic

Glasses (Classical Alkali–Silica Reaction)

Reactants Opal, tridymite, cristobalite; acid, intermediate, and

basic volcanic glasses; artificial glasses; beekite

Rocks Rock-types containing opal such as shales,

sandstones, silicified carbonate rocks, some cherts

and flints, diatomites

Vitrophyric volcanic rocks; acid, intermediate and

basic, such as rhyolites, dacites, latites, andesites,

and their tuffs; perlites, obsidians; all varietieswith

a glassy goundmass; some basalts

B1.2 Alkali-Reactive Quartz-Bearing Rocks

Reactants Chalcedony, cryptocrystalline to microcrystalline

and macrogranular quartz with deformed crystal

lattice, rich in inclusions, intensively fractured or

granulated; poorly crystalline quartz at grain

boundaries

Rocks Cherts, flints, vein quartz, quartzite, quartz-arenite,

quartzitic sandstones that contain microcrystalline

to cryptocrystalline quartz, and /or chalcedony

Volcanic rocks such as in B1.1 (above) but with

devitrified, crypto- to microcrystalline

groundmass

Micro- to macrogranular silicate rocks of various

origin:

Metamorphic rocks: gneisses, quartz-mica schists,

quartzites, homfilses, phyllites, argillites, slates

Igneous rocks: granites, granodiorites, charnockites

Sedimentary rocks: sandstones, greywackes,

siltstones, shales, siliceous limestones, arenites,

arkoses

Sedimentary rocks (sandstones) with epitaxic quartz

cement overgrowth

aFrom Canadian Standards Association document CSA 23.1 Appendix B.
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where the average annual temperature is much lower than

in South Africa, the damage generally appears after

� 15–20 years for a similar type of reactive greywacke

aggregate. Expansion and rates of expansion are known to

increase with increasing temperature and humidity condi-

tions, but also in the presence of external alkalies such as

deicing salts, seawater and seawater sprays.

C3.4. Preventive Measures Against Alkali–Aggregate
Reactivity. The following are the most commonly used

preventive measures against alkali–aggregate reactivity:

Use of nonreactive aggregate

Use of low-alkali cement

Limiting the alkali content of the concrete mixtures

Use of supplementary cementing materials

C4. Use of Nonreactive Aggregates

A simple solution to controlling the alkali–aggregate reac-

tions would be to specify and use only nonreactive aggre-

gates. However, the term nonreactive aggregate is a misno-

mer asmost aggregates are reactive to a degree, depending on

the exposure conditions and the alkali content of the concrete

mixtures. Nevertheless, for very critical structures, such as

offshore oil drilling platforms and nuclear reactors, the least

reactive aggregate should be used. The past performance

record of an aggregate in similar structures and environments

as in the proposed structure can provide valuable data on the

aggregate performance.

C5. Use of Low-Alkali Cement

Research and field experience have shown that the usage of

cements with an alkali content (Na2O equivalent) <0.6%

will generally arrest alkali–aggregate reaction in many

countries; however, the available raw materials may not be

conducive to the production of cements with low-alkali

contents. The alkali content of cements available in North

America for normal construction purposes averages� 0.8%

equivalent Na2O.

C6. Limiting Alkali Content of Concrete

Mixtures

Alkalies that are available for the alkali–aggregate reaction

arise principally from the cement. Other sources of alkali may

include aggregate, water, admixtures, and supplementary

cementing materials. It is generally considered that for con-

crete madewith potentially reactive aggregates the alkalies in

the concrete should not exceed 3 kg/m3. Critical structures

such as dams and nuclear power plants may require even

lower alkali contents, closer to 2.0–2.5 kg/m3 of concrete.

C7. Use of Supplementary Cementing Materials

Laboratory and field test data available so far have shown that

supplementary cementing materials such as fly ash and blast

furnace slag, when used in the proper proportions, are

efficient in reducing expansion of concrete incorporating

reactive aggregates. As a precautionary measure, when there

is a possibility that a potentially reactive aggregate may be

used, concretes should bemade incorporating� 20–30%of a

fly ash. Any drop in early strength should be compensated for

by reproportioning the concrete mixtures. Another approach

is to use high-volume fly ash concrete [9].

Silica fume, a byproduct during the manufacture of

silicon–boron steels in an arc furnace, is also being used in

specific projects where high-strength impermeable concrete

is desired. No well-documented data are yet available as to

the long-term effectiveness of silica fume in reducing ex-

pansion due to alkali–aggregate reaction in concrete. Limited

data have shown that, to be effective, one has to use between

10 and 15% silica fume by mass as a replacement for high-

alkali Portland cement; however, this will depend on the

degree of reactivity of the aggregate and the total alkali

content of a concrete mixture.

D. DETERIORATION DUE TO SULFATE
ATTACK

One of the major reasons of concrete deterioration is attack

by sulfates. This type of chemical attack is widespread and

has been reported from many countries in the world, includ-

ing Canada, the United States, and theMiddle East. The U.S.

Bureau of Reclamation had cautioned civil engineers of the

seriousness of this phenomenon in the early 1930s. The

Bureau had emphasized that soluble sulfates in soils

(>0.5%) could cause serious damage to concrete [10].

Figure 31.5 shows disintegration of a concrete element

caused by sulfate attack.

FIGURE 31.5. Disintegration of concrete caused by sulfate

attack [9].
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D1. Mechanisms of Sulfate Attack

The sulfates of sodium, calcium, and magnesium present

in alkali soils and water react chemically with hydrated

lime and hydrated calcium aluminate in the cement paste

(hydraulic binder) in concrete to form calcium sulfates and

calcium sulfoaluminates respectively. These are expansive

reactions and result in degradation of concrete. The chemical

reactions involved are as follows [11]:

(A) Sodium Sulfate Attacks (CaOH)2

CaðOHÞ2 þNa2SO4 � 10H2O!CaSO4 � 2H2O

þ 2NaOHþ 8H2O � ðgypsumÞ
(B) Sodium Sulfate Attacks Calcium Aluminate Hy-

drate

2ð3CaO �Al2O3 � 12H2Oþ 3Na2OSO4 � 10H2OÞ
! 3C2O �Al2O3 � 3CaSO4 � 31H2OþAlðOHÞ3
þ 6NaOHþ 17H2O

(C) Calcium Sulfate Attacks Calcium Aluminate

Hydrate. Calcium sulfate attacks only aluminate

hydrate forming calcium sulfoaluminate (3 CaO �
A12O3 � 3 CaSO4 � 32 H2O). This is known as

ettringite and causes internal cracking of concrete.

(D) Magnesium Sulfate Attacks Ca(OH)2, Calcium

Aluminate, and Calcium Silicate Hydrates. The re-

action with calcium silicate hydrate takes the form

3CaO � 2SiO2 � ðaqÞþMgSO4 � 7H2O

!CaSO4 � 2H2OþMgðOHÞ2 þ SiO2 � ðaqÞ

The damage and expansion caused by themagnesium

sulfate is more severe than by the calcium or sodium

sulfates. Figure 31.5 shows concrete damaged by

sulfate attack.

D2. Measures to Protect Against Sulfate Attack

D2.1. General Measures. The best protection against sul-

fate attack is to make concrete with very low permeability.

This can be achieved by the use of low W/C ratio, use of

supplementary cementing materials, and superplasticizers,

adequate consolidation, and curing of concrete. When the

concentration of sulfates is rather high, the use of sulfate-

resisting cements can be very beneficial. The recommenda-

tions of Mehta and Monteiro [4] on the subject of control of

sulfate attack are as follows:

Portland cement containing<5% C3A (ASTM type V) is

sufficiently sulfate resisting under moderate conditions of

sulfate attack (i.e., when ettringite-forming reaction are the

only consideration). However, when high-sulfate concen-

trations of the order of 1500mg/L or more are involved,

which are normally associated with the presence of mag-

nesium and alkali cations, the ASTM type V Portland

cement may not be effective against the cation exchange

reactions involving gypsum formation, especially if the C3S

content of the cement is high. Under these conditions,

experience shows that cements potentially containing little

or no calcium hydroxide on hydration performmuch better:

For instance, high-alumina cements, Portland blast furnace

slag cements with >70% slag, and Portland pozzolan ce-

ments with at least 25% pozzolan (natural pozzolan, cal-

cined clay, or low-calcium fly ash).

The U.S. Bureau of Reclamation has classified severity of

sulfate attacks in four degrees. Based upon this criterion,

the American Concrete Institute Building Code 318 stipu-

lates the following requirement for controlling the sulfate

attack [4]:

1. Negligible Attack: When the sulfate content is<0.1%

in soil, or< 150 ppm (mg/L) in water, there shall be no

restriction on the cement type and W/C ratio

2. Moderate Attack: When the sulfate content is

0.1–0.2% in soil, or 150– 1500 ppm in water, ASTM

type II Portland cement or Portland pozzolan or Port-

land slag cement shall be used, with<0.5W/Cratio for

normal-weight concrete.

3. Severe Attack: When the sulfate content is 0.2–2.0%

in soil, or 1500–10,000 ppm in water, ASTM type V

Portland cement, with< 0.45W/C ratio, shall be used.

4. Very Severe Attack: When the sulfate content is> 2%

in soil, or >10,000 ppm in water, ASTM type V

cement plus a pozzolanic admixture shall be used,

with <0.5W/C ratio. For lightweight-aggregate

concrete, the ACI Building Code specifies a minimum

28-day compressive strength of 28MPa for severe or

very severe sulfate attack conditions.

E. DETERIORATION OF CONCRETE IN

SEAWATER

In recent years, the performance of concrete in seawater has

become of great importance because of the construction of

multi-billion-dollar offshore oil drilling platforms and other

associated infrastructure. Most seawaters are characterized

by the presence of� 3.5% soluble salts byweight. In general,

the pH of seawater ranges from 7.5 to 8.4. The Mg2þ and

SO4
2� are present in concentrations of 1400 and 2700mg/L,

respectively, and are themost aggressive in their attack on the

products of cement hydration. The concentration of Naþ and

Cl� ions are � 11,000 and 20,000mg/L.

DETERIORATION OF CONCRETE IN SEAWATER 445



 

The decomposing action of seawater on the constituents of

hydrated Portland cement as given by Mehta [12] is repro-

duced in Table 31.2. Figure 31.6 shows the physical and

chemical processes responsible for deterioration of rein-

forced concrete element exposed to seawater.

The presence of large amounts of sulfates in seawater may

lead one to consider the possibility of sulfate attack. This is

not so because the ettringite formed because of the reaction

between sulfate ions and both C3A and C–S–H is soluble in

the presence of chlorides and is leached out and thus does not

cause deleterious expansions. This explains why the use of

sulfate-resisting cement in concrete exposed to marine en-

vironment is not warranted [11].

E1. Requirements of Concrete for Marine

Exposure

The selection of concrete for marine exposure must have the

lowest possible W/C or water/cementitious ratio to ensure

very low permeability. Where possible, the supplementary

cementing materials such as fly ash or slag or silica fume and

chemical admixture such as superplasticizers should be

incorporated in mixture proportioning. The use of sulfate-

resisting cement is not essential for concrete exposed to

seawater, but the Portland cement should have C3A content

of <8%, when SO3 content of the cement is < 3%; cements

with C3A contents of up to 10% may be used where the SO3

content does not exceed 2.5 [10]. Figure 31.7 shows the

concrete test specimens at Treat Island (Maine), an outdoor

exposure site for determining the long-term performance of

concrete exposed to seawater. The concrete blocks cast from

well-proportioned concrete are in excellent condition even

after 20 years of severe exposure to seawater. Figure 31.8

shows the recently constructed $1 billion Confederation

Bridge in eastern Canada. The bridge is about 14 km in length

and connects the province of New Brunswick with the

province of Prince Edward Island. The prestressed concrete

structure is exposed to severe seawater attack and is subject

to>100 freezing and thawing cycles a year. The bridge has a

design life of 100 years. The high-performance, air-entrained

concrete for the bridge was made using silica fume blended

cement and incorporates up to 30% fly ash in parts of the

foundation elements and piers. Hopefully, the bridge will not

suffer major deterioration during its design life.

TABLE 31.2. Decomposing Action of Seawater on Constituents of Hydrated Portland Cementa

Seawater Component That

Can Enter into Deleterious

Chemical Reactions with

Hydrated Portland Cement Possible Chemical Reactions

Physical Effects Associated with

Chemical Reactions

Carbon Dioxide

Small quantities of dissolved

CO2, derived mainly from

absorption of atmospheric

CO2, always present in

seawater. However, decaying

vegetable matter can lead to

substantially larger and

harmful concentrations of

dissolved CO2, which are

generally reflected by

reduction of the seawater

pH to values <8.

CO2 þCaðOHÞ2 ! CaCO3 þH2O
Aragonite

�!CO2
CaðHCO3Þ2

Bicarbonate of calcium

CO2 þ ½CaðOHÞ2 þ 3CaO �Al2O3 �CaSO4 � 18H2O�

! 3CaO �Al2O3 �CaCO3 � xH2Oþ CaSO4 � 2H2O
Aragonite

3CO2 þ 3CaO � 2SiO2 � 3H2O!
3CaCO3
Aragonite

þ 2SiO2 �H2O

Both calcium bicarbonate and gypsum

are soluble in seawater. Loss of

material andweakening or mushiness

of hardened cement paste can

therefore be associated with the

formation of these compounds. Since

all the hydration products of Portland

cement, including the calcium silicate

hydrate, can be decomposed by

carbonation reactions, permeable

concretes in seawater containing

larger than normal CO2 concentration

are likely to deteriorate.Magnesium Salts

Typically, seawater contains

3200 ppm MgCl2 and

2200 ppm MgSO4. Regarding

cement hydration products,

these magnesium salts, even in

the small concentrations

present, are considered

harmful.

MgCl2 þCaðOHÞ2 ! MgðOHÞ2
Brucite

þCaCl2

MgSO4 þCaðOHÞ2 !MgðOHÞ2 þ CaSO4 � 2H2O
Gypsum

MgSO4 þ ½CaðOHÞ2 þ 3CaO �Al2O3 �CaSO4 � 18H2O�
!MgðOHÞ2 þ 3CaO �Al2O3 � 3CaSO4

Ettringite
� 32H2O

MgSO4 þ ½CaðOHÞ2 þ 3CaO � 2SiO2 � 3H2O�
! 4MgO � SiO2 � 8H2OþCaSO4 � 2H2O

CaCl2 and gypsum, being soluble in

seawater, lead to material loss and

weakening. Formation of ettringite is

associated with expansion and

cracking. It is reported that the

conversion of 3 CaO � 2 SiO2 � 3 H2O

to 4MgO � SiO2 � 8 H2O is associated

with brittleness and strength loss.

aFrom [12].

446 DURABILITY OF CONCRETE



 

F. CARBONATION OF CONCRETE

The term carbonation refers to the reaction of atmospheric

carbon dioxide with cement hydrates in concrete. This

reaction can have serious implications as regards to dura-

bility of reinforced concrete if the concrete is not properly

made. The various aspects of carbonation including its

mechanism, its rate, and the various factors that influence

it are discussed below.

F1. Mechanism of Carbonation

The concentration of CO2 can vary from 300 ppm (parts per

million by volume), that is, 0.03% in nonindustrialized areas

to �3000 ppm, that is, 0.3% by volume in large cities. The

CO2, even in small concentration, may penetrate into poorly

made concrete with high W/C ratio. This is accompanied by

the reaction with the cement hydrates, particularly with

calcium hydroxide, Ca(OH)2, resulting in the formation of

calcium carbonate. The reaction with other hydrates can also

take place with the resulting production of silica, alumina,

and ferric oxide.

The carbonation of concrete reduces the pH of the pore

water in the hydrated cement paste from �13 to a value

approaching �9. If all the calcium hydroxide is carbonated

(this can take many years), the pH of the hydrated paste can

FIGURE 31.8. Confederation Bridge, 14 km long, that connects

the Canadian provinces of Prince Edward Island and New

Brunswick. Design life of the bridge is 100 years.

FIGURE 31.6. Physical and chemical processes that cause deterioration of reinforced concrete exposed to seawater [4].

FIGURE 31.7. Treat Island, Maine, exposure site for determining

the long term performance of concrete exposed to seawater.
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reach as low as 8.3. When this happens, the durability of

Portland cement is compromised in a manner described

below.

In reinforced concrete, the steel reinforcement is sur-

rounded by an alkaline environment (pH 13). Under these

conditions, a submicroscopic thin oxide film of ferrous oxide

is formed on the steel that renders it passive; that is, it gives

the steel complete protection from reaction with oxygen and

water. The maintenance of the passivity of the steel is

dependent on the availability of the high pH pore water

solution surrounding the passive layer of ferrous oxide.When

the pH of the pore water of the hydrated paste is reduced

because of the carbonation, and when this low-pH solution

approaches the surface of the steel reinforcement, the passive

oxide film is destroyed. The steel reinforcement is then open

to corrosion subject to the availability of moisture and

oxygen. Thus, though the carbonation per se does not attack

reinforcing steel, it contributes considerably to creating an

environment in which corrosion of steel reinforcement can

take place.

F2. Factors Affecting Carbonation

The most significant factor affecting carbonation of concrete

is the diffusivity of the hardened cement paste in concrete.

This, in turn, depends on the composition of concrete, its

W/C ratio, and the type of cement used and its curing. All

these factors have to be taken into accountwhen investigating

the rate of carbonation. Several researchers used the com-

pressive strength of concrete as a parameter for determining

the carbonation, primarily because this is a parameter that

can be determined easily.

F3. Rate of Carbonation

A most commonly used relationship between depth of car-

bonation and time depth is as follows [13]:

d ¼ k
ffiffi
t

p

where d¼ depth of carbonation in millimeters (mm)

t¼ time of exposure in years

k¼ coefficient of carbonation in millimeters perffiffiffiffiffiffiffiffiffi
year

p
(mm/year0.5)

The values of k can range from <1 for low W/C ratio

concrete to >5 for high W/C ratio concrete.

F4. Carbonation of Concrete-Containing

Supplementary Cementing Materials

The environmental issues and energy considerations have led

to increased use of supplementary cementing materials

(SCMs) concrete. These include fly ash, blast furnace slag,

and silica fume. The hydrated cement paste in the concrete

incorporating supplementary cementing materials contains

lower amounts of Ca(OH)2 because some of it is taken up by

reaction with the silica from the supplementary cementing

materials. This implies that a relatively smaller amount of

CO2 is required to remove all of the Ca(OH)2. But this is

offset by the fact that the use of SCMs results in a denser

microstructure of the hardened paste, resulting in reduced

permeability. Provided the concrete incorporating SCMs is

properly proportioned and adequately cured, carbonation is

not an issue.

F5. Measures to Prevent Carbonation

Deterioration of concrete as it relates to carbonation effects

is not a serious problem provided that concrete is properly

proportioned, has low W/C ratio, and is properly consoli-

dated and adequately cured. In such concrete the depth of

carbonation is unlikely to exceed 15–20mm over a period of

50 years. Thus, concrete cover of 35–50mm over reinforcing

steel should provide sufficient protection against corrosion

due to carbonation.

G. CONCLUDING REMARKS

Good-quality concrete that is proportioned properly, is

transported and consolidated correctly, is cured adequately,

incorporates supplementary cementing materials, and has a

low W/C ratio need not deteriorate provided the environ-

ment for which it has been designed does not change

drastically. Unfortunately, unlike steel, a factory-made

product, concrete is normally made at a construction site,

and it does deteriorate because all the above requirements

are not generally followed. When this happens, concrete

cracks giving oxygen and water access to the reinforcing

steel results in corrosion of the reinforcing bars and damage

to the reinforced concrete structure. As cracking of concrete

is very difficult to control, the only alternative then to stop

deterioration of reinforced concrete is to use reinforcing

bars that do not corrode. No such products are yet available

on the market at a reasonable cost. It is therefore imperative

that major research efforts be initiated to develop low-cost

stainless steel reinforcement or other composite reinforcing

materials that have very low tendency for corrosion.
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A. INTRODUCTION

Concrete is one of the most widely used materials in con-

struction and has applications in most modern infrastructure,

including highways, bridges, and tunnels, and transport of

drinking and wastewater, with an approximate consumption

rate of 6 billion tons per year. An understanding of the

physical performance of concrete materials is vital in order

to assess their durability in service under natural conditions.

Corrosion or deterioration of concrete has important

economic consequences, especially when replacement or

repair of infrastructures, such as bridges or municipal sewer

systems, is involved [1–8]. However, concrete corrosion is a

complex phenomenon involving chemical, physicochemical,

electrochemical, and biological processes. Microorganisms

have long been implicated in the corrosion of concrete [9–

14], but their involvement is probably the least understood

among all the processes indicated above. Bacteria in the

genus Thiobacillus were initially identified as the major

culprits through biologically produced sulfuric acid. Other

groups of microorganisms involved in the corrosion process

have also been implicated, including nitric acid–producing

bacteria [15–17], fungi [6, 11], and exopolymer-producing

bacteria [2, 11, 18]. Macroscopic fouling organisms also

participate in degradation of concrete in submerged struc-

tures, but no detailed studies have been reported [19, 20].

Protection against biologically induced corrosion in-

volves modification of the local environment. Corrosion of

sewer pipes has been controlled by aeration of stagnant

wastewater to decrease the concentrations of H2S and/or to

inhibit populations of sulfate-reducing bacteria (SRB)

through addition of specific metal ions, including iron (Fe)

compounds [21]. A new generation of technologies using

fiber-reinforced resin sheets [22] to coat concrete and addi-

tion of polymers [23–25] offer some advantages over con-

ventional methods by providing a physical barrier. However,

in addition to concern over cost of these new technologies,

polymeric resin–coated concrete was reported to be suscep-

tible to microbial deterioration during exposure in sewer

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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systems [26]. Furthermore, microbial degradation of poly-

meric materials has been reported [12, 27–32]. Fiber-sizing

chemicals and plasticizers and the small quantities of organic

residues present in composite resins [12, 27, 31, 33–35] can

support the active growth of natural populations of micro-

organisms, including bacteria and fungi [28, 29, 36–38] (also

see related chapter 30 in this book). In addition, Slow-

growing bacteria cause much greater damage to polymers

than the fast-growing ones [35], suggesting that current test

methods that focus on fast-growing microbial populations

may underestimate the extent of degradation.

B. A BRIEF HISTORY

Corrosion of concrete sewer pipes by hydrogen sulfide, an

anaerobic product of sulfur-containing organic compounds

and reduction of SO4
2� during microbial metabolism, was

identified as the cause of corrosion in 1900 by Olmstead and

Hamlin [39]. The corrosion reaction was initially regarded as

a purely chemical process [40] in which hydrogen sulfide

produced under anaerobic conditions in wastewater is oxi-

dized chemically to sulfuric acid in the presence ofmolecular

oxygen [41]. The sulfuric acid then reacts with calcium in

concrete to form CaSO4 or gypsum. Parker and his co-

workers established the relationship between acidophilic

thiobacilli and concrete degradation by isolating Thiobacil-

lus concretivorus (renamed Thiobacillus thiooxidans)

and another Thiobacillus species from corroded concrete

(T. neaopolitanus) [9, 10, 42–47]. The extent of corrosion

correlates positively with the population of these micro-

organisms, providing sound evidence for their role in the

corrosion process.

In the early 1980s, rapid deterioration of newly replaced

sewer systems in Hamburg, Germany, renewed the scientific

interest in these corrosion processes [8, 26]. In these inves-

tigations, positive correlations were observed again between

the extent of concrete corrosion and the numbers of

T. thiooxidans. Sand also observed that Thiobacillus ferro-

oxidans was associated with oxidative activity of H2S [48].

In the presence of sodium thiosulfate, dominant micro-

organisms were Thiobacillus neaopolitanus, Thiobacillus

intermedius, and Thiobacillus novellus, whereas mercaptan,

a S-containing compound, did not support any population of

thiobacilli, but heterotrophic bacteria and fungi were com-

monly found.

Biological corrosion of sewer pipes can be a serious

problem in coastal cities due to the high abundance of SO4
2�

in thewastewater. At the time of the Hamburg failure, coastal

U.S. cities faced similar problems with newly installed

concrete sewer systems, especially the city of Los

Angeles [7]. A reason for the reemergence of the problem

was the advent of the National Pollution Discharge

Elimination Systems (NPDES) in 1972, which banned

discharge of toxic metals and chemicals into sewers. As a

result of this legislation, inorganic and organic toxic wastes

are no longer permitted to be discharged directly to sewers,

with a resultant increased activity of microorganisms,

particularly the SRBs, producing large quantities of

H2S [49–52]. In addition to the sewers, concrete corrosion

problems today involve highway bridges, aquaducts, water

distribution systems for drinking and wastewater, historic

buildings and monuments [53–56], river hydropower

dams [57], and nuclear depositories [58, 59] where corrosion

rates are unacceptably high. The recognized failure of high-

ways and bridges recently in developed countries has renewed

the discussion on concrete corrosion and protection [60, 61].

C. CONTRIBUTIONS BY AIR POLLUTION

Corrosion of concrete is not always caused by microorgan-

isms. Air pollution from industralization and other exhaust

systems contributes directly and indirectly to the deteriora-

tion of highways and bridges and inorganic building materi-

als such as stone [53, 62, 63], quartz [64, 65], marble [66],

mortar, and even glass [67, 68]. Emission of oxides of sulfur

and nitrogen contributes to acid rain [69, 70], which dissolves

surface materials of concrete, stone, cement, and glass with

noticeable effects. Analyses showed that 60–70% of acidic

precipitation is due to sulfuric acid, 30–40% to nitric acid,

and approximately 5% to hydrochloric acid [71].

Microorganisms participate actively in the degradation

process by utilization of atmospheric deposits as nutrient

sources for their growth [72, 73]. The predominant groups

of microorganisms are those capable of sulfur oxidation

[48, 74], nitrification of nitrogen oxides [15, 16, 66, 75–

77], and ammonia oxidation [78]. Organic acids, particularly

from fungi, are suspected to contribute to concrete corro-

sion [3, 30]. At the same time, bacterial exopolysaccharides

are of equal importance in corrosion [30, 78–80]. Chemical

and biological processes interact, resulting in the corrosion of

materials [4, 81]. However, a systematic approach integrating

the role of both acid deposition and microbial activity to the

degradation of inorganic materials has not been attempted

in the literature. Data describing stone degradation in the

presence of various natural microbial populations are avail-

able [13, 24, 25, 82–87]. Pollutants in the air may become

a source of microbial substrates in the form of not only

sulfurous and nitrogenous oxides but also hydrocarbons and

other sulfur- and nitrogen-containing compounds [72].

D. MICROBIAL PROCESSES

The role that microorganisms play in concrete corrosion is

linked primarily to the sulfur and/or nitrogen cycle in which

biogenically produced inorganic acids, SO4
2� and NO3

� ,
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are the result of microbial metabolism. In these processes,

sulfate reduction and then oxidation and ammonia oxidation

and nitrification are the key reactions involved. Nitrifying

bacteria have only recently been reported to facilitate the

degradation of concrete and building materials under natural

conditions [88–90]. Furthermore, fungi also attack concrete

at rates comparable to those by sulfur-oxidizing bacteria [11,

84], but no information is available on the contribution of

ammonia-oxidizing archaea to corrosion.

Microorganisms are known to form biofilms and produce

exopolysaccharides which are also of importance in the

corrosion of concrete (Fig. 32.1), specifically through com-

plexation by organic acids and acidic functional groups of

the exopolymeric materials. Microbial activity on surfaces

and their metabolites affects the susbtratum materials.

Degradation and deterioration of materials often occur in

the presence of SRBs, sulfur-oxidizing bacteria [91], acid-

producing bacteria [92], fungi [11], and microbial exopo-

lymers [4, 78, 79, 81, 93]. Thiobacilli have long been

implicated as the culprit for such destruction of concrete

materials [1, 26, 57]. For example, T. intermedius forms

thick biofilms and is capable of etching concrete. The

organic acids or multifunctionality molecules may serve

as chelating agents, dissolving surface Ca2þ into solution.

A Fusarium species was found to corrode concrete, and the

fungal hyphae penetrated into concrete matrices [11]

(Fig. 32.2). The mechanism is most likely due to organic

metabolites produced by the fungus that form complexes

with Ca in the concrete matrix. Milde et al. suggested that a

succession of different thiobacilli that are metabolically

active under neutral and acidic conditions are responsible

for the complete degradation of concrete in natural sys-

tems [26]. Similar results were also reported [94]. Other

groups of microorganisms have also been implicated for

their role in the biodeterioration of granite and limestone,

including lichens [95] and cyanobacteria [96, 97].

D1. Sulfate in Natural Environments

Sulfur exists invarious oxidative states from þ 6 in SO4
2� to

� 2 in H2S (Table 32.1) and is an essential element for all

living cells. Living orgamisms contain approximately 1%

S in various proteins. Examples of amino acids containing S

aremethionine, cystine, and cysteine (Fig. 32.3). Living cells

contain these amino acids, which decompose upon death of

the organisms. Among the different states of S-containing

compounds, including the mercaptan family, hydrogen

sulfide is the most noticeable because of the nuisance odor

at a concentration as low as 0.2 ppm. Under natural condi-

tions sulfate is widely present in aquatic and marine

environments, wastewater treatment facilities, and sewers.

The largest reservoir is seawater. Hydrogen sulfide is

chemically reactive and the characteristic black color

FIGURE32.1. Scanning electronmicrograph of biofilmconsisting

of Thiobacillus intermedius on surfaces of concrete after exposure

under laboratory condition for 120 days (scale bar, 5mm).

FIGURE 32.2. Scanning electron micrograph of a mixed biofilm

containing the fungus Fusarium species and bacteria before isola-

tion of the Fusarium species (scale bar, 10mm).

TABLE 32.1. Oxidation States of Sulfur-Containing

Compounds

Form Formula Oxidative State (S)

Sulfate SO4
2� þ 6

Sulfite SO3
2� þ 4

Thiosulfate S2O3
2� (—S—SO3

� ) � 2, þ 6

Tetrathionate S4O6
2� þ 2.5

Thiocyanide S—C—N� � 2

Trithionate �O3SSSO3— þ 6, þ 2, þ 6

Elemental S S0 0

Disulfite HS� � 2

Sulfide S2� � 2
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in sediments is due to the formation of FeS in anoxic

zones [98, 99].

Reduction of sulfate in marine environments by SRBs

causes serious corrosion problems for shipping, oil-drilling

platforms, and other coastal and offshore infrastructures. In

addition, production of hydrogen sulfide has a detrimental

effect on marine life [100].

D2. Sulfate-Reducing Bacteria

Production of H2S from SO4
2� in wastewater systems was

recognized in 1864 by Meyer [68], who proposed that the

reaction was mediated by algae. A few years later, Cohn

claimed that the filamentous gliding microorganism Beggia-

toawas responsible for the reduction of SO4
2� inwastewater

to H2S. In 1895 Beijerinck demonstrated definitively the

process of microbial S reduction by isolating Vibrio desul-

furicans in pure culture (later renamed Desulfovibrio desul-

furicans). The genus nameDesulfovibrio is reserved for non-

spore-forming sulfate reducers, usually with a curved, motile

rod and a limited capability to utilize carbon. Preferred

substrates include lactate and pyruvate. Microorganisms in

this group also include some species which utilize recalci-

trant hydrocarbons.

Other microorganisms capable of sulfate reduction

include Desulfovibrio, Desulfobulbus, Desulfomonas,

Desulfobacter, Desulfococcus, Desulfonema, Desulfosarci-

na, Desulfobacterium, Desulfotomaculum, and Thermode-

sulfobacterium [51]. Desulfotomaculum is the only spore-

forming genus of SRB. These SRBs carry out dissimilatary

processes during sulfate reduction in which S from SO4
2� is

a source of electrons and energy for microbial growth rather

than being assimilated into the cells. At the same time,

organic compounds are oxidized.

Sulfate-reducing bacteria are widespread in natural and

polluted environments. They are strictly anaerobic micro-

organisms, and molecular O2 is toxic to them. Special

culturing techniques and laboratory equipment are required

for isolation and handling of these bacteria [101]. Their

growth covers a wide spectrum of environmental conditions,

ranging from psychrophilic (4�C) to extremely thermophilic

(90�Cand higher). SRBs are found not only inwastewater but

also in oil fields, nuclear power plants, and biofilms on

surfaces of a wide range of materials. Ecologically, SRBs

are important microorganisms scavenging molecular hydro-

gen produced by anaerobic fermentation because interspe-

cies H2 transfer is thermodynamically vital to the anaerobic

microbial community, as the process essentially removes an

inhibitory metabolite (H2) [102, 103].

D3. Sulfur-Oxidizing Bacteria

As early as 1887, Winogradsky demonstrated that certain

groups of bacteria are capable of obtaining their energy for

growth from oxidizing S0 to SO4
2� [104]. The biologically

catalyzed reactions are as follows:

2H2SþO2 ! S2 þ 2H2Oþ 80 kcal ð¼ 334:4 kJÞ ð32:1Þ

S2 þ 3O2 þ 2H2O! 2H2SO4 þ 240 kcal ð¼ 1003:2 kJÞ
ð32:2Þ

The microorganisms belong to a group called chemoauto-

trophs, utilizing CO2 for carbon and S as a source of electrons.

There are eight species in the genus Thiobacillus. They differ

in their ability to tolerate acidity. Thiobacillus thiooxidans

and T. ferrooxidans are capable of functioning at pH levels as

low as 2–3.5, while Thiobacillus thiopurus and Thiobacillus

denitrificans prefer slight acidity for optimal growth. Thio-

bacillus ferrooxidans and T. thiooxidans are particularly

important for their role in leaching of mining ores.

All thiobacilli are obligate autotrophs except T. novellus.

Although the heterotrophic bacteria Arthrobacter, Micro-

coccus, Pseudomonas, and Bacillus, in addition to some

actinomycetes and fungi, can oxidize sulfur compounds, no

energy is derived from these transformations [105].

D4. Ammonia-Oxidizing Microorganisms

In the 1870s, Pasteur postulated that oxidation of NH4
þ to

NO3
� was a microbiological process. The first experimental

evidence was presented by Schloesing and Muntz in 1877.

Subsequently, Warrington at the Rothamsted Experimental

Station in England claimed that the nitrification process

was a two-step transformation. Winogradsky then isolated

H

|

CH3-S-CH2-CH2-C-COOH

|

NH2

Methionine

H H 

| | 

HOOC-C-CH2-S-S-CH2-C-COOH

| | 
NH2 NH2

Cystine

H 

| 

HS-CH2-C-COOH 

| 

NH2

Cysteine

FIGURE 32.3. Chemical structures of three sulfur-containing

amino acids.
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nitrifying bacteria in pure culture; however, the purity of his

cultures is still debatable [75, 106].

Nitrifying bacteria are chemoautotrophs (Table 32.2).

They obtain carbon from CO2 or carbonate and energy from

oxidation of NH4
þ or NO2

� . During the processes of

nitrification, NH4
þ is converted to hydroxylamine

(NH2OH) by an endothermic reaction. The next reactant

has not been identified but is hypothesized to be a nitroxyl

radical. The NO3
� is proposed to react with this radical to

form nitrohydroxylamine before breaking down to HNO2.

Transformation of HNO2 to NO3
� requires the presence of

oxygen, but the role of O2 is confined to electron trans-

port [107]. The oxygen in NO3
� is actually from H2O. The

overall reaction produces energy for growth resulting in a

free energy change of � 65 and � 18.2 kcal/mol for oxi-

dation of 1mol of NH4
þ and NO2

� , respectively according
to the following equations:

NH4
þþ1:5O2!NO2

�þH2Oþ2Hþþ76 kcal ð¼ 317:7 kJÞ
ð32:3Þ

NO2
� þ0:5O2!NO3

� þ24 kcal ð¼ 100:3 kJÞ ð32:4Þ

In addition to chemoautotrophic metabolism, hetero-

trophs are capable, to a lesser extent, of carrying out nitri-

fication. However, the process does not appear to be ecolog-

ically significant.

Bock and Sand [108] found that the nitrifying bacteria

play an important role in the degradation of concrete as a

result of nitric acid production during nitrification [15].

Nitrifying bacteria were also found to be the predominant

contributors to the deterioration of other stone materials [91,

109, 110]. These bacteria differ from the thiobacilli in that the

former are capable of growth on nonimmersed surfaces such

as buildings, while the latter require an aqueous environment

in the presence of sulfate.

More recently, ammonia-oxidizing archaea have beenwide-

ly detected in environmental samples [78]. This discovery

changes our traditional view that bacteria are responsible for

the transformation of NH4
þ available in the environment.

However, the limited information currently available also de-

monstrates someweaknesses in themolecular-based techniques

used for detecting this group of archaea. In situ activity of the

archaea has not been fully established even though they are

widely detected in environmental samples at high abundance.

D5. Role of Fungi

This is a new twist in the deterioration of concrete because

fungi differ from bacteria taxonomically and are eukaryotes

while bacteria are unicellular prokaryotes. Fungi are well

known for their metabolic versatility and are capable of

attacking a wide range of organics, including engineered

polymeric materials [12, 31, 32]. They are also notorious for

their secondary metabolites, the mycotoxins [111]. One of

the reactions carried out by fungi is the production of

peroxide through peroxidase. This enzyme enables fungi to

attack complex organics, including polyaromatics and chlo-

rinated aromatics [112]. In comparison, very little informa-

tion is available on the role of fungi in the degradation of

inorganic materials, particularly stone and concrete. A Fu-

sarium species has been isolated that is capable of attacking

concrete [3, 11]. The fungus and T. intermedius caused

almost identicalweight loss after 120 days of incubation [11].

Several possible mechanisms of fungal attack of con-

crete exist. Fungi are known for their production of organic

acids, including citric, oxalic, and gluconic acids [85, 86,

113, 114], which react with calcium in the concrete, leading

to subsequent dissolution and degradation. They are also

physiologically capable of etching the material and extend-

ing their hyphae into the interior of the concrete, resulting in

enlargement of the damaged area and an increase in poros-

ity. Both bacteria and fungi may form synergistic associa-

tions in concrete degradation (Fig. 32.4), and this may be

TABLE 32.2. Chemoautotrophic Nitrogen Oxidizers

Genus Species Habitats

Nitrosomonas europaea Soil, water, sewage

Nitrosospira briensis Soil

Nitrosococcus nitrosus Marine

oceanus Marine

mobilis Soil

Nitrosovibrio tenuis Soil

Nitrosolobus multiformis

Nitrobacter winogradsky Soil

(agilis) Soil, water

Nitrospira gracilis Marine

Nitrococcus mobilis Marine

marina Marine

FIGURE32.4. Scanning electronmicrograph ofFusarium species

hypha with bacteria attached (scale bar, 2mm).
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most pronounced under natural conditions where pure

cultures of microorganisms are impossible. Studies of

concrete weight loss indicated that precipitates formed with

organic acids were responsible for the measured changes in

weight. These precipitates, which easily detach, are usually

calcium–organic complexes. Fungal activity occurs over

a wide range of environmental conditions. Therefore the

damage caused by these organismsmay bemuch larger than

expected.

D6. Microbial Exopolymers

Microorganisms produce large quantities of exopolymeric

materials in late growth phases and/or environments with

high carbon/nitrogen (C/N) ratios or during adhesion to and

growth on surfaces (Fig. 32.5). These polymeric materials

are important carbon and energy reserves and are utilized

during periods of nutrient deficiency. Bacterial exopoly-

meric materials also play an important role in the formation

of microbial biofilms [94], subsequent corrosion of metals,

and transport of metal ions in porous media [4, 78–81, 115].

They are multifunctional group molecules [93, 116]. The

activity of these molecules and their functional groups in

chelation and dissolution of calcium from concrete is still

poorly understood. Ford and Mitchell [115] and Geesey

et al. [117] proposed that bacterial exopolymers bindmetals

and promote formation of ionic concentration cells, accel-

erating dissolution and corrosion of metallic materials.

Similarly, negatively charged carboxylic and hydroxyl

groups of exopolymeric materials from thiobacilli may

form complexes with calcium and hence leach the calcium

from concrete matrices. This process may contribute to

concrete degradation, particularly when biofilms grow in

close proximity to the surface. Further research is needed to

identifiy a possible role for these exopolymers in concrete

degradation.

E. CORROSION OF REBAR

Concrete is formulated for different purposes using steel

reinforcement. Reinforcement of concrete with steel bars

may increase susceptibility to corrosion because of the

growth of SRBs and the resultant production of H2S, which

can penenatre into concrete. The corrosion products from

both metals and also concrete constituents may expand in

volume, generating stress for the surrounding concrete ma-

terials and resulting in formation of cracks [118, 119]. In

such situations, both biological and physicochemical pro-

cesses act in concert. Preventive measures involve the use of

polymers to prevent moisture reaching the steel-reinforcing

bars and incorporation of biocides. Microbial activity is

significantly reduced at low moisture levels [37].

Hydrogen-producing bacteria may also contribute to

the stress cracking of high-strength steel. Ford and

Mitchell [92] reported that bacteria were found in the

cracking areas of a high-strength steel bar under loaded

conditions. Cracks did not develop in the absence of

hydrogen- and acid-producing bacteria (sterile controls),

suggesting that bacterial metabolites could contribute to a

significant weakening in the strength of steel rebars due in

part to permeation of microbially produced hydrogen into

steel [120]. Protection of concrete structures is a significant

challenge for both engineers and applied microbiologists

because of the multiple applications of reinforced concrete

under a variety of different environments (Fig. 32.6).

FIGURE 32.6. Photograph of a hydropower station in Guangdong

Province in southern China.

FIGURE 32.5. Scanning electron micrograph of bacteria attached

onto substratum through exopolymeric materials (scale bar, 2mm).
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F. PREVENTIVE MEASURES

Protection of concrete from biological corrosion has been

impeded because of the difficulty in eradicating microorgan-

isms from the materials when the structures are part of the

environment and compeletely exposed (Fig. 32.7). In a study

conducted by Sand et al. [17], oxygenation of sewer systems

was proposed as a means of alleviating the propagation of

SRBs in wastewater systems and slowing the subsequent

degradation of concrete. Numerous other approaches have

been investigated, including precipitation of microbially

produced H2S by ferrous chloride (FeCl2) [21], competition

by heterotrophs for displacement of Thiobacillus [121], and

the use of microbial biocides [122, 123]. However, none of

these preventive measures has proven to be successful due to

the incomplete understanding of the microbial community

under natural conditions [6] and also the plasticity of micro-

organisms in adapting themselves to the changing environ-

ment both physiologically and genetically [124–126].

G. CONCLUSIONS

It is apparent that the microbiology and ecology of concrete

corrosion processes are not well understood. Current infor-

mation on microbial corrosion of concrete is limited to the

microorganisms that have been successfully isolated in pure

culture from natural environments, particularly Thiobacillus

species and the nitrifying bacteria. The role of other micro-

organisms, for example, fungi, acetogenic bacteria, and

ammonia-oxidizing archaea, in concrete degradation needs

further investigation to improve our knowledge. Fungi are

capable of deterioration of concrete, but the synergistic

association between bacteria and fungi has not been fully

established. Culture-independent molecular techniques start

to show the metabolic diversity of the natural community on

concerete and should be utilized in future studies to confirm

the specific groups of microorganisms involved in the deg-

radation process. Furthermore, dissolution products from

such exposure experiments need to be thoroughly character-

ized to establish the chemical reactions that are taking place.

The roles of many uncultured bacteria shown through mo-

lecular biology to be present on deteriorating concrete have

yet to be understood.
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A. INTRODUCTION

Before discussing microbial degradation, it should be noted

that, in the absence of any one of the critical requirements for

decay (described later in this chapter), wood is a remarkably

stablematerial. Some of the longest lived of all organisms are

the bristlecone pines of California and these can be >4700

years old. There are numerous examples of temples in Japan

with wood components that have remained intact for

hundreds of years because they have been kept dry. Treat-

ment ofwoodwith preservatives can extend the service life of

wood products for many decades, and this subject is covered

in detail in Chapter 34.

It should also be recognized that microbial degradation is

only one facet of biodegradation of wood. Biodegradation of

wood in terrestrial environments can be caused by a range of

microorganisms and insects. In marine environments, there

are crustacea and molluscs that will also attack wood. This

chapter will focus on microbial degradation of wood in

terrestrial environments for a variety of reasons. Damage

caused by insects, crustaceans, and molluscs is more readily

identifiable with the naked eye than microbial degradation

and quite unrelated to corrosion. It typically takes the form of

tunneling by biting or abrasion. In contrast, microbial deg-

radation occurs at the microscopic level and is mediated by

enzymes and nonenzymic free-radical generation systems,

through processes that aremore analogous to the corrosion of

other materials. Furthermore, while insects, specifically ter-

mites and beetles, cause themost damage towood products in

tropical and subtropical regions, microbial degradation is

more economically important in temperate climates.

To begin to understand microbial degradation of wood, it

is first necessary to understand something about the structure

and chemical makeup of wood. The critical requirements for

decay will then be detailed and the microorganisms involved

will be categorized. The diagnosis of decay types will be

covered in some detail and procedures for the elimination of

fungal infection will be outlined. Finally, the effects of wood

decay on corrosion of metals will be briefly discussed.

B. STRUCTURE AND CHEMISTRY

OF WOOD

The structure of wood is related to its functions in supporting

the crown of the tree, transporting water from the roots to the

crown and storage of food reserves. Wood is a cellular

material and most of the water-conducting cells (tracheids

and, in hardwoods, vessels) are aligned vertically in the tree

(Fig. 33.1), longitudinally in lumber, and in various orienta-

tions in an engineered wood products made from veneers,

strands, or chips. The cells are connected by pathways

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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through the cell walls that allow for the longitudinal and

lateral movement of water. These pathways can also allow

the passage ofmicroorganisms fromcell to cell. In addition to

the longitudinally aligned cells, there are bundles of cells

arranged in radial orientation (rays) that conduct soluble

materials from the outer to the inner parts of the tree and vice

versa. Some of these ray cells are also specialized for storage

of food reserves to be used for future growth. The walls of all

the cells are constructed from the same basic materials.

Wood cell walls are made up of two major chemical

components and many minor ones. The major components

are cellulose and lignin, which in combination are referred to

as lignocellulose. Cellulose is a long-chain polymer of

glucose units and provides the strength properties of wood.

Lignin is a three-dimensional resin made up of a range of

aromatic monomers. Cellulose chains are aligned into bun-

dles, with crystalline and noncrystalline regions, laid down

in a spiral around the walls of each cell. Each cell wall has

several layers with a different orientation of the cellulose,

resulting in cross-banding. Lignin permeates the entire cell

wall but the cellulose–lignin ratio varies between layers.

Hemicelluloses, composed of branched chains of sugars, are

also part of the matrix.

In the live tree, the cell walls are fully swollen with water,

equivalent to� 27% of the dryweight of wood. The sapwood

cell voids may also be full of water, resulting in a sapwood

moisture content of 150–200%. The heartwood moisture

content is typically 30–80%. Shrinkage of wood occurs as

a result of drying from 27% to the in-service moisture

content. The moisture content of wood inside heated build-

ings ranges from 4 to 10%. Wood at equilibrium moisture

content with exterior air ranges from 12 to 18%. Conse-

quently, wood products must be dried prior to use in con-

struction or allowed to air dry during or after construction if

they are to be dimensionally stable and remain free from

decay. The critical moisture contents for colonization and

breakdown of lignocellulose by microorganisms are consid-

ered in the following section.

C. CRITICAL REQUIREMENTS FOR

MICROBIAL DEGRADATION OF WOOD

In the forest, microorganisms play a key role in the natural

cycles of death, decay, recycling of nutrients, and regrowth.

When mankind wishes to use wood as a structural or dec-

orativematerial, it is necessary to break or delay these natural

cycles for the desired life of the structure. This can be done by

eliminating one of the critical factors necessary for microbial

degradation. Temperature is an important factor, but this

mainly affects the speed at which colonization and decay

occur. The critical factors are a susceptible wood substrate,

the presence of a microorganism capable of decaying wood,

oxygen, and water.

Wood-degrading microorganisms have similar tempera-

ture optima to humans; consequently, wood in buildings is at

an ideal temperature for decay. The fastest growth rates for

many wood-inhabiting fungi occur between 20 and 30�C
(68–86�F). Most are halted, but not killed, at �35�C (95�F).
They will, however, be killed after several hours at 60�C
(140�F) or minutes at 70�C (158�F) or higher. Moderate

growth still occurs down to 15�C (59�F) and growth does not
stop until the temperature gets very close to 0�C (32�F).

The susceptibility of the natural wood substrate to

microbial degradation depends on the part of the tree it

comes from. In the living tree, the inner heartwood is dead,

but it is protected to a certain extent by its natural durability.

This is provided by natural toxins and blockages laid down by

the tree as each annual ring is converted from sapwood to

heartwood. This natural durability varies widely among tree

species. The sapwood of the living tree transports water from

the roots to the crown and stores starches, proteins, and lipids

required for future growth. It is protected by the bark and by

active response to wounding or invasion. When the tree is

converted towood products, the heartwood retains its natural

durability but the sapwood dies and can no longer react to

protect itself. Because it contains no natural toxins and has a

FIGURE 33.1. Scanning electronmicrograph of a softwood show-

ing cellular structure (�100 approx.)
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considerable amount of readily available storage products,

the sapwood of all wood species is highly susceptible to

fungal colonization and decay. Fortunately, this has been

recognized for many years and there are a variety of effective

wood preservation technologies to reduce the decay suscep-

tibility of sapwood and enhance the durability of heartwood

(see Chapter 34). Some wood species consist largely of

heartwood, for example, old growth Douglas fir. Others

consist largely of sapwood, for example, plantation-grown

southern pine.

Microorganisms reproduce and are disseminated through

the production of microscopic spores, smaller than pollen

grains, which can be moved short distances by rain splash,

carried by insects or blown over long distances by the wind.

They can be present in the atmosphere at almost any time of

the year but are particularly prevalent in the fall. Wood-

degrading organisms can be kept out of the living tree by the

barrier effect of the bark, the defense responses of the

sapwood, and the natural durability of the heartwood. If they

havemanaged to invade the living tree throughwounds, some

of these organisms may be able to survive processing into a

wood product if thewood remains in a green (wet) condition.

However, conventional and high-temperature kiln drying

schedules will kill these organisms, as will the temperatures

typically encountered in the manufacture of wood-based

panels and engineered wood products. Most wood products

used for construction are therefore free from infection at the

point of manufacture. They will, however, be repeatedly

exposed to microorganisms during storage, transportation,

and construction and over the entire service life. As a result,

the potential for the presence of wood-degrading microor-

ganisms must be assumed.

Oxygen is almost ubiquitously available and many wood-

degrading microorganisms are capable of tolerating relative-

ly lowoxygen levels. Even in some apparently anaerobic lake

sediments, there are bacteria capable of breaking downwood

at an extremely slow rate. Attempting to seal the oxygen out

of wood is not a successful strategy for preventing microbial

degradation.

The requirement for water is by far the most fundamental,

and moisture management is by far the best means to prevent

microbial degradation. Water is required for fungal cells to

remain hydrated and for fungal enzymes, nonenzymic break-

down systems, and breakdown products to move within the

wood. Wood products in service can be protected against

microorganisms by drying the wood to <20% moisture

content and keeping it dry. At moisture contents between

20 and 26%, established decay can continue but it is almost

impossible for new infections to be initiated by spores. Some

fungi, such as the true dry-rot fungus (see Section E2), can

transfer moisture from a wet piece of wood to relatively dry

wood, thus creating suitable conditions for decay. Between

27 and 30% moisture content, colonization and decay can

occur but the growth of fungi is slow. Above 40% and<80%

are ideal for growth and decay by wood-rotting fungi. Thus,

rapid decay of wood is generally reliant on a supply of liquid

water (for exceptions see Section E3). The maximum mois-

ture content for rapid decay is between 80 and 120%moisture

content depending on density of the wood and the fungus. At

these levels, fungal activity is limited by oxygen diffusion

rather than by excessive moisture, as such.

In summary,

Susceptible woodþwood-degrading organisms

þ oxygenþwater ¼ decay

Take any one of these parameters out of the equation and

decay does not occur. Preservative treatment can reduce the

susceptibility of wood to decay, allowing it to remain in

service for many decades. Wet wood can remain sound in a

bristlecone pine for thousands of years if microorganisms are

kept out. Archeological wood can be recovered from lake

sediments after hundreds of years when oxygen is excluded

and wood in temples can remain sound for hundreds of years

if it stays dry.

D. WOOD-INHABITING

MICROORGANISMS AND
COLONIZATION SEQUENCE

Discolored and shrunken wood, recognizable as rotten, is

almost the last stage of a colonization sequence that begins

when sterilewet wood is exposed or dry wood becomes wet.

This sequence continues to progress as long as all the

critical requirements are in place. Each microorganism

changes the environment to make it less favorable for itself,

for example, by using up a certain nutrient, and more

favorable for subsequent colonizers, for example, by in-

creasing permeability.

The microorganisms that live in wood can be divided into

the bacteria and the fungi. Wood-inhabiting bacteria are

single-celled organisms (though some grow in chains) which

use organic material as a food source. They multiply by cell

division and have limitedmotility so their ability to penetrate

wood is very restricted. Wood-inhabiting fungi grow by

extension ofmicroscopicmulticelled tubes known as hyphae.

These hyphae are capable of growing through the existing

pathways within the wood and, in some cases, creating new

pathways. The entire branching network of hyphae looks

something like the root system of a tree and is known as

fungus mycelium. The fungi can be further subdivided into

molds, staining fungi, soft-rot fungi, and wood-rotting basi-

diomycetes. The order in which they are listed above is the

order in which they invade wood.

The wood-inhabiting bacteria can be separated into

early colonizers and wood-degrading bacteria. The early-

colonizing bacteria probably developwithin hours of a sterile
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piece of wet wood being newly exposed or a dry piece of

wood becoming wet. They live on nonstructural storage

products and their only effect is to increase the permeability

of wood. However, if other organisms are excluded by

unfavorable conditions, wood-degrading bacteria can domi-

nate. These cause extremely slow strength loss over hundreds

of years and are a primary cause of failure only in arche-

ological wood and certain types of preservative treated wood.

Mold fungi develop on damp sapwood within days and

they also live on nonstructural storage products. They grow

rapidly and some produce antifungal antibiotics that help

them to compete for the available resources. They have

transparent or white mycelium and colored spores. They

discolor the surface of the wood with their spores, but these

can be wiped off and the effects are hardly noticeable if the

wood is dried out. Large quantities of mold spores, partic-

ularly of certain species, can cause health problems if they are

inhaled by susceptible individuals. Somemolds can grow to a

limited extent at wood surface moisture contents between 19

and 26%, too low for decay. However, exuberant growth of

molds is indicative of conditions that could lead to the next

stage of colonization and eventually to decay.

Staining fungi are closely related to mold fungi, and their

main distinguishing feature is dark mycelium. They can be

further subdivided into those causing sapstain and those

causing black-stain in service, although there is considerable

overlap between the two groups.

Sapstain fungi can be present in the standing tree and in

summer they develop within weeks on felled logs or freshly

sawn lumber. Some are capable of growing up to 20mm/day

under ideal conditions. They compete with the molds and

bacteria for nonstructural storage products. Their dark brown

or black mycelium gives a blue or black color to the wood,

and this can penetrate the full depth of the sapwood. Sapstain

fungi do disfigure the wood, but they cause little or no

structural damage unless the wood stays wet and other

organisms are excluded, for whatever reason. Under these

circumstances, sapstain fungi can cause detectable reduc-

tions in impact bending strength.

The fungi causing blackstain in service also disfigure

wood surfaces. They occur on painted and unpainted wood

and are particularly problematic when they grow underneath

transparent film-forming finishes. Under the latter conditions

and on unpainted wood, they may be able to utilize the

products released from the breakdown of wood by ultraviolet

(UV) light. The aromatic rings in lignin make it a very

effective absorber of UV light, but UV light and water

produce free radicals which can initiate rapid breakdown of

lignin. On unpainted wood, these breakdown products are

washed off, leaving delignified cell remnants consisting

almost entirely of cellulose. The refraction of light from

these delignified cells gives the wood a silvery sheen. Good

examples of this appearance can be seen on driftwood.When

blackstain fungi and single-celled algae (simple plants) grow

on such surfaces, they darken the wood to a gray “weathered

appearance.” The combined effects of UV light, rainfall, and

microbial degradation lead to a slow erosion of wood sur-

faces. This process can be slowed by surface finishes or

pressure treatments that exclude one or more of these three

factors (see Chapter 34). Conditions conducive to the con-

tinued growth of staining fungi are likely to lead to the next

stage of colonization.

Soft-rot fungi are closely related to mold and staining

fungi. Somedonot discolor thewood and others can giveblue

or black discoloration. They are the first of the colonizers that

are capable of using lignocellulose as a food source, but they

are commonly prevented from colonizing earlier by compe-

tition from the bacteria, molds, and staining fungi. Soft-rot

fungi erode or tunnel within the cell wall, causing gradual

strength loss. They only cause serious damage if the wood-

rotting basidiomycetes are kept out by unfavorable condi-

tions such as preservative treatment or high moisture content

(Fig. 33.2). In treated wood in the ground, their rate of attack

depends on the type of preservative (see Chapter 34) and the

amount in the wood. It is typically measured in millimeters

per year starting at the wood–soil interface. In untreated

wood exposed above ground the soft-rot fungi are normally

replaced very quickly by the wood-rotting basidiomycetes,

which can cause much more rapid strength loss.

Wood-rotting basidiomycetes typically take months to

become established, probably because they too are out-

competed by the bacteria, molds, and staining fungi. Once

they do become established, their effects on the wood are

much more rapid and severe than the soft-rot fungi. Wood-

rotting basidiomycetes can be divided into two groups: the

white-rot fungi and the brown-rot fungi based on their mode

of attack on wood.White-rot fungi erode away the surface of

the cell walls, causing strength loss faster than soft-rot fungi

butmuch slower than brown-rot fungi. Brown-rot fungi cause

FIGURE 33.2. Soft rot on the surface of an 80-year-old creosoted

utility pole below the soil surface.
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rapid strength loss by depolymerizing the cellulose before

there are any visible signs of discoloration or shrinkage.

Because of this rapid strength loss and their predominance

on structural softwoods, brown-rot fungi have the greatest

economic impact of all decay types. Under ideal conditions,

which rarely occur in nature, brown-rot fungi can grow up to

10mm/day. Once established in a piece of sapwood, they can

cause up to 40% strength loss in compression parallel to the

grain (important for studs and piling) and up to 60% strength

loss in compression perpendicular to the grain (important

for wall plates and bearing points for horizontal timbers) in

1 week. This means that it is extremely important to stop the

colonization sequence by drying the wood or treating it

before it gets to the point wherewood-rotting basidiomycetes

become established.

E. DIAGNOSING DECAY

Determining the type of decay in a wood structure is not a

straightforward procedure and is best left to a specialist.

Having said this, themost common type of decay in structural

softwood products is brown rot and this is the type of decay

that most people will recognize.

E1. Major Types of Decay

Bacterial decay typically begins at the surface of wood in

contact with soil or fresh water and gradually progresses

inward. Visibly, the wood may remain unchanged or it may

become paler in color and have the texture of a crumbly

English cheese. When the affected wood is dried, it may take

on a honeycomb appearance. Some types of bacterial decay

can be recognized under the light microscope, but an electron

microscope is needed to be certain of this type of decay. The

probability of encountering this type of damage is low unless

one is dealing with archeological material, old foundation

piling, or wood harvested from man-made lakes, decades

after flooding.

Soft rot also tends to begin at the surface of wood in

contact with soil or fresh water and gradually progresses

inward (Fig. 33.2). The appearance of the wood may

remain unchanged despite considerable strength loss. The

early effects of soft-rot fungi often cannot be diagnosed

without looking at thin sections of wood under the micro-

scope. However, there is a tool available that estimates the

depth of soft rot by measuring the depth of penetration of a

pin fired into the wood with a known force. Some indica-

tions of early strength loss can be ascertained by inserting a

knife blade at a shallow angle to the surface, at right angles

to the grain, and levering up a splinter. A fibrous splinter

indicates sound wood and a brash fracture indicates decay

(this also works for decay by wood-rotting basidiomy-

cetes). At more advanced stages, soft rot can take on the

appearance of white rot or brown rot. The biochemistry of

the breakdown of wood by soft-rot fungi is barely under-

stood compared to our understanding of the other two

decay types.

White rot and brown rot are rarely obvious on the surface

of a structure until they produce a fruiting structure such as a

conk or bracket. In wood in ground contact, they do not

compete well with soil fungi so they tend to be confined to

deeper within the wood. In wood exposed above ground, the

surface is often painted, hiding any underlying damage.

Exposed unpainted surfaces may never stay wet long enough

to support growth and decay. The first signs of decay in

painted wood are usually collapse and cracking of the paint

film as the underlying wood shrinks and cracks. When a

structure with suspected problems is opened up, such as by

removing the cladding or drywall in a building, wood-rotting

basidiomycetes can be seen growing on the surface of wood

provided the atmosphere in voids within the structure has

been at a high relative humidity (RH), close to 100% RH for

some time. The fruiting structures andmycelium of white-rot

and brown-rot fungi cannot be distinguished without the

involvement of a trained mycologist.

White rot and brown rot can be readily distinguished by

their effect on the wood. White-rot fungi degrade both lignin

and cellulose, leaving the wood with a bleached and often

stringy appearance (Fig. 33.3). This can be confused with the

effects of chemical bleaching agents (see Chapter 34).White-

rot fungi possess a battery of cellulose- and lignin-degrading

enzymes, several of which contain metals or are metal

dependent. White-rot fungi tend to attack hardwoods, such

as aspen and maple, rather than softwoods.

Brown-rot fungi degrade the cellulose and modify the

lignin, giving a darkened, almost charred appearance, re-

ferred to as cubical cracking (Fig. 33.4). This can also be

confused with the electrochemical deterioration that occurs

when a galvanic cell forms between two types of metal used

FIGURE 33.3. White rotted wood blocks showing typical bleach-

ing and stringy texture.
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as fasteners, commonly known as nail sickness (see

Chapter 34). There may indeed be a link between the two.

It has been suggested that Fenton-type (iron redox) reactions

with or without mediation by fungal chelators are involved in

the production of free radicals that initiate depolymerization

of cellulose and modification of lignin by brown-rot fungi.

Brown-rot fungi tend to attack softwoods more than hard-

woods. They are the most important fungi causing decay in

buildings because softwoods are more commonly used for

structural purposes. The brown-rot fungi include those com-

monly referred to as dry-rot and wet-rot fungi.

E2. Dry Rot, Wet Rot, and Tolerance to Drying

Dry rot is a commonlymisused term. It does not refer towood

that is rotted and dried out, nor does it refer to rot that can take

place in dry wood. There is, however, a true dry-rot fungus

called Serpula lacrymans, which is capable of transporting

water from wet, rotting wood through mycelial cords to

relatively dry wood. When thewood is wetted up, this fungus

can colonize and decay it. The true dry-rot fungus is common

in Europe, eastern North America, and northern Japan. It is

relatively rare in western North America where it is replaced

by another fungus, Meruliporia incrassata, which also has

some water-transporting capabilities. The true dry-rot fungus

is particularly prevalent in wood in brick or stone buildings.

Thismay be partly due to a requirement for calciumandpartly

to a need for relatively constant temperature and humidity.

Brick, stone, and concrete tend to retainmoisture and slow the

drying rate of adjacent wood products. Part of the reason this

fungus is so much of a problem is that is can survive in wood

hidden within brick, stone, or concrete walls and reemerge to

infect newwood if themoisture sources that caused the decay

problem in the first place are not completely eliminated.

Wet rot includes decay caused by other wood-rotting

basidiomycetes. Two of these, Gloeophyllum sepiarium and

Gloeophyllum trabeum, are particularly tolerant of drying

out and of high temperatures. They are particularly prevalent

in wood products in above-ground exterior exposure, such as

window joinery, siding, and decking. Most of the others

require more consistent moisture conditions to thrive.

Having said this, it should be noted that many wood-rotting

basidiomycetes can survive for years in wood with �12%

moisture content only to become active again if the wood

rewets. Simply drying out a structure will not kill the decay

fungus.

E3. Identification and Elimination of Wood-
Rotting Basidiomycetes

If it becomes important to know which fungus caused the

damage, this is best left to a mycologist with specific training

in this field. However, with the possible exception of the true

dry-rot fungus, it is rarely critical to know which fungus

caused the problem; the recommended course of action is

the same. Cut out all visibly decayed wood plus 2 ft in the

longitudinal direction and the full cross section where the

decay occurred. This action is necessary to eliminate wood

that may have been colonized by the wood-rotting basidio-

mycete but not yet visibly changed. Not only will this region

have lost considerable strength, but it could act as a source of

infection if themoisture sourceswere not all eliminated or if a

new leak arises. The search for moisture sources should

consider not only obvious or primary moisture sources, such

as a leaky building envelope or a flood, but also possible

secondary sources, such as condensation.Whilewood-rotting

basidiomycetes generally need liquid water to become estab-

lished, they can continue to cause decay supported only by

water vapor. Wood-rotting basidiomycetes create their own

moisture as they decay the wood. Cellulose is a carbohydrate

and the fungus converts it to carbon dioxide andwater. If there

is the possibility that all infected wood and all sources of

moisture have not been eliminated, the remaining wood

should be treated with a diffusible preservative and any new

wood installed should be pressure treated (see Chapter 34).

E4. Determining Start Date of Decay Problem

When decayed wood is found in buildings or other structures,

the question most often asked is, “How long has this been

going on?” Unfortunately, this question is almost impossible

to answer. The rate of growth and decay by wood-rotting

basidiomycetes is affected by the species of fungus, the

natural durability of the wood, the wood moisture content,

the temperature, the presence and competitive abilities of

other fungi, and interactions among these parameters. Too

many of these parameters cannot be determined retroactively.

E5. Corrosion of Metals by Wood-Rotting Fungi

The metals, such as manganese and iron, needed by wood-

rotting basidiomycetes for their metabolic processes are

limiting micronutrients in wood. Both white-rot and

brown-rot fungi appear to have specific mechanisms for

securing and accumulating these resources. To do this, they

produce metal chelators, known as siderophores. Brown-rot

FIGURE 33.4. Brown rotted lumber showing typical darkening

and cubical cracking.
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fungi also reduce the pH of wood early in the decay process

through the production of organic acids. As a result, cor-

rosion of metals can be induced by contact with decaying

wood over and above that expected based on the moisture

availability.

F. FURTHER READING

More detailed information on the subject of wood biodeg-

radation in general can be obtained from two textbooks by

Eaton and Hale [1] and Zabel and Morrell [2] The first is

written from a European perspective, whereas the second is

written from a North American perspective. A classic text-

book in this fieldwas authored byCartwright and Findlay [3].

More specific information on microbial breakdown mechan-

isms is covered by Eriksson, Blanchette, and Ander [4].

Inspection of buildings and diagnosis of deterioration pro-

blems are covered by Bravery et al. [5] and Levy [6].
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A. INTRODUCTION

As discussed in Chapter 28, wood is a biodegradable, natural,

renewable resource. Over the centuries wood has supported

community life in a variety of ways, including construction

of buildings for shelter; providing heat, cooking food, and

furnishings to improve lifestyle; and as raw material for

artisans. When Europeans first came to North America wood

was plentiful and could easily meet the demands. In Europe,

with the rapid development of shipbuilding in the sixteenth to

eighteenth centuries, wood began to be used on such a large

scale that Samuel Pepys noted in his diary that there was a

shortage of seasoned oak for the navy’s ships. The develop-

ment of large-scale ironworks saw even more destruction of

forests for production of smelting charcoal.

Compounding this shortage of woodwere the problems of

material failure due to rot. In the late-eighteenth century the

loss of the Royal George at Portsmouth, with over 800 lives

lost, stimulated the Royal Society of the Arts to offer a gold

medal for the discovery of the cause of the dry rot in the hulls

of wooden ships and a reliable method of eliminating it [1].

Soon several chemicals were considered to enhance wood

durability, and in 1770, Sir John Pringle drew up the first list

of wood preservatives. By 1810 the Encyclopedia Britannica

published these lists as a reference. The early preservatives

were generally metal salts such as copper sulfate, mercuric

chloride, and zinc chloride.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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One of the problems of these simple salt treatments was

their ready loss from treated wood, a problem that was solved

when in 1841 Payne was granted a patent for a two-stage

treatment involving ferrous sulfate and calcium sulfidewhich

caused the ferrous sulfide to precipitate in the wood. How-

ever, lack of efficacy caused the treatment to be abandoned.

About the same time, in 1838, John Bethell was granted a

patent for his “creosoting” process, which employed solu-

tions of metallic salts and bituminous chemicals. The term

creosotewas actually used in a patent granted toMoll in 1836

for his process in which wood was injected with extracts of

coal tar in closed ironvessels.Moll called the heavier fraction

“Kreosot.” So in the late-nineteenth century creosote to

preserve railway ties and marine timbers began to be used.

It is remarkable that the basic creosote preservative and the

treatment process proposed by Bethel have remained largely

unchanged to the present day. However, as multisalt

inorganic-based wood preservatives for utility poles in North

America began to be used in the late 1940s alternative

processes were required to ensure an effective treatment.

The past 20 years have been a number of pressure and

nonpressure processes for impregnating timber with preser-

vative, and these will be briefly reviewed in this chapter.

Perhaps the biggest single influence on the development of

preservatives and processes during the last two decades has

been concern over the environmental impact of industrial

processes and their products. This has stimulated the industry

to create new wood preservatives and process modifications

to minimize the environmental impact of treated wood.

B. PRESERVATIVES CURRENTLY
STANDARDIZED IN NORTH AMERICA

B1. Creosote

Despite considerable pressure to use alternative preserva-

tives, creosote remains themost important preservative rather

than dominant preservative for protection of wood placed in

the marine environment and for treatment of wooden railway

ties. Information on the properties of creosote can be found

in thewood-preserving standards developed by theAmerican

Wood Protection Association (AWPA) in the United

States [2] and the Canadian Standards Association Wood

Preservation Standard 080 in Canada [3]. Over the last two

decades, the focus on creosote has been to reduce or eliminate

the soluble tar acid fraction and to reduce the benzopyrene

content. The tar acid fraction is reduced (eliminated) by

washing the creosote and the acids recovered for other uses.

The benzopyrene content has been reduced due to its toxic

effects on humans.Anumber of excellent reference papers on

creosote and its uses may be found in the proceedings of the

AWPA [4–6]. In 1994, 0.26� 106m3 of creosote-treated

wood was produced. Since then the trend has been to a

gradually reduce volume of production due to lack of key

end uses, such as retail lumber, as well as increased

competition from alternative materials for one of the major

products—piling. Creosote remains supported for both

marine timbers and piles provided that the best manage-

ment practices guide developed in 1996 by the American

Wood Preservers Institute supports its use [7–9].

B2. Pentachlorophenol

Pentachlorophenol was developed in mid-1930s as part of a

general interest in the potential of chlorinated phenols [10].

The higher chlorinated phenols were found to have greater

efficacy than the trichlorophenol and tetrachlorophenol pro-

ducts. The pentachlorophenol also possessed a highermelting

point. Although originally produced either by chlorination of

phenol using an aluminium chloride catalyst or by hydrolysis

of hexachlorobenzene, the potential for dioxin formation in

the latter process has resulted in it being discontinued. Early

uses of pentachlorophenol included protection of millwork in

which a 5% pentachlorophenol solution in a light organic

solvent was applied to wood by either a double-vacuum

process in the larger industrial plants, and by spray or dipping

in small scale operations. During the 1940s the availability of

creosotewas limited due to thewar, and pentachlorophenol in

heavy oil was employed to protect utility poles in North

America. Field tests quickly established it to be a very

effective broad-spectrum biocide capable of preventing not

only decay but also insect attack. It was however unsuitable

for protecting wood in the marine environment. It rapidly

became the preservative of choice for utility poles and by the

mid-1960s it dominated pole protection.

In the mid-1970s the U.S. Environmental Protection

Agency (EPA) introduced a review of all wood preservatives,

and pentachlorophenol became the focus of attention be-

cause of the small amounts of dioxin and furan impurities

found in technical-grade material. Concern has also been

expressed over the potential for pentachlorophenol-treated

wood to produce dioxins in service, although this has not

been demonstrated. Perhaps themost important impact of the

dioxin impurity is on the disposal of pentachlorophenol-

treated waste. Until the last few years the disposal of treated

wood recovered from service was not an issue [11]. Since all

treated wood as it is still considered to be not hazardous

according to EPA. It can be disposed of in a regular landfill.

This is now under review and the United States and Canada

have limited the procedures that govern the disposal of

pentachlorophenol-treated wood can be disposed. Incinera-

tion has been proved to be an effective option, provided that

the temperature of the process is above 1000�C [12].

Although a “clean” version of pentachlorophenol was de-

veloped during the 1980s, cost prevented its use by industry.

The importance of the solvent system on the performance of

pentachlorophenol has been widely studied and several
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alternative treatments have been commercialized. These

include ammoniacal copper pentachlorophenate and wa-

ter-soluble forms of pentachlorophenol using emulsifying

agents. Perhaps one of the most widely used alternatives was

liquefied gas treatment, in which pentachlorophenol was

dissolved in an inert liquefied gas such as methylene chloride

or butane, oftenwith the aid of a small amount of a cosolvent.

The advantage of this treatment was that it could be used to

produce treated wood without the color change normally

associated with the use of the heavy oil solvent. However,

with the passage of time the loss of preservative from wood

treated by the liquefied gas processes was found to be too

great and the service life of the product was not acceptable.

None of these alternative pentachlorophenol-based preser-

vatives or processes are in use today.

In 1994, 0.07m3 of pentachlorophenol-treated wood was

produced. The principal products were utility poles and

cross-arms. Its market share of treated wood has been

declining since it is not used for retail lumber and many

utility companies have changed to using fixed waterborne

preservatives. Although initially there was interest in using

an oil-borne copper naphthenate in place of pentachlorophe-

nol, the well-publicized failures of copper naphthenate–

treated southern pine poles negatively impacted its use.

B3. Chromated Copper Arsenate

Chromated copper arsenate (CCA) was proposed to the

AWPA for standardization in 1949 as Greensalt [10]. It was

accepted in 1953. The formulation known also as CCA typeA

was revised in 1968, and in 1969 the formulationwas specified

in the standards on an oxide basis when it contained 65.5%

chromium (expressed as CrO3), 18.1% copper (expressed as

CuO), and 16.4% arsenic (expressed as As2O5). A second

formulation, known as Boliden K-33, or simply as K-33, had

been in use commercially in Sweden since 1950, having been

patented in 1947 [10]. It was proposed for inclusion in the

AWPA Book of Standards in 1963, as CCA type B. The

formulation standardized on an oxide basis in 1969 contained

35.3% chromium (expressed as CrO3), 19.6% copper (ex-

pressed as CuO), and 45.1% arsenic (expressed as As2O5).

In the mid-1960s the AWPAwished to reduce the complexity

of the preservative standards by eliminating obsolete preser-

vatives. A single standard for CCAwas proposed which had a

formulation which was approximately the average of the two

existing CCA formulations [10]. Datawere presented to show

that such a formulation would have the best leaching resis-

tance. In 1969 a standard for CCA type C was published and

the preservative contained 47% chromium (expressed as

CrO3), 19% copper (expressed as CuO), and 34% arsenic

(expressed as As2O5). From 1970 all three formulations were

employed with the industry often switching from one to the

other depending on the cost or availability of chromic acid or

arsenic acid. However, in the last decade types A and B have

given way to the almost exclusive use of the better balanced

type C formulation.

From 1980 to 2003 CCA became the dominant preserva-

tive worldwide. In 1994 over 2� 106m3 of CCA-treated

woodwas produced in theUnited States. Indeed, over 85%of

sawn wood was treated with CCA. This dramatic change in

market dynamics from that of the early 1970s reflected the

adoption of residential preservative-treated wood which was

marketed through retail outlets for use on projects around the

home. This market had been taken up exclusively by CCA.

With the development of these specialty products for the do-

it-yourself market, the use of additives has become much

more prevalent. These additives include polyethylene glycol

or emulsified oil for improving the climbability of utility

poles, dyes and pigments to alter the color of CCA-treated

wood, and water-repellant additives to reduce the checking

behavior of decking. Despite concerns over surface hardness

in CCA-treated southern pine, CCA-treated poles are widely

accepted by the industry with a current market share of

almost 70%.

In the 1990s the wood-treating industry focused on im-

proving the fixation of CCA before the treated wood leaves

the treating plant. Relatively simple tests such as that based

upon chromotropic acid were developed which allow both

producer and user to confirm that CCA-treatedwood does not

contain unreacted chromium. Research showed that the rate

of reaction of chromium is slower than that of either copper or

arsenic so that tests based on the chromium reaction can be

used to follow the overall fixation rate. Consistent with the

current focus on the environmental impact of wood treat-

ment, greater attention is now given to ensuring that the

treated wood is free of surface deposits, and this too has

become part of the CSA and AWPA book of standards. The

methods used to enhance the fixation rate will be discussed

briefly in the following section on treatment processes.

In 2003 the use of CCA dramatically changed. The supp-

liers of CCA agreed to withdraw its use from the residential

treated wood market. It is still allowed for use for industrial

products such as poles and piling. It is also allowed for

residential uses such as shingles and shakes, plywood, and

the preserved wood foundation components. However,

for most traditional residential uses, such as fenceposts,

decking, fencing, and cladding other preservatives based on

copper and organic co-biocides have been introduced and

now dominate those markets.

B4. Ammoniacal Copper Arsenate and

Ammoniacal Copper Zinc Arsenate

Ammoniacal copper arsenate (ACA, patented by Gordon

in 1939) as a preservative was adopted by the AWPA in

1953 [10]. It was formulated as 49.8% copper (expressed as

CuO) and 50.2% arsenic (expressed as As2O5). This formu-

lation tended to lose unfixed arsenic so that an improved
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formulation, ammoniacal copper zinc arsenate (ACZA), was

developed and replaced ACA in the book of standards [13].

ACZA is formulated as 50%copper (expressed asCuO), 25%

zinc (expressed as ZnO), and 25% arsenic (expressed as

As2O5). Ammoniacal copper-based preservatives have tra-

ditionally been preferred for wood species that are refractory

to treatment, for example, spruce and Douglas fir. Conse-

quently ACA and ACZAwere more common in Canada and

the west coast of the United States than in southern United

States. Currently, neither ACA nor ACZA are approved in

Canada. ACZA remains allowed for use in the United States

where its principal uses are the treatment of piles, timber, and

utility poles.

B5. Copper and Zinc Naphthenate

Naphthenic acids, by-products of the petroleum industry, can

be reacted with copper and zinc salts to produce copper and

zinc naphthenates. First used as wood preservatives in

Europe, where theywere sold under the trade nameCuprinol,

they were not introduced into the United States until

1948 [10]. Their principal use was as brush treatments sold

at retail outlets to the general public or as dip treatments for

commercial products such as fence posts. Their relatively

high cost prevented their commercial acceptance for pressure

treatment until the last decade, when the utility pole industry

became increasingly under pressure to introduce an alterna-

tive to pentachlorophenol. It was introduced into the AWPA

commodity standards in the early 1990s solubilized in a

P9-type oil. However, with the increasing acceptance of fixed

waterborne preservatives, its use in this market remains very

small. In Europe itsmain use has been for the double-vacuum

treatment of millwork (window joinery and doors), cladding,

fencing, and so on, for above-ground exposure. Zinc

naphthenate is not used for pressure treatment in North

America. The volume of copper naphthenate–treated wood

inNorthAmerica remains relatively small. InEurope the lack

of availability of naphthenic acid has stimulated research on

the production of synthetic copper and zinc soaps from

versatic and octanoic acid. These products have not been

introduced into North America.

B6. Bis-tributyltin Oxide

Tributyltin oxide (TBTO) was principally employed for the

dip treatment of window joinery and doors. However, fol-

lowing research in the 1970s, which revealed that TBTO

rapidly degraded upon impregnation into wood, its use has

declined and it is now no longer used.

B7. Copper-8-quinolinolate

Pure copper-8-quinolinolate (oxine copper) is insoluble in

light organic solvents. A solubilized form can be produced

with nickel hexanoate. Its use remains limited in North

America, with its principal advantage being that wood

treated with oxine copper at one time could be used in

contact with foodstuffs. It was introduced into the AWPA

commodity standard for sawn wood exposed above ground

but was restricted to the protection of several pine species,

including southern pine, western red cedar, and hem-fir [2].

B8. Alkylammonium Compounds

The potential of alkylammonium compounds (AACs) as

wood preservatives has been recognized for more than

30 years [14]. However, following early failures of problems

of decay in wood treated benzalkonium compounds in New

Zealand in the early 1980s their main use has been as a co-

biocide in formulations of ammoniacal or amine copper

preservatives, such as ammoniacal copper quat (ACQ). They

remain standardized as a stand-alone preservative, and if

this use is to be realized, it is likely to be formulated with

other organic co-biocides for wood exposed above ground.

At present only didecyldimethylammonium chloride

(DDAC) and DDA didecyldimethylammonium carbonate

have been standardized in North America [2]. An important

commercial application for DDAC is as a co-biocide in NP-

2, a formulation widely used for protecting unseasoned

wood in transit and storage. In Europe and Japan other

AACs have been commercialized. They include

trimethylcocoammonium chloride and alkyldimethylbenzy-

lammonium chloride.

B9. Alkaline Copper Preservatives:

Alkaline Copper Quat

Almost universally there has been environmental pressure to

reduce the use of CCA in high-volume residential applica-

tions. One of the first preservatives to be developed without

arsenic or chromiumwasACQ (typesA andB)where the quat

(or quaternary ammonium compound) was DDAC [15]. The

preservative consisted of copper (basic copper carbonate)

solubilized in ammonium hydroxide and formulated with a

quaternary ammonium compound. This preservative combi-

nation was commercialized in Scandinavia and was intro-

duced into the AWPA standard in 1992. In 1995, a version of

ACQ type B formulated with monethanolamine as the solvent

in place of ammoniumhydroxidewas standardized. The use of

amine in place of the ammonium hydroxide provided product

improvements including enhanced surface cleanliness and

better color to allow penetration of the retail lumber market.

Currently four ACQ formulations are accepted treatments

for most commodities in the AWPA [2] and CSA [3] book of

standards. The variations include the addition of some

ammonia to assist in the penetrability of the preservative in

refractorywood species. This preservative has replaced CCA

for the treatment of wood for residential applications and is
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one of twomain preservatives commercialized inCanada and

the United States for this application.

B10. Alkaline Copper Preservatives: Alkaline

Copper Azole

In addition to ACQ a second formulation based on alkaline

copper has been widely accepted for use in protecting resi-

dential products. Copper azolewas standardized in 1995 [16].

This is alkaline copper azole, in which the copper is solubi-

lized in monoethanolamine and formulated with a triazole [2,

3]. The most common triazoles used are tebuconazole and

propiconazole. The former is used inNorthAmericawhile the

latter has been used in European copper azole formulations.

Initially, boric acid was also included in the formulation (CB-

A), but this early preservative has since been replaced by one

containing only copper and tebuconazole (CB-B).

B11. Micronized Copper Wood Preservatives

Because of concern over the leaching of copper from

alkaline copper–treated wood at high retentions as well as

enhanced corrosion compared to that from earlier preser-

vatives such as CCA, new innovations continue to be

introduced by the industry. The most recent innovation

involves the use of small solid particles of copper carbonate

which are suspended in aqueous solution together with a

co-biocide as a wood preservative [17]. Two formulations

have been standardized in North America [2, 3]. They are

micronized copper quat (MCQ) and micronized copper

azole (MCA). Because the copper is placed into the wood

as basic copper carbonate and then is only solubilized by its

reaction with the wood components, large concentrations

of mobile copper are not present in the treated wood. This

is perceived to be an advantage in minimizing the environ-

mental impact and reducing the corrosive effects of the

treated wood. In addition, the need to stabilize, or “fix,” the

preservative after treatment has been eliminated. Currently

the micronized copper preservatives are being widely ac-

cepted by retail outlets supporting residential use of treated

wood. The formulation of the product remains the same as

that for the alkaline solvent–based preservatives.

B12. Copper Bis(dimethyldithiocarbamate)

The beneficial value of carbamates has been known for many

years and several biocides based on this class of chemical

have been commercialized in other industries. In the mid-

1990s a new preservative was based on a two-stage treating

process involving sequential impregnation of timber with a

copper ethanolamine solution and a sodium dimethyldithio-

carbamate solution. The two chemicals react in the wood to

produce the highly insoluble copper dimethyldithiocarba-

mate [18]. This preservative has been discontinued in the

United States and was never commercialized in Canada.

B13. Ammoniacal Copper Citrate

Ammoniacal copper citrate was standardized [2] for the

protection of sawn wood for both in-ground as well as

out-of-ground exposures. Its use has been discontinued.

B14. 3-Iodo-2-propynyl Butyl Carbamate

3-Iodo-2-propynyl butyl carbamate (IPBC) is a new gener-

ation of organic wood preservatives that has been standard-

ized by the AWPA [2]. Currently its main application is in a

formulation NP-2, which is designed to prevent degradation

of unseasoned wood during storage and transit. As interest

in totally organic-based wood preservative formulations

increases, the use of IPBCmay well increase to protect wood

used in above ground.

B15. Triazoles

Triazoles represent a new group of chemicals that have been

shown to provide good protection against decay for timber

exposed in above ground. Research has suggested that due to

cost and the lack of broad-spectrum activity it is likely that

they will be formulated with other biocides to produce an

effective preservative, particularly for the protection of res-

idential wood products. Two triazoles have been standardized

since 1994: tebuconazole and propiconazole [19]. A third

cyproconazole has alsobeen studied both inEurope andNorth

America and has potential for future use in preservative

formulations. As with other organic wood preservatives dis-

cussed in this chapter, their main use is likely to be for

protecting wood used in above ground.

B16. 4,5-Dichloro-2-N-octyl-4-isothiazolin-3-one

Isothiazolinones represent a new class of organic wood

preservative that has been standardized in both Europe and

North America [2]. Like many of the other organic preser-

vatives, the isothiazolinones are likely to find most use for

protecting wood exposed in above ground or as co-biocides

in formulations to enhance biocidal performance.

B17. Chlorothalonil

Chlorothalonil was introduced into the AWPA standard in

1993 [2]. It is not currently commercially used in wood

preservation.

B18. Inorganic Boron

Borate treatment of wood has been well established in

New Zealand for the diffusion treatment of unseasoned

timber. Indeed, a small amount of borate-treated wood was

produced in Canada for supply to the U.K. market for

PRESERVATIVES CURRENTLY STANDARDIZED IN NORTH AMERICA 473



 

protection against the house longhorn beetle (Hylotrupes

bajulus). During the past three or four years, there has been

increasing interest in the use of borate treatments to prevent

insect attack in wood not exposed to liquid water. Examples

of such exposures include sill plates and studs in termite-

infested regions of the world. Historically, the process in-

volved dipping unseasoned timber in high concentrations of

borate followed by long-term storage to allow diffusion to

proceed. More recently it has been demonstrated that ac-

ceptable treatments can also be achieved by pressure treat-

ment of wood with borate solutions of moderate strength.

Consequently, in 1995 inorganic boron was added to the

AWPA book of standards [2, 3], and in 1998 borate treat-

ments were added to a number of commodity standards.

B19. Acid Copper Chromate

Acid copper chromate (ACC) was proposed to the AWPA for

standardization in 1950 and accepted in 1953 [10]. While it

still remains in the book of standards, its use is relatively

minor and limited to those industrial products where CCA is

not accepted due to the presence of arsenic.

B20. Copper HDO

A recent addition to the array of preservative formulations

based on alkaline copper is copper–HDO (where HDO is

N-cyclohexyl-diazeniumdioxide). The preservative has been

widely used in Germany and Scandinavia for over a decade.

It was standardized in the United States in 2005 [2] but has

not yet been approved in Canada. It is anticipated that its

standardization will take place during 2011. The solvent

system is monoethanolamine.

B21. Impralit-KDS

Another alkaline copper preservative recently approved and

standardized in the United States is Impralit-KDS [2, 20].

This preservative combines the basic copper carbonate and

boric acid solubilized in monoethanolamine with a polymer-

ic betaine. The polymeric betaine is a complex borate ester

which, once impregnated into wood, breaks down to produce

boric acid and a quaternary ammonium like compound. KDS

has been used extensively in Europe for more than a decade.

C. PROCESSES

Although several treatment processes have been established

in many countries, in North America the main standard-

writing organizations have focused on pressure treatment

processes. The dip treatment of sawn wood found in many

other countries for protection against insect attack is not

practiced in North America. (Dip treatment has been widely

used for protection of commodities such as window joinery,

but neither the AWPA nor CSA standards currently cover it.)

The treatment process for timber can be divided into four

main stages [10]: material conditioning, pretreatment steps

designed to improve the quality of the protection, the actual

pressure process, and the final conditioning/fixation process.

Formost commodities it is essential to remove thewater from

the cell lumen to allow the treating solution to enter thewood

cell structure. From here it can diffuse into the cell wall. In

general, the conditioning of the wood is by air seasoning,

although accelerated drying by steam conditioning or kiln

drying is increasingly being practiced. Target moisture con-

tents for most treatments are around 25%. An exception to

this is where thewood is to be Boultonized prior to treatment,

in which case the moisture content may be as high as 35%.

Following seasoning, the commodity is cut to the correct size

or shape. This is important since during treatmentwood is not

treated throughout the cross section. Rather the preservative

process provides an outer shell of treated wood. The protec-

tion of the untreated core is then dependent on maintaining

the integrity of this outer shell. To assist in the treatment

of refractory heartwood, techniques such as incising are

employed. Incising is the creation of fine openings in the

wood surface that allows the preservative solution to pene-

trate immediately to the required depth from the surface. By

arranging these incisions in a suitable pattern, the enhanced

longitudinal flow of solution allows an integral shell of

preserved wood to develop. In round wood techniques such

as through boring at the ground line have been commercial-

ized for difficult-to-treat pole species such as Douglas fir.

For oil-borne preservatives such as pentachlorophenol or

creosote, the treatment solution is usually applied at high

temperature [10]. This has two beneficial effects. First, it

sterilizes the wood, eliminating any incipient decay already

present. Second, if a vacuum is applied to the treatment

system when the timber is immersed in the hot oil, the water

present in the wood can be removed. This forms the basis of

the Boultonizing of wood, a pretreatment process often

practiced with utility poles.

Following the pretreatment processes the products are

then subjected to the pressure impregnation stage. While

traditionally two main types of processes have been used,

these have become modified during the past 10–20 years so

thatmodern processes often depend upon the specific product

and chemical combination being considered. The two main

processes are the full cell process (sometimes called the

Bethel process [10]) and the empty-cell process [10]. In the

full cell process the wood is placed in the treatment cylinder

and subjected to an initial vacuum of 75 kPa. The preserva-

tive solution is then introduced into the cylinder and the

pressure then gradually raised to a maximum of 1050 kPa.

This pressure is then maintained for 1–16 h depending on the

commodity and wood species being treated. Southern

pine schedules are generally very short whereas those for
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refractory species such as Douglas fir tend to be long.

Following the pressure phase, the solution is pumped out of

the retort and a final clean-up vacuum is applied. This is

designed to remove excess preservative solution from the

product and prevent dripping of the solution when

the product is removed from the cylinder and placed into

temporary storage. The full cell process has traditionally

been used for waterborne preservatives and creosote treat-

ment of marine piling.

Two versions of the empty-cell process have traditionally

been used [10]: the Lowry process and the Rueping process.

In the Lowry process, the timber is placed in the treating

cylinder and the preservative solution added without any

initial vacuum. At the end of the pressure phase the trapped

air in the wood assists in recovering much of the creosote or

oil-borne preservative, thus preventing overtreatment of the

product. For wood species, which has a large amount of

sapwood, even the Lowry process can result in excess

preservative solution being taken up. In the Rueping process,

an initial air pressure is applied to the cylinder containing the

timber. The preservative solution is then allowed to enter

the cylinder while maintaining the cylinder pressure. As

before, the pressure is then increased during the pressure

phase. At the end of the pressure phase, the entrapped air then

assists in the recovery of the preservative solution, preventing

overtreatment.

During the past two decades, the wood-preserving indus-

try has developed several posttreatment processes designed

to minimize potential for environmental contamination.

These include special sealed concrete surfaces covered from

the rain where treated wood can be held before moving into

general yard storage. However, some of the most important

innovations relate to the treated wood itself. For example, for

CCAwhich undergoes a reaction with the wood components

resulting in insolubilization of the components, posttreat-

ment heating is an integral part of the process atmany treating

plants. This heating stage can be achieved inmanyways [21].

Processes based on the application of hot water under

pressure, high-temperature steam [22], humid air atmoderate

temperatures, and the use of radio frequency [23] kilns are

just some techniques reported in the literature. Even treating

plants using ammoniacal copper preservatives have adopted

different posttreatment processes designed to minimize sur-

face deposits on commodities. These include posttreatment

washes with ammonia solution.

For oil-borne products including creosote-treated piling, it

is recognized that an increase in the moisture content which

takes place when the commodity is placed in service causes

the fibers to swell and the wood to lose preservative. To

counter these effects, posttreatment steaming of oil-borne-

treated wood is now recommended to reduce surface loading

at the treating plant, thereby reducing the potential for loss to

the environment.

While the major focus of the AWPA and CSA standards is

on the pressure impregnation of wood, the use of thermal

treatments with oil-borne preservatives is also described. In

this process the wood is subjected to immersion in a hot

preservative solution followed by immersion in a cold pre-

servative treating solution. During the first stage, the air in the

wood cells expands and some is lost from the wood surface.

In the cold treating solution, the air contracts, creating a

partial vacuumwhich assists the preservative penetration into

the wood. The thermal treatment process is restricted to

roundwood.

D. STANDARDS

In North America the principal standards governing the

production of treatedwood are theAWPA[2] andCSA080 [3]

standards. These standards have traditionally been based on a

“results-type” approach in which a number of pieces in the

charge or load of wood are sampled and the acceptability of

the treatment depends on the analysis of penetration and

retention exceeding set threshold values. The threshold

values are established for preservatives through field expo-

sure tests, in which the performance of the new preservative

is compared to a reference preservative. During 2009 the

AWPA and CSA have begun to explore whether a process

specification could be useful for certain types of products.

The concept would be to control the process sufficiently to

ensure a reliable quality control on the product. Such a

process specification would apply to noncritical building

components such as fencing boards and deck boards. Cur-

rently no process specifications have been standardized.

The AWPA book of standards is updated annually. In

earlier versions it contained five sections. The first section

described the preservative compositions. The second section

was the largest and outlined how different commodities must

be treated using pressure processes. This section identified

the limits of the various treatment parameters. The objective

of this part of the commodity standard is to prevent damage

occurring to the product during treatment through the use of

excessive pressure or heat. The third section described in

detail how treated wood and preservative solution can be

analyzed to ensure quality of treatment. A fourth section

contained a number of miscellaneous standards, some of

which discuss how to establish the quality control of treated

wood and of treating plants. The fifth section outlined the

procedures that must be followed to evaluate wood preser-

vatives. These include laboratory as well as field tests.

Finally, there was a listing of conversion factors.

Until 1998 the AWPA book of standards was based upon

Imperial units, but in 1998 the standard was converted to

metric units. The Canadian wood-preserving standard con-

verted to metric units in 1989.
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A major change in the way the wood preservation com-

modities are standardized was made in 2003 in North

America [2, 3, 24, 25]. Instead of focusing on standards for

different commodities with specific details on how to treat

wood, the new approach focuses on the different biological

hazards that exist. This new system is called theUseCategory

System (UCS). Under this system different commodities are

grouped under a number of categories depending on the

degree of biological hazard. Five use categories have been

adopted. The first, UC1, covers material not in contact with

the ground and protected from exterior weather. UC2 de-

scribes interior construction material that is used above

ground but which may be expected to become damp in use.

The third use category (UC3) is for wood used above ground

outdoors and has two subcategories. UC3A covers wood that

is coated and not in contact with the ground, for example,

windows and cladding. UC3B is for wood that is not coated

but is not in ground contact. Typical products might be decks

or railings. UC4 covers wood in ground contact. It is divided

into several subcategories depending on the degree of crit-

icality. UC4A is for normal ground or freshwater uses, such

as fence posts, but excluding wood in critical uses or un-

usually high hazards. UC4B is for severe ground contact

exposure and important construction material that would be

difficult to replace, such as preserved wood foundation

components. The third subcategory, UCC, is for wood in

ground contact but where the biological hazard is unusually

high or the end use is structural and failure would be

hazardous. Examples of such useswould be freshwater piling

and utility poles. The fifth category, UC5, focuses on the

marine environment where higher preservative retention is

usually required, for example, marine piling. There is in

addition a category, UCF, which covers protection of wood

against fire rather than biological hazards. This category is

further divided into interior and exterior exposure conditions.

The intent of this new approach to defining preservative

requirements is tomake the standardsmore easily understood

by the end user and to ensure consistency between commod-

ities. The adoption of a use category system to describe

preservative requirements for commodities is not new, with

different versions already in place in Europe, Australia and

New Zealand, and Japan.

In the latest versions of theAWPA [2] andCSA [3] book of

standards, the structure has been revised to incorporate the

information shown previously but centered around the UCS

concept. The CSA book of standards mirrors the structurtre

of the AWPA book of standards. In the first section of the

current AWPA book of standards (U1-08), the user specifica-

tions for treated wood are outlined. In addition to describing

the various use categories, it also includes a table providing a

guide to commodity specifications. The intent is to assist

the user in selecting the appropriate treatment type for the

product of interest. The table directs the reader to the

appropriate “commodity specification” section for additional

information. Other tables identify the wood species and

treatment combinations standardized by the AWPA (and

CSA). It also includes a listing of all preservatives

standardized by the AWPA (and CSA). The processing and

treatment standard (T1-08) describes all of the technical

requirements for successful treatment of wood with preser-

vatives. In a recent development all preservatives have been

assigned a separate standard, rather than being grouped

together by preservative type, as was previously done. The

analytical methods section follows this approach as well, so

that each analytical method is now described in its own

standard. The evaluation and miscellaneous standards re-

main as before as separate sections. In general, the analytical

and evaluation standards of the AWPA [2] are adopted by the

CSA as appendices to the Canadian standard [3].

E. RECOMMENDED SOURCES

OF INFORMATION

Several excellent sources of information on wood preserva-

tion are available. The Proceedings of the American Wood

Protection Association and the Canadian Wood Preservation

Association can provide updated information on preserva-

tives and processes. The books of standards produced by the

American Wood Protection Association and the Canadian

Standards Association are important sources for identifying

changes in requirements. A number of texts have been

written which can provide more in-depth information on

topics covered only superficially in this review. A recom-

mended overall source on wood preservation and biodeteri-

oration from a European perspective is written by Eaton and

Hale (1993) [26], while the industrial aspects of preservation

have been comprehensively described by Wilkinson

(1979) [27]. More detailed information on some of the

established preservatives and processes can be found in

Wood Deterioration and Its Prevention by Preservative

Treatments [10]. For up-to-date information on wood pres-

ervation research the International Research Group onWood

Protection should be consulted. Internet access is available

for many of these organizations (e.g., www.awpa.com, www.

irg-wp.com, cwpa.ca).
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A. INTRODUCTION

The first metal–matrix composites (MMCs) were created in

the 1960s, [1] and new types are still being developed today.

MMCs are metals that are incorporated with either discon-

tinuous or continuous reinforcements usually in the form of

whiskers (W), particles (P), short fibers (SF), fibers (F), or

monofilaments (MF). The reinforcements can be either metal

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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(e.g., tungsten), nonmetal (e.g., carbon, silicon), or ce-

ramic (e.g., silicon carbide or alumina). A variety of

MMCs have been developed with matrices such as

aluminum, magnesium, lead, depleted uranium, stainless

steel, titanium, copper, and zinc for experimental and

commercial applications. Aluminum MMCs are the most

extensively available [2]. The reinforcement constitu-

ents, usually ranging from 10 to 60 vol %, have included

boron (B), graphite (Gr), silicon (Si), silicon carbide

(SiC), boron carbide (B4C), titanium diboride (TiB2),

alumina (Al2O3), mica, quartz, tungsten, yttria, and

zircon. The selection of the matrix metal and reinforce-

ment constituent is usually chosen to increase the spe-

cific strength [3] and stiffness [3] of the MMC; however,

MMCs have also been developed for other unique prop-

erties such as improved thermal conductivity [4], neutron

shielding [5], and vibration damping capacity [6] and to

reduce thermal expansion [2], friction [7], and wear [7].

Some MMC properties are governed by the rule of

mixtures [8], but this does not generally apply to cor-

rosion resistance. In fact, corrosion resistance of MMCs

is usually less than that of their monolithic matrix alloys

due to the presence of the reinforcements that alter the

microstructure, electrochemical properties, and corrosion

morphology.

B. MMC TYPES AND APPLICATIONS

MMCs can also be categorized as being discontinuous re-

inforced (DR) with particulate reinforcements [Fig. 35.1(a)]

or continuous reinforced (CR) with fibers or monofilaments

[Fig. 35.1(b)]. The MMC notation that is used in this chapter

is as follows: matrix type/reinforcement composition/vol %

reinforcement type. Hence, Al/Al2O3/50 P MMC denotes an

aluminum matrix MMC reinforced with 50 vol % of Al2O3

particles.

DR MMCs generally have isotropic properties and lower

reinforcement and fabrication costs in comparison to CR

MMCs. For structural-grade DRMMCs, reinforcement con-

tent ranges from approximately 15 to 25 vol %, and uniform

reinforcement and reinforcement-size distributions are pre-

ferred for optimalmechanical properties. TheseMMCs come

in a variety of structural shapes (Fig. 35.2). In one example

regarding the catamaran “Stars and Stripes’88” [2], Al/SiC/

20 P MMC tubes were used to replace monolithic aluminum

tubes to reduce tube weight by 20%. Structural-grade DR

MMCs are also being used with greater frequency in the

automotive sector for components such as engine pistons,

piston-connecting rods, rear-wheel driveshafts, break cali-

pers, cylinder liners, push rods, rocker arms, and valve

guides [5]; in the sports industry for high-performance

bicycle frames and components, golf clubs, and baseball

bats [5]; and in the aircraft industry for fan exit guide vanes in

turbine engines, ventral fins, helicopter blade sleeves, and

fuel access covers [9]. For electronic-grade DR MMCs used

in electronic packaging, reinforcement content generally

exceeds 30%. The reinforcement and reinforcement-size

FIGURE 35.1. Micrographs of (a) Al 6092/SiC/40 P-T6 MMC

(courtesy of George Hawthorn) and (b) pure Al/Al2O3/50 F MMC

with fibers parallel to surface (courtesy of Shruti Tiwari).

FIGURE 35.2. MMC structural T-section, channel, and tube.
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distributions are often not uniform [Fig. 35.1(a)] tomaximize

the reinforcement volume fraction. The electronic-grade

MMCs are usually loaded with ceramics of low coefficient

of thermal expansion (CTE) to lower the MMC CTE to

levels closer to that of electronic materials such as silicon

and gallium arsenide. One MMC example for electronic

packaging is the low-CTE Al/Si/43 P MMC, which is

also machinable and lightweight. For thermal management

applications, copper MMCs are reinforced with milled

graphite fibers that have negative CTEs and thermal con-

ductivities exceeding that of copper [10]. DR copperMMCs

have also been developed for sliding electrical contact

materials [11] and improved machinability for lead-free

copper alloys [12]. DR Al/Gr MMCs have been developed

for potential use in tribological applications due to good

resistance to wear and seizure [13–15]. DR titaniumMMCs

are candidate materials for gears, bearings, and shafts [16].

Porous DR titanium MMCs have potential use as surgical

implant materials, owing to the compatibility of titanium

and bone growth [17]. Porous titanium is a good surgical

implant material because bone growth is enhanced by the

relatively low elastic modulus of titanium, and bone in-

growth is allowed by the porous structure. Porous titanium,

however, has poor tribological properties and, therefore,

MMCs that incorporate graphite to reduce friction and

titanium carbide to improve wear resistance are of

interest [17].

CRMMCs are either reinforcedwith continuous fibers or

monofilaments, generally resulting in anisotropic proper-

ties with enhancements in the longitudinal direction of the

reinforcement [Fig. 35.1(b)]. The reinforcement diameter

generally varies from 10 mm for fibers to 150 mm for mono-

filaments. The reinforcement and fabrication costs of CR

MMCs are usually much higher than those of DR MMCs.

Examples of CFMMCs are Al/B/MFMMC structural tubes

used in the Space Shuttle that resulted in 44% reduction in

weight over aluminum alloys in the original design [18] and

Al/Gr/F MMCs, which have unique properties such as

negative to near-zero coefficient of thermal expansion, that

were used as antenna booms in the Hubble space tele-

scope [2]. Al/Al2O3/F MMCs have been used in the auto-

motive industry to replace cast iron components due to

MMC properties such as low weight, low thermal conduc-

tivity and expansion, good wear resistance, and improved

high-temperature tensile and fatigue strengths [19]. Other

types of Al/Al2O3/F MMCs with low weight, high strength,

and high damping capacity are used for automotive

push rods [6]. Structural Ti/SiC/MF MMCs have been

used in prototype drive shafts, turbine engine discs, com-

pressor discs, and hollow fan blades and were also

candidate materials for the skin of the National Aerospace

Plane [20]. CR copper MMCs have been developed for

applications requiring reduced weight and high thermal

conductivity [21].

C. FACTORS INFLUENCING MMC

CORROSION

The nonhomogeneous microstructure of MMCs due to the

presence of the reinforcement constituents can lead to higher

corrosion rates and different corrosion morphologies in

comparison to their monolithic matrix alloys. Corrosion in

MMCs may originate from electrochemical, chemical, and

physical interaction between MMC constituents due to in-

trinsic properties or those induced by processing. Corrosion

can be accelerated by galvanic interaction between the

reinforcement, matrix, and interphases. The interphases and

reinforcements may also undergo chemical degradation that

are not electrochemical in nature. The presence of the

reinforcements may also influence the MMC microstructure

by inducing segregation, intermetallic formation, and dislo-

cation generation. Processing deficiencies may result in

unexpected forms of corrosion.

The parameters affecting MMC corrosion that will be

discussed are (1) electrochemical effects related to the

primary MMC constituents, (2) electrochemical effects

of the interphases, (3) chemical degradation in MMCs, and

(4) secondary effects caused by the microstructure and

processing.

C1. Electrochemical Effects of Primary

MMC Constituents

One of themajor factors inMMCcorrosion is galvanic action

between the matrix and reinforcement if the reinforcement

material is conductive or semiconductive. When using po-

larization diagrams to depict galvanic corrosion, the inter-

section of the anodic polarization curve of the matrix metal

and the cathodic polarization curve of the reinforcement

indicates the magnitude of the galvanic corrosion current

density (iGALV) (Fig. 35.3) for a galvanic couple with equal

matrix and reinforcement area fractions. When matrix and

reinforcement area fractions are not equal, the polarization

diagrams must be plotted using the electrode current rather

than the current density to account for the unequal area

fractions. Galvanic corrosion in MMCs is governed by the

reinforcement resistivity, electrochemistry, photoelectro-

chemistry, and area fraction and the matrix metal, environ-

ment, and microstructure.

C1.1. CommonReinforcement Types. Common reinforce-

ment types used in MMCs are summarized in the following

paragraphs.

C1.1.1 Boron. Although pure boron is an insulator and

cannot support cathodic currents, the conductivity of boron

monofilaments (BMFs) is many orders of magnitude greater

than that of pure boron due to tungsten and tungsten borides

in the MF core [22] (Table 35.1). Boron MFs consist of
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polycrystalline boron with a core of tungsten and tungsten

borides [22]. Hence, while pure boron cannot support ca-

thodic currents, B MFs can serve as efficient cathodes.

C1.1.2 Graphite. Graphite reinforcement usually comes in

the form of short or continuous fibers. Graphite has relatively

low resistivity (Table 35.1) and therefore serves as very

efficient cathodes for oxygen and proton reduction.

C1.1.3 Silicon Carbide. SiC reinforcement comes in the

form of particles, whiskers, continuous fibers, or monofila-

ment. The electrical resistivity of SiC increases with purity

and can range from approximately 10� 5 to 1013W�cm [23].

SiC particles can be either of the high-purity green type or

low-purity black type. Green SiC, which has higher thermal

conductivity (in addition to higher electrical resistivity) than

black SiC, is preferred for MMCs used in electronic pack-

aging where high thermal conductivity is needed. SiC fibers

have resistivities ranging from 103 to 106W�cm depending on

the fiber grade [24]. SiC MFs have carbon cores and carbon-

rich surfaceswith resistivities on the order of 10� 2W�cm [25]

(Table 35.1). Consequently, due to the vast difference in

electrical resistivities of SiC, variations in corrosion behavior

may result. Hence, galvanic corrosion cannot be ruled out,

and SiC can serve as an inert electrode for proton and oxygen

reduction.

C1.1.4 Alumina. Alumina reinforcement comes in the form

of particles, short fibers, or continuous fibers. The resistivity

of Al2O3 (99.7wt % pure) is greater than about

1014W�cm [26], and therefore galvanic corrosion between

Al2O3 and aluminum is not possible.

C1.2. Reinforcement Resistivity. Reinforcement materials

generally fall into the categories of insulators, semiconduc-

tors, and conductors. For reinforcements that are insulators,

TABLE 35.1. Resistivities of Reinforcement Materials

Material Resistivity (W�cm) Temperature. (�C) Notes References

Al2O3 >1014 30 99.7% Al2O3 [26]

Mica 1013–1017 — Muscovite KAl3Si3O10(OH)2 [27]

SiC 10� 5–1013 — Function of purity [23]

SiC fiber 103–>106 25 Nicalon�, dependent on grade [24]

B 6.7� 105 25 Pure [28]

B4C 100 — — [29]

Si 10� 2–105 — Function of purity [26]

P100 Gr fiber 2.5� 10� 4 — Thornel [30]

P55S Gr fiber 7.5� 10� 4 — Thornel [30]

SiC MF (ends) 4� 10� 2 25 The “end” indicates that electrical

contact was made with the end of

the MF exposing the core; the

“circumferential surface” indicates

that electrical contact was madewith

only the MF circumferential surface

(excluding the core). SiC MFs have

carbon cores and BMFs have

tungsten cores.

[31]

SiC MF (circumferential surface) 2� 10� 2 25

B MF (ends) 2� 10� 1 25

B MF (circumferential surface) 5� 10� 1 25

FIGURE 35.3. Anodic and cathodic polarization curves showing

galvanic corrosion parameters.

484 METAL–MATRIX COMPOSITES



 

galvanic corrosion is not possible. For semiconductors, the

degree of galvanic corrosion will be restricted by the mag-

nitude of ohmic losses (IR) through the reinforcements

(Fig. 35.3). The larger the IR loss, the lower will be the

galvanic current. Assuming one-dimensional current flow

through a reinforcement particle, the IR loss can be approx-

imated as irl, where the parameter i is the cathodic current

density, r is the reinforcement resistivity, and l is the thick-

ness of the reinforcement through which the current is

assumed to be flowing. Since reinforcements are usually on

the order of several micrometers, their resitivities have to be

relatively high to significantly impede galvanic corrosion.

For example, for an iGALVof approximately 10� 4 A/cm2 and

a 5-mm-thick reinforcement having a resistivity of 105W�cm,

the IR loss will be only 5mV, which would have a negligible

effect on galvanic corrosion. Hence, if IR losses are to limit

galvanic corrosion, reinforcements having relatively high

resistivity are needed. In addition, resistivity needs to be

higher as the particle sizes decrease since ohmic losses

decrease with particle size (i.e., IR loss¼ irl). Many semi-

conductors do not have resistivities high enough to stifle

galvanic corrosion. For example, the resistivity of SiC may

vary by approximately 18 orders of magnitude depending on

its purity [23].Most particulate SiC-reinforcedMMCs utilize

black SiC, which has lower cost, purity, and resitivity than

green SiC. The resistivities of various reinforcement materi-

als are shown in Table 35.1. The treatment above for the

ohmic losses through reinforcement particles should only be

considered as an approximation since one-dimensional cur-

rent flow was assumed. In the actual case, the ohmic drop

through the edges of the particle could be much less than

through the thickness.

C1.3. Reinforcement Electrochemistry. Although, as dis-

cussed above, the reinforcement resistivity is important, the

rate of galvanic corrosion is also highly dependent on the

catalytic properties of the reinforcements for proton and

oxygen reduction. A low-resistivity reinforcement with poor

catalytic properties for proton and oxygen reduction could

induce less galvanic corrosion than a higher resistivity

reinforcement with facile kinetics for the reduction reactions.

For example, in the case of aluminum in aerated 3.15wt %

NaCl (Fig. 35.4) where galvanic corrosion is under cathodic

control, the galvanic corrosion rate shows a strong depen-

dency on the reinforcement type. The galvanic corrosion

rates between the aluminums and various reinforcements

ranked from highest to lowest as P100 Gr> SiC MF (ends

exposed)> SiC MF (circumferential surface exposed)>B

MF (ends exposed)> hot-pressed (HP) SiC>B MF (cir-

cumferential surface exposed)> Si. It should also be noted

that ceramic reinforcementsmay vary in purity and structure,

and some reinforcements are in themselves composites. For

example, SiC MFs have carbon-rich outer layers and carbon

cores, and their polarization diagrams have a stronger

resemblance to P100 Gr than HP SiC. In addition, since

theMFs often have cores that are of a different material than

their surfaces, the orientation of the reinforcements may

also affect corrosion behavior. The polarization behavior of

MF electrodes with the circumferential surface exposed

(MFS) is different compared to the behavior of MF electro-

des with the ends exposed baring the cores (MFE). Compare

cathodic curves for SiC MFS versus SiC MFE and B MFS

versusBMFE in aerated (Fig. 35.4) and deaerated (Fig. 35.5)

3.15wt % NaCl.

C1.4. Reinforcement Photoelectrochemistry. If the MMC

reinforcements or constituents are semiconductors, gal-

vanic currents between the matrix metal and the semi-

conductor could be suppressed under illumination if the

semiconductor is n type or accelerated if the semiconduc-

tor is p type.

An n-type semiconductor is photoanodic and can promote

photooxidation reactions under illumination. One such

reaction is the oxidation of water. Hence, when an MMC

containing n-type semiconductors is wet and under illumi-

nation, photogenerated electrons from the n-type semicon-

ductor could polarize the MMC to more negative potentials

inducing cathodic protection [39]. Accordingly, anodic

FIGURE 35.4. Collection of anodic polarization diagram of ul-

trapureAl (99.999%) [32], pureAl (99.9%) [33],Al–2wt%Cu [34],

Al 6061-T6 [32], ultrapure Ti (99.99%) [35, 36], Ti 15-3 [35, 36],

ultrapure Cu (99.999%), pure Mg (99.95%) [37], and Mg ZE

41A [37]. Cathodic polarization diagrams of P100 GrE [32], HP

SiC [32], SiCMF
E [38], SiCMF

S [38], Si [33], TiB2 [32], BMF
E [31],

and BMF
S [31] exposed to aerated 3.15wt % NaCl at 30�C.
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current densities on Al 6092/Al2O3/20 P-T6 MMCs im-

mersed in air-exposed 0.5M Na2SO4 solutions increased

sharply under illumination, which was attributed to photo-

anodic currents generated by water oxidation on n-type

TiO2 particles in the microstructure that were likely

introduced with the Al2O3 reinforcements [40]. The

open-circuit potentials also decreased upon illumination,

indicating that the n-type TiO2 induced cathodic protec-

tion. Outdoor exposures of these Al 6092/Al2O3/20 P-T6

MMCs showed that corrosion films were thinner on the

topside of specimens exposed to sunlight as compared to

the backside of the specimens not exposed to sunlight [41].

Interestingly, MMCs containing p-type semiconductors

had thicker corrosion films on the sunlit surfaces as

apposed to the shaded surfaces [41].

A p-type semiconductor is photocathodic and under illu-

mination promotes photoreduction reactions. Depending on

the electrolyte conditions, proton or oxygen reduction may

be enhanced at the p-type semiconductor. In the presence of

moisture and illumination on MMCs that contain p-type

semiconductors, photoreduction causes the cathodic current

to increase, raising the corrosion potential and inducing

greater dissolution of the matrix [39]. Accordingly, during

cathodic polarization of Al 6092/SiC/P-T6 MMCs [39] that

were immersed in air-exposed 0.5M Na2SO4 solutions,

cathodic current densities and open-circuit potentials in-

creased sharply during illumination. In theseMMCs exposed

to the outdoors, corrosion filmswere also thicker on the sunlit

surfaces as apposed to the shaded surfaces [41].

C1.5. Reinforcement Area Fraction. If the galvaniccorro-

sion rate is under cathodic control, galvanic corrosion

should increase as the reinforcement area fraction increases.

The catchment area principle [42] can be used to determine

iGALV as a function of the area fraction of the cathodic

reinforcement [32]:

iGALV ¼ iC
XC

1�XC

ð35:1Þ

where the parameter iGALV is the dissolution current density

of the matrix (i.e., IGALV/anode area), iC is the current density

of the cathode, XC is the area fraction of the cathode, and

1 � XC is the area fraction of the anode. The value of iC can

be set equal to the current density of the cathodic constituents

at the galvanic couple potential. For Cu (99.999%), Al

(99.999%, 99.9%, Al–2wt % Cu, and 6061-T6 Al), and Mg

(99.95%, ZE41A) coupled to P100 Gr, the iC values are

approximately 10�5, 2.5� 10�4, and 7.9� 10�4, respec-

tively, in aerated 3.15wt % NaCl at 30�C (Fig. 35.4). By

plotting Eq. 35.1, a graph (Fig. 35.6) was generated from

which iGALVof Cu, Al, and Mg can be obtained as a function

of the area fraction of P100 GrE for exposure to aerated

3.15wt % NaCl at 30�C. Note that iC for Cu was in the Tafel

regime and that for Al and Mg was in the diffusion-limited

oxygen reduction regime (Fig. 35.4). Hence, galvanic cor-

rosion rates for Al and Mg could increase significantly with

convection, whereas that for Cu should not. The diagram

FIGURE 35.6. Graphs showing galvanic corrosion current density

igalv of Mg [i.e., pure Mg (99.95 %), Mg AZ41A], Al [i.e., ultrapure

Al (99.999%), pure Al (99.9%), Al–2wt %Cu-T6, or Al 6061-T6],

and ultrapure Cu (99.999%) as a function of the area fraction of XC

of P100 GrE in aerated 3.15wt % NaCl at 30�C. Normal corrosion

rates of pure Mg, ultrapure Al, and ultrapure Cu are also plotted as

horizontal lines.

FIGURE 35.5. Collection of anodic polarization diagram of ul-

trapureAl (99.999%) [32], pureAl (99.9%) [33],Al–2wt%Cu [34],

Al 6061-T6 [32], ultrapure Ti (99.99%) [35, 36], Ti 15-3 [35, 36],

ultrapure Cu (99.999%), pure Mg (99.95%) [37], and Mg ZE

41A [37]. Cathodic polarization diagrams of P100 GrE [32], HP

SiC [32], SiCMF
E [38], SiCMF

S [38], Si [33], TiB2 [32], BMF
E [31],

and BMF
S [31] exposed to deaerated 3.15wt % NaCl at 30�C.
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(Fig. 35.6) also shows the normal corrosion rates of ultrapure

Cu, ultrapure Al, and pure Mg. Hence, the area fraction of

P100 Gr at which the galvanic corrosion rate would exceed

the normal corrosion rate of the matrix metal varies with the

type of metal.

C1.6. Matrix Metal. The matrix alloy plays a significant

role in galvanic corrosion. In matrix alloys with noble open-

circuit potentials, the effect of galvanic corrosion is generally

attenuated. Notice that in deaerated 3.15wt % NaCl

(Fig. 35.5), titanium and copper are virtually immune

to galvanic corrosion, whereas magnesium is highly

susceptible.

C1.7. Environment. The environment can also have a sig-

nificant effect on galvanic corrosion rates. For matrix alloys

that corrode galvanically under cathodic control, galvanic

corrosion rates can increase markedly when dissolved ox-

ygen levels increase. The anodic polarization diagrams of

several alloys are plotted with the cathodic polarization

diagrams of various reinforcements in aerated (Fig. 35.4)

and deaerated (Fig. 35.5) 3.15wt % NaCl at 30�C. Marked

increases in galvanic corrosion rates result from aeration

(compare Figs. 35.4 and 35.5) for the various types of

aluminum when they are galvanically coupled to P100

graphite, SiC MF, B MF, HP SiC, and TiB2. Notice that

galvanic corrosion rates do not increase for the aluminums

coupled to Si since the polarization curves intersect in the

passive aluminum regime, making galvanic corrosion under

anodic control. In halide-free environments such as in 0.5M

Na2SO4, aluminum passivates and galvanic corrosion is also

under anodic control; hence, aeration (Fig. 35.7) would not

increase galvanic corrosion rates higher than that of the

passive aluminum current density based on the polarization

diagrams. The breakdown of passivity due to the presence of

aggressive ions such as chlorides can also significantly

increase galvanic corrosion rates (compare Figs. 35.4

and 35.7).

C1.8. Microstructure. The corrosion of the MMC is also

affected by the physical presence of the reinforcements,

even if they are inert. As the matrix alloy corrodes, the

reinforcements are often left in relief, leaving behind a

network of fissures that trap corrosion products and exacer-

bate corrosion. The initiation and propagation of corrosion

sites are generally influenced by the electrical resistivity and

volume fraction of the MMC constituents, including the

reinforcements, interphases, and intermetallics. The corro-

sion behavior of MMCs in the open-circuit condition can be

quite different from what might be expected based on their

anodic polarization diagrams. For example, in near-neutral

0.5M Na2SO4 solutions, various aluminum MMCs passivate

during anodic polarization [43, 44], but in the open-circuit

condition, the same MMCs are susceptible to localized

corrosion. At the open-circuit potential, localized cathodic

sites can become alkaline, and localized anodic sites can

become acidified [45]. If the matrix metal is amphoteric

like that of aluminum, dissolution may occur in the alkaline

cathodic and acidic anodic regions [45]. Corrosion at alkaline

cathodic regions usually occurs in aluminumMMCswhen the

cathodic constituents are of low area fraction, which concen-

trates the cathodic current and hydroxide ion buildup over a

few cathodic sites. Hence, when predicting MMC corrosion

behavior, polarization studies alone may be misleading.

An example of where corrosion was induced by localized

cathodic currents was in Al 6092/Al2O3/20 P-T6 MMCs. In

these MMCs, the Al2O3 reinforcement particles are insula-

tors and cannot serve as cathodes; however, the microstruc-

ture also contained several types of titanium suboxides with

compositions close to that of Ti6O, Ti3O, Ti2O, andTiO;TiO2

(likely doped); Ti–Zr–Al-containing oxides; and Fe–Si–Al

intermetallics [40]. Of these particles, the titanium subox-

ides, TiO2, and the Fe–Si–Al intermetallics supported

significant cathodic activity [40]. The area fraction of the

non-Al2O3 particles in the MMCs was estimated to be on the

order of 0.01 using image analysis [43]. In the open-circuit

condition, these sites were observed to be corrosion initiation

sites in aerated 0.5M Na2SO4, where the MMC passivates

during anodic polarization.

FIGURE 35.7. Collection of anodic polarization diagram of ul-

trapureAl (99.999%) [32], pureAl (99.9%) [33],Al–2wt%Cu [34],

Al 6061-T6 [32], pure Mg (99.95%) [37], and Mg ZE 41A [37].

Cathodic polarization diagrams of P100 GrE [46], HP SiC [46],

SiCMF
E (oxygenated solution) [47], SiCMF

S (oxygenated solu-

tion) [47], Si [33], and TiB2 [46] exposed to aerated 0.5M Na2SO4

at 30�C.
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C2. Electrochemical Effects of Interphases

During the fabrication processing of MMCs, reactions

between the reinforcement and matrix may lead to the

formation of an interphase at the reinforcement–matrix

interface. The presence of the interphase may lead to cor-

rosion behavior different fromwhat might be expected based

on virgin MMC constituents. For example, Pohlman [48]

could not measure galvanic currents between virgin B MFs

and Al 2024 or Al 6061 in 3.5% NaCl solutions, indicating

that galvanic corrosion between aluminum matrices and B

MFs should be negligible. In actual Al/B/MF MMCs, how-

ever, galvanic corrosion takes place between the aluminum

matrix and the aluminum boride interphase on the surface

layers of the B MFs [48]. Pohlman measured galvanic

currents between the aluminum alloys and B MFs that were

extracted from the matrix. A 4-mm-thick layer of aluminum

boride enveloped the extracted B MFs. Galvanic currents

measured between the aluminum alloys and aluminum bo-

ride were similar to those between the alloys and the ex-

tracted B MFs. When the layer of aluminum boride was

removed from the extracted B MFs, the galvanic current

ceased, which indicated that the aluminum boride interphase

was necessary for galvanic corrosion.

C3. Chemical Degradation of Reinforcements

and Interphases

MMCs may also degrade by chemical reactions that cannot

be directly assessed by electrochemical methods. Reinforce-

ment phases and interphases may undergo chemical degra-

dation which cannot be detected by polarization techniques.

Muscovite mica KAl3Si3O10(OH)2 particles of approxi-

mately 70mm in size [49] used in AlMMCs appeared to have

absorbed moisture, swelled, and then exfoliated [50] during

exposure to non-deaerated 3.5wt % NaCl solutions.

The aluminum carbide Al4C3 interphasewhich is present

in some aluminumMMCsmay hydrolyze in the presence of

moisture, forming methane and aluminum hydroxide. The

rate of Al4C3 hydrolysis was measured to be approximately

1% per hour for hot-pressed Al4C3 (78% of theoretical

density and porous) exposed to pure water at 30�C [46].

Methane evolution has been detected from Al/Gr MMCs

containing Al4C3 [51, 52]. Buonanno [52] reported that

Al4C3 hydrolysis in Al/Gr MMCs leaves fissures at fiber–-

matrix interfaces. The hydrolysis of Al4C3 therefore could

result in rapid penetration into the MMC microstructure

through reinforcement–matrix interfaces, leading to the

formation of microcrevices. Al4C3 can form by the reaction

of aluminum and carbon [53], SiC [54], or B4C [55] at

elevated temperatures that could be encountered during

MMC processing. Hence, if processing conditions are not

properly controlled, MMCs containing Al and carbon com-

pounds could contain this deleterious interphase.

C4. Secondary Effects

Corrosion in MMCs is also influenced by factors that are not

directly caused by the reinforcement, matrix, or interphase

but result due to their presence. For example, the reinforce-

ment phase in the MMC may alter the microstructural

features in the matrix metal in ways that do not occur in the

monolithic matrix alloy. Examples discussed below are the

effects of intermetallic phases which may form around the

reinforcements by solute rejection during solidification [56],

dislocation generation by the mismatch in CTE between the

reinforcement and matrix [57], and the susceptibility of the

MMC microstructure to physical damage. In addition, pro-

blems related to processing deficiencies are disused.

C4.1. Intermetallics. In MMCs, the presence of the rein-

forcement phases may affect the normal precipitation char-

acteristics of intermetallic phases in comparison to those of

the monolithic matrix alloy. The intermetallics also have

their own characteristic electrochemical properties (e.g.,

corrosion potentials, pitting potentials, and corrosion current

densities [58]). Noble intermetallics may induce galvanic

corrosion of thematrix, whereas active intermetallics may go

into dissolution and leave fissures or crevices. Hence, the

difference between the corrosion characteristics of theMMC

and its monolithic matrix alloy is also dependent on the

extent to which the reinforcement phases affect the amount,

distribution, and morphology of the intermetallics in the

MMC.

In Al/Al2O3 MMCs, Al8Mg5 and Mg2Si intermetallics

provided corrosion paths along fiber–matrix interfaces [59].

Pits in Al/Al2O3 MMCs exposed to NaCl solutions contain-

ing H2O2 were attributed to the dissolution of MgAl3, which

is rapidly attacked at low potentials [60]. In Al/mica MMCs,

a dendritic phasewhichwas probablyMg2Al3 or Al8Mg5 and

spheroidized CuMgAl2 were preferentially attacked in non-

deaerated 3.5 wt % NaCl [61].

C4.2. Dislocation Density. The high strength of particulate

MMCs in comparison to their monolithic alloys is generated

by high dislocation densities caused by a mismatch in the

CTE between the reinforcement and matrix and heating and

cooling histories [57]. Since coldworking, which is the result

of generating high dislocation densities, is known to change

the corrosion behavior of metals such as steel [62] and

aluminum [63], the corrosion behavior of MMCs may also

be affected by high dislocation densities [31]. It has been

suggested that corrosion near the SiC–Al interface in Al/SiC

MMCs could be caused by high dislocation density due to a

mismatch of the CTE between SiC and Al [64, 65].

C4.3. Physical Damage. MMCs can also be more suscep-

tible to corrosion initiation at sites of physical damage in

comparison to their monolithic alloys. Impacting the MMC
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surface may debond the matrix from the reinforcement or

fracture the reinforcement (Fig. 35.8) with both cases cre-

ating microcrevices that can lead to corrosion initiation sites.

In Al-2wt % Cu/Al2O3/50F MMCs, regions of localized

deformation corroded preferentially when the MMCs were

exposed to aerated 3.15wt % NaCl. Significant amounts of

Cu precipitated on the surface of the deformed region, where

corrosion was exacerabated. For similar levels of localized

deformation, pure Al/Al2O3/50F MMCs were much less

susceptible to preferred corrosion initiation at locally de-

formed regions.

C4.4. Processing Deficiencies. Processing-induced corro-

sion is not inherently caused by the primary components of

theMMCsystembut result fromprocessing deficiencies such

as too low or too high processing temperatures, contamina-

tion, and so on. Some cases that were observed in various

MMCs were (1) low-integrity diffusion bonds that induced

crevice corrosion between B MF and the aluminum

matrix [66, 67], (2) microstructural chloride contamination

originating from TiCl4 and BCl3 processing gases [68] that

induced pitting [69] in some types of Al 6061/Gr/50 F-T6

MMCs in chloride-free environments, and extraneous carbon

particles in Al 6092/B4C MMCs [70], exacerbating galvanic

effects.

Unlike the case with many types of metal alloys, MMCs

cannot be always reprocessed to regain optimal properties. If

anMMChad been subjected to high temperatures that lead to

interphase formation, reprocessing the MMC to reverse the

interphase formation would be unlikely. Also, fractured or

damaged reinforcement constituents cannot be repaired.

Therefore, it is very important to know the source and history

of MMC products.

D. CORROSION OF MMC SYSTEMS

The corrosion behavior of aluminum, magnesium, titanium,

copper, stainless steel, lead, depleted uranium, and zinc

MMCs is discussed.

D1. Aluminum MMCs

Aluminum is a reactive metal with a high driving force to

revert back to its oxide, but it generally has good resistance to

aqueous corrosion in near-neutral solutions due to the for-

mation of a passive film [71]. In acidic and basic solutions,

the passive film is not thermodynamically stable and thus

corrosion rates are high [71]. Aluminum pits in halide-

containing solutions and the pitting potential (Epit) is linearly

dependent on the logarithm of the halogen anion concentra-

tion [72]. However, in order for aluminum to pit in the open-

circuit condition, it must be polarized to potentials noble to

Epit by a cathodic reaction. Proton and oxygen reduction are

two possible cathodic reactions, but in neutral, chloride-

containing solutions, oxygen reduction is necessary to ini-

tiate pitting. Pits do not nucleate on aluminum in the open-

circuit condition if solutions are deaerated [73]. In aerated

solutions, ultrapure aluminum (99.999wt%), which is a poor

catalyst for oxygen reduction, does not pit in the open-circuit

condition. The slow oxygen reduction kinetics on ultrapure

aluminum is believed to be caused by the high resistivity of

aluminum oxide which restricts electron migration through

the passive film [74, 75]. In aluminum alloys, however, noble

precipitates and conducting reinforcements can polarize the

alloy to Epit in aerated solutions. Corrosion of aluminum

MMCs reinforcedwith boron, graphite, SiC,Al2O3, andmica

will be discussed. Studies on stress corrosion and corrosion

fatigue are also discussed.

D1.1. Aluminum/Boron MMCs. Al/B/MF MMCs are usu-

ally fabricated by diffusion bonding B MFs between alumi-

num foils [76]. Aluminum borides (i.e., AlB12 and AlB2)

FIGURE 35.8. Al–2wt % Cu/Al2O3/F 50 MMC with localized

deformation induced using a 1.58-mm-diameter Si3N4 ball (a)

before and (b) after immersion in aerated 3.15wt % NaCl at 30�C
for five days. Notice (a) broken fibers and (b) enhanced corrosion

initiation over deformed region. (Photos courtesy of Shruti Tiwari.)
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have been found at B MF matrix interfaces [77]. Both the B

MF ends and circumferential surfaces can support cathodic

currents (Figs. 35.4 and 35.5) and therefore can induce

galvanic corrosion. Hence, shielding the MFs from environ-

mental exposure is a likely provision for corrosion control of

these MMCs.

D1.2. Aluminum/Graphite MMCs. Al/Gr MMCs are usu-

ally reinforced with either continuous or chopped fibers. The

MMCs reinforced with continuous fibers have anisotropic

properties with high specific tensile strength and stiffness

along the fiber axis, but limitations of shear, compression,

and transverse strengths generally excludes their use in

structural applications [2]. The high thermal conductivity,

negative coefficient of thermal expansion, and high stiffness

of graphite, however, has made ultralow expansion Al/Gr

MMCs ideal for thermally stable space structures.

The advantages of graphite for enhancements in mechan-

ical and physical properties, however, are tempered with

negative characteristics regarding corrosion resistance that

graphite imparts due to its low electrical resistivity, catalytic

properties for oxygen reduction, and reactivity with alumi-

num at high temperatures. Severe galvanic corrosion is

induced in Al/Gr MMCs in aerated solutions (Fig. 35.4),

with the main cathodic reaction being oxygen rather than

proton reduction [78]. At elevated temperatures, graphite

reacts with aluminum, forming the Al4C3 interphase, which

readily decomposes in water [46] to produce CH4 and

aluminum hydroxide Al(OH)3 [51]. Also see Section C3.

Al/Gr MMCs should therefore be carefully processed to

avoid or minimize Al4C3 formation, andmicrostructures free

of chlorides [69] should be ensured (see Section C4.4), either

by careful control of processing parameters if chlorinated

gases are used or using fabrication methods that do not use

chlorinated gases [68]. Due to the reactivity of Al/GrMMCs,

they are more suited for use in dry environments. Certain

corrosion-resistant procedures used for monolithic Al

such as anodization may not be suitable for Al/Gr MMCs

since the graphite fibers can be easily oxidized at positive

potentials [79].

D1.3. Aluminum/Silicon Carbide MMCs. The Al/SiC

MMCs have been reinforced with particles, whiskers, fibers,

or monofilament. Due to the vast difference in electrical

resistivities of SiC, variations in corrosion behavior may

result. Hence, galvanic corrosion cannot be ruled out, and

SiC can serve as an electrode for proton and oxygen

reduction.

The degree of galvanic corrosion is strongly dependent on

the type of SiC reinforcement. The anodic polarization

diagrams (Fig. 35.4) of ultrapure Al (99.999%), pure Al

(99.9%), Al–2wt % Cu, and Al 6061-T6 with the cathodic

polarization diagrams of HP SiC, SiCMF (with either carbon

cores or carbon-rich surface exposed) in aerated 3.15wt %

NaCl shows that the galvanic current density of the alumi-

nums coupled to SiCMF is approximately 15 times thatwhen

coupled to HP SiC of equal surface area. The influence of the

carbon core and carbon-rich surface of the SiC MF is clearly

seen (Fig. 35.4) where the polarization diagram of the SiC

MFhas a stronger resemblance to that of pitch-based graphite

(P100Gr) than that of HPSiC [25]. Galvanic current between

a type of Nicalon� SiC fiber and an aluminum alloywas also

measured in an aerated NaCl solution [80], but the galvanic

current was only 15% of that between carbon fiber and the

aluminum alloy.

Experimental results have generally indicated that the

corrosion rate of particulate and whisker Al/SiC MMCs are

higher than the monolithic matrix alloy [81–84] and increase

with SiC content [84, 85] in aerated, chloride-containing

environments. Weight loss data of 6092/SiC/P-T6 Al MMCs

showed an increase in the corrosion rate as the SiC content

increased from 5, 10, 20, 40, to 50 vol % for various 90-day

humidity chamber tests [86]. At the 50 vol % SiC content

level, the corrosion rate for an MMC with high-purity, high-

resistivity green SiC was noticeably lower than that of the

MMC with low-resistivity black SiC [86]. The black SiC is

likely to support more cathodic currents leading to higher

corrosion rates in comparison to green SiC. The large var-

iation in resistivity of the SiCmay be the cause for conflicting

results in the literature on the corrosion ofAl/SiCMMCs. For

example, no obvious evidence of galvanic corrosion was

found in Al 6061/SiC MMCs with 17–27 vol % SiC

particles [87].

The presence of SiC particles does not have a significant

effect on the aluminum matrix passive current densities [84,

86, 88, 89] and pitting potentials [80, 86–88, 90–95]. Pit

morphology, however, is indirectly affected by the presence

of SiC particles. Pits on Al/SiC/WMMCswere notably more

numerous and much smaller in size [96] compared to pits on

wrought and powder-compacted monolithic alloys during

anodic polarization in 0.1N NaCl. The pits nucleated at

intermetallic particles (not SiC), which are smaller and more

numerous in the MMCs than in the monolithic matrix

alloys [96]. SiC whiskers [96] and particles [87] can enhance

the precipitation of the intermetallic phases. Pitting has also

been observed at dendrite cores [97], near-eutectic sili-

con [94, 98], and intermetallic particles [98] in various

Al/SiC MMCs. In the open-circuit condition, pits have also

been observed to initiate at SiC–Al interfaces and could be

caused by galvanic action with the SiC particle if the

resistivity of SiC is relatively low or the hydrolysis of Al4C3

at the SiC–Al interface [43].

Since the corrosion behavior of Al/SiC MMCs is depen-

dent on the microstructure, the corrosion characteristics can

be altered by processing. In the MMC, void content [99],

dislocation density [100], agglomeration of SiC parti-

cles [101], and the precipitation of active phases [102] are

affected by processing conditions. Certain solution heat
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treatments and high extrusion ratios improved the corrosion

resistance of an Al 7091/SiC/20 P MMC [99]. Extrusion

improved the corrosion resistance of cast MMCs by reducing

the amount of pores and agglomerates of SiC particles [101].

Corrosion resistance was also improved by a finer, more

homogenous distribution of secondary phases at the T4

temper in comparison to the O and F tempers [103]. It has

been suggested that corrosion near the SiC–Al interface

could be caused by high dislocation density due to a mis-

match of the coefficient of thermal expansion between SiC

and aluminum [25, 64, 65], segregation of alloying elements

to the SiC–Al interface [104], or the formation of Al4C3,

which hydrolyzes in water. Aluminum carbide has been

identified as a source of corrosion for MMCs reinforced with

particles [105] and SiC Nicalon� fibers [80]. Also see

Section C3.

The formation of micro crevices caused by reinforcement

particles left in relief as the matrix corrodes also exacerbates

corrosion by localized acidification in anodic regions and

alkalinization in cathodic regions in Al6092/SiC/P-T6

MMCs [45, 106]. The aluminum matrix loses its ability to

passivatewhen the solution becomes either acidic or alkaline.

Also See section C1.8.

D1.4. Aluminum/AluminaMMCs. Particles and both short

and continuous Al2O3 fibers have been used to reinforce

aluminum alloys. Characteristic properties of Al/Al2O3

MMCs are low-weight, high-temperature tensile and fatigue

strengths, low thermal conductivity and expansion, and

superior wear resistance. Galvanic corrosion between Al2O3

and aluminum is not possible since Al2O3 is an insulator.

The Al2O3 reinforcements usually do not have signifi-

cant effects on pitting potentials [43, 80, 90, 92–94, 107] in

chloride solutions. Passive current densities below the

pitting potential have been reported to increase with Al2O3

content [107], although this may be related to processing

since passive current densities for a particulate Al6092/

Al2O3/20P-T6 MMC were consistent with other MMCs in

sodium sulfate solutions and in chloride solutions under the

pitting potential [86].Microbial corrosionwas also reported

to be more significant on particulate MMCs in comparison

to the monolithic alloy, indicating that the Al2O3–Al matrix

interface or Al2O3 particles may have aided biofilm

formation [108].

In Al/Al2O3 MMCs, corrosion initiation usually occurs at

intermetallic particles or contaminants introduced with the

Al2O3 reinforcements. Hence, Al/Al2O3MMCswith pure Al

matrices usually have excellent corrosion resistance due to

minimal amounts of intermetallic precipitates that can serve

as cathodic sites [34]. Only slight corrosion damage was

observed on pure Al/Al2O3/50 CFMMCs exposed to marine

atmosphere 0.5 mile from the coastline for an 11-month

period [79]. The presence of intermetallics and segregation of

alloying elements may contribute to localized corrosion near

reinforcements. Preferential corrosion near fibers [34, 60,

109, 110] and particles [94, 110, 111] is sometimes noticed in

chloride-containing solutions. In a 2wt % Mg aluminum

alloy MMC, Fe and high levels of Mg (10wt %) were

detected near fibers [60]. It was suspected that the presence

of Mg originated from Mg2Al3. Pitting near fibers was

attributed to corrosion of Mg2Al3, which is rapidly attacked

at low potentials [60]. The Al8Mg5 and Mg2Si intermetallics

have also been reported to induce corrosion in Al/Al2O3

MMCs [59]. InAl–2wt%Cu/Al2O3/50CFMMCs, corrosion

initiation occurred at copper-rich precipitates on the fiber–

matrix interface [34]. In Al 6092/Al2O3/20 P-T6 MMCs,

cathodic sites were identified as Fe–Si–Al intermetallics and

low-resistivity Ti oxide or suboxide particles (likely intro-

duced with the alumina reinforcement) [40].

D1.5. Aluminum/Mica MMCs. Muscovite (KAl3Si3O10

(OH)2) mica particles less than about 70mm in size have

been used in Al/mica MMCs [112] for potential use in

applicationswhere good antifriction, seizure resistance, and

high-damping capacity are required [113]. Since muscovite

is an insulator with resistivities that range from approxi-

mately 1013 to 1017W�cm [27], galvanic corrosion should

not be a problem. Muscovite is insoluble in cold water [114],

but it has also been reported to absorb moisture and then

swell [115]. Mica particles were cast in various aluminum

alloys [115, 116]. In 3.5wt % NaCl solution, the Al/mica

MMCs had pitting potentials approximately 20–30mV lower

than the monolithic matrix alloys. In addition, intermetallics

were preferentially attacked, regions around and away from

mica particles pitted, mica–aluminum interfaces corroded,

and mica particles exfoliated [50]. Also see Section C3.

D1.6. Stress Corrosion Cracking of Al MMCs. There have

been only a few studies on stress corrosion cracking and

corrosion fatigue of DR and CR Al MMCs.

D1.6.1 Discontinuous Reinforced MMCs. Stress corrosion

cracking studies for alternate exposure and immersion in

NaCl solutions have been conducted on aluminum MMCs

reinforced with Al2O3 particles [117] and SiC parti-

cles [117–119] and whiskers [117]. The Al2024/Al2O3/P

MMC was susceptible to stress corrosion cracking while

subjected to three-point beam bending and alternate expo-

sure or continuous immersions in a NaCl solution [117].

Under the same conditions, however, the 6061 Al MMCs

reinforced with SiC particles and SiC whiskers were not

susceptible to stress corrosion cracking [117]. Similarly,

Al2024/SiC/P MMCs were not prone to stress corrosion

cracking under constant strain at 75% of ultimate tensile

strength while exposed to an aerated NaCl solution [118].

Slow strain rate tension testing of Al 2024/SiC/P MMCs

indicated that the MMC lost up to 10% of failure strength

compared to exposure in air [119].
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D1.6.2 Continuous Reinforced MMCs. Stress corrosion

cracking studies for the immersed state have been conducted

on aluminumMMCs reinforced with unidirectional, graphite

fibers [120], boron monofilaments [66], and Nextel 440

(Al2O3, SiO2, B2O3) fibers [121]. Al6061/Gr/F MMCs were

stressed parallel to the fiber axis in natural seawater. Failure

was stress dependent at high stress levels and occurred in less

than 100 h. At lower stresses, failurewas primarily caused by

extensive corrosion and therefore was relatively independent

of stress levels. Al2024/B/MFMMCs stressed parallel to the

fiber axis at 80% fracture strength in an NaCl solution did not

fail in 1000 h but failed after 500 h when H2O2 was added to

the NaCl solution. Extensive intergranular matrix corrosion

and broken filaments at random sites were observed. The

monolithic matrix alloy failed within 10 h under similar

conditions. For Al2024/B/MFMMCs stressed perpendicular

to the fiber axis at 90% yield strength in NaCl and NaCl with

H2O2 solutions, failure occurred by intergranular matrix

corrosion and separation at diffusion-bonded fiber–matrix

interfaces. Failure times decreased with increasing B MF

content; therefore, the presence of the MF was deleterious

when stresses were perpendicular to the fiber axis. For the

Al6061/Nextel/F MMCs, specimens were exposed to a pH 2

NaCl solution in the stressed and unstressed states [121]. The

composite strength was measured before and after exposure

to assess damage. The prevailing mode of failure was attrib-

uted to extensive corrosion along the fiber–matrix interface

and not stress corrosion cracking.

D1.7. Corrosion Fatigue in Al MMCs. Corrosion fatigue

studies have been conducted on Al MMCs reinforced with

graphite fibers [120], SiC whiskers [122–125], and SiC

particles [123, 126]. Processing conditions and type of

reinforcement affect corrosion fatigue behavior. Unnotched

Al6061/Gr/F MMCs were exposed to natural seawater and

stressed parallel to the fiber axis. The MMCs were processed

with either silica (SiO2)–coated or TiB2-coated graphite

fibers. For a given stress amplitude, the MMC with TiB2-

coated fibers had the longest corrosion fatigue life, followed

by the MMC with the SiO2-coated fibers and the monolithic

matrix alloy. At low stress amplitudes corresponding to

longer exposure times, the MMCwith the SiO2-coated fibers

suffered premature failure due to extensive corrosion. In Al/

SiCMMCs, fatigue crack rates of compact tension specimens

are usually higher in NaCl solutions as compared to air [122]

or argon [126]. Loading frequency affects corrosion fatigue

crack rates [126], but no consistent trends were observed.

Fatigue [122] and corrosion fatigue [126] crack rates are

influenced by loading and extrusion or rolling direction. The

nucleation of a crack was also observed at the bottom of a

corrosion pit [125]. The shape of the reinforcement constit-

uent may also have significant effects on stress corrosion and

corrosion fatigue, based onmodeling that considers crack-tip

strain rate [124]. The model predicts that crack rates are

reduced by increasing the reinforcement length-to-diameter

ratio, which implies that MMCs reinforced with whiskers are

more resistant to stress corrosion and corrosion fatigue than

those reinforced with particles. This is in agreement with

results on Al6061/SiC/W MMCs that were found to have

longer corrosion fatigue lives than Al6061/SiC/P MMCs in

salt-ladened moist air [123].

D2. Magnesium MMCs

Magnesium is the lightest (density of only 1.7 g/cm3) and

most active structural metal in the electromotive series [127].

Therefore, it has a very high driving force for corrosion,

making it particularly susceptible to galvanic corrosion if it is

coupled to noble reinforcement constituents. The normal

corrosion of Mg is generally not affected significantly by

dissolved oxygen [127] since the primary cathodic reaction

in Mg corrosion is proton reduction. Hence, noble impurity

elements that have low hydrogen overvoltage (e.g., iron,

nickel, cobalt, and copper) [128] can significantly accelerate

the corrosion rate of Mg, which is highly dependent on

metallic purity [127]; for example, ultrapure Mg corrodes

at the rate of 0.25mm/y in seawater, but commercial Mg

corrodes at about 100–500 times faster due to impuri-

ties [127]. If Mg is reinforced with constituents that are

catalytic to oxygen reduction, MMC corrosion rates may

significantly increase with aeration whereas that of the

monolithic matrix alloy may not. Corrosion studies have

been conducted onmagnesiumMMCs reinforcedwith BMF,

graphite fibers, SiC MF, SiC particles, and Al2O3 fibers. The

stress corrosion cracking behavior of anMg/Al2O3MMChas

also been investigated.

D2.1. Magnesium/Boron MMCs. Galvanic corrosion be-

tweenMg and pure boron is not a concern since pure boron is

an insulator [129, 130]. However, tungsten core B MF is not

an insulator due to the formation of tungsten boride [130].

Galvanic currents between virgin B MF (tungsten cores

either shieldedor exposed) andMg [130] or anMgalloy [129]

were measurable in NaCl solutions. Galvanic currents were

higher when tungsten cores were exposed [129, 130] since

pure tungsten is an effective cathode [129]. Galvanic current

densities increased approximately five times when Mg was

coupled to B MF extracted from the matrix [129]. Corrosion

rates of actual Mg alloy (MA2-1)/B/MF MMCs in 0.005N

and 0.5N NaCl solutions were 12.5 and 81.7 g/m2 day,

respectively, which were about six times the values of the

monolithic matrix alloy in respective environments.

D2.2. Magnesium/Graphite MMCs. The cathodic polari-

zation diagrams of pitch-based graphite (cross section

exposed) in aerated (Fig. 35.4) and deaerated (Fig. 35.5)

3.15wt % NaCl with the anodic polarization diagrams of

pure magnesium and Mg ZE41A in deaerated 3.15wt %
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NaCl show that galvanic corrosion rates with graphite fiber

will increase in aerated solutions. In addition, galvanic

corrosion of magnesium is cathodically controlled, and

therefore galvanic corrosion rates should increase with in-

creasing area fraction of cathodic reinforcement material

(Fig. 35.5). Actual MMCs immersed in air-exposed 0.001N

NaCl suffered severe degradation within five days [131].

Comparisons between a Mg AZ91C/Gr/40 P MMC and

monolithic Mg AZ91C showed that the MMC open-circuit

potential was approximately 0.3V more noble and corrosion

rate 40 times greater than that of the monolithic alloy in a

deaerated 50-ppm chloride solution [132]. Even in relatively

dry, air-conditioned environments an Mg AZ91C/Gr/12.7 F

MMCwithAZ31BMg skins exfoliated over a 20-year period

(Fig. 35.9).

D2.3. Magnesium/Silicon Carbide MMCs. Galvanic cor-

rosion between magnesium and SiC depends on the type of

SiC reinforcement and on the presence of dissolved oxygen

in solution. Anodic polarization diagrams of pure magne-

sium and Mg ZE41Awith cathodic polarization diagrams of

HP SiC and SiC MF exposed in aerated (Fig. 35.4) and

deaerated 3.15wt % (Fig. 35.5) show that galvanic corrosion

rates (as determined by the mixed-potential theory) are

greater in aerated solutions due to oxygen reduction [47,

133]. Galvanic corrosion rates are lower for couples with HP

SiC as opposed to the SiC MF which have carbon cores and

surfaces. Studies conducted on particulate Mg ZE41A alloy

reinforced with 12 vol % SiC particles ranging in size up to

approximately 20mm did not show preferential attack be-

tween SiC particles and the matrix in salt spray tests [134].

Instead,macroscopic anodic and cathodic regions developed.

Corrosion spread over the MMC surface much more rapidly

than on the monolithic alloy, but the local corrosion rates

were approximately only three times greater on the MMC.

The authors [134] speculated that the higher corrosion rates

on the MMCs could have been caused by iron contamination

of the magnesium matrix during processing in a steel cru-

cible. Studies on a model MMC consisting of high-purity

magnesium and well-separated SiC particles exposed to

3.5wt % NaCl also did not show evidence of galvanic

corrosion between the particles and matrix [135].

D2.4. Magnesium/Alumina MMCs. Galvanic corrosion

should not be expected between magnesium and Al2O3 since

Al2O3 is an insulator. The corrosion rates of an Mg AZ91C/

Al2O3/CF MMC [136] was approximately 100 times greater

than that of the matrix alloy in 3.5wt % NaCl at 25�C but

similar to that of the matrix alloy in distilled water at 20�C.
The significantly higher corrosion rates of the composites in

the chloride solution appear to be caused by the presence of

theAl2O3 fibers. Although galvanic corrosion is not expected

between magnesium and Al2O3, conducting interphases or

precipitates could potentially form due to the presence of the

Al2O3 fibers. The open-circuit potential of a Mg AZ91C/

Al2O3/CFMMCwasmore noble than that of the matrix alloy

in a 50-ppm Cl� solution [137], indicating that noble pre-

cipitates or interphases could have been present.

Stress corrosion tests [138] of Mg ZE41A/Al2O3/CF

MMC in an NaCl–potassium chromate (K2CrO4) solution

showed that notched and unnotched specimens stressed

parallel to the fiber axis and exposed for approximately

100–1000 h in the NaCl–K2CrO4 solution retained approx-

imately 90% of the strength in air. The matrix alloy and

the MMC with the stress direction aligned perpendicular to

the fiber axis retained only approximately 40–60% of the

strength in air.

D3. Titanium MMCs

Titanium MMCs are being developed for aerospace, com-

mercial, and biomedical applications. Titanium has a density

of 4.5 g/cm3.

D3.1. Titanium/Graphite MMCs. Porous titanium/Gr

MMCs were processed and heat treated to fabricate a porous

titanium/titanium carbide (TiC)/Gr MMC [17]. Polarization

tests were conducted in 0.9wt % NaCl and lactated Ringer’s

solution for in vitro use. The anodic polarization current

densities of the MMCs were significantly higher than that of

pure monolithic titanium, which passivated. The authors

attributed the higher corrosion rates of the Ti/TiC/Gr MMC

to its porosity, which may have prevented complete passiv-

ation of the titanium matrix. Another possibility for the

higher current densities could be the oxidation of graphite

particles (see Section D3.2).

D3.2. Titanium/Silicon CarbideMMCs. Corrosion studies

on titanium alloy Ti–15V–3Cr–3Sn–3Al (Ti 15–3) [36] and

titanium aluminide a2-Ti3Al (14wt % aluminum, 21wt %

FIGURE 35.9. Exfoliated Mg AZ91C/Gr/12.7 F MMC with

AZ31B Mg skins after a 20-year exposure period in an air-condi-

tioned environment.
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niobium, balance titanium) [139] reinforced with SiC MF

have been conducted. The corrosion behavior of Ti 15-3/SiC/

MF MMC was investigated in 3.15wt % NaCl. There was

excellent agreement in the polarization diagrams of the

actual MMC and that of a model utilizing the polarization

diagrams of the individual constituents and the mixed-

potential theory [36]. The matrix passivated and the carbon

cores and carbon-rich outer surface of the SiC MF oxidized,

likely forming CO2 similar to that observed in graphite fibers

under anodic polarization [69]. In the open-circuit condition,

the galvanic current density between Ti 15-3 and SiC MF

cannot exceed that of the passive current density of Ti 15-3

based on their polarization diagrams (Fig. 35.4), and zero-

resistance ammeter results confirmed that galvanic currents

between Ti 15-3 and SiC MF were negligible. The corrosion

behavior of thea2-Ti3Al/SiC/MFMMC [139]was somewhat

similar to that of the Ti 15-3/SiC/MF MMC [36], with the

exception that the a2-Ti3Al matrix is less resistant to pitting.

During anodic polarization, the a2-Ti3Al/SiC/MF MMC

pitted at approximately 1 VSCE in 0.5N NaCl, which was

approximately 0.5V less than that of the monolithic matrix

alloy. Some matrix pitting and crevice corrosion around the

SiC MFs were also observed after anodic polarization. The

galvanic current density of the a2-Ti3Al/SiC/MF MMC was

negligible and limited to the passive current density of the

a2-Ti3Al matrix [139].

D3.3. Titanium/TitaniumCarbide andTitanium/Titanium
Diboride MMCs. Particulate pure Ti/titanium carbide (pure

Ti/TiC/P) and pure Ti/titanium diboride (pure Ti/TiB2/P)

MMCs were fabricated by cold isostatic pressing following

by sintering [140]. No interphase products were identified in

the pure Ti/TiC/P MMC after processing, whereas TiB

intephase products were identified in the Ti/TiB2/P MMC

after processing. Composites reinforced with 2.5, 5, 10, and

20 vol % TiC or TiB2 were anodically polarized in deaerated

2wt%HCl in the temperature range of 50–90�C. The passive
current density for pure titaniumwas approximately 10�5 A/

cm2 throughout the temperature range.Generally, dissolution

currents of the pure Ti/TiC/P and pure Ti/TiB2/P MMCs

increased with increasing temperature and reinforcement

content, and maximum values were about 20 times and

100 times, respectively, higher than that of pure titanium.

For both types of MMCs, microscopy revealed that the

titanium matrix was virtually uncorroded, whereas, the TiC

particles underwent some degradation, and the TiB2 particles

and TiB interphase were corroded significantly.

D4. Copper MMCs

Copper MMCs have been investigated for use in marine,

electronic, and thermal applications. Copper is relatively

heavy, with a density of 8.96 g/cm3. Reinforcements are

typically chosen to impart strength and stiffness, reduce

weight, enhance thermal and electrical properties, improve

machinability, and enhancewear resistance. Initial studies [1]

were conducted on awide variety of experimental copper and

copper alloy MMCs reinforced with graphite, SiC, TiC,

silicon nitride, boron carbide, and Al2O3 for marine applica-

tions. The MMCs generally showed corrosion behavior that

was similar to that of the monolithic alloys, although corro-

sion rates were higher for some of the MMCs. Other studies

have focused on copper MMCs for electronic, thermal, and

tribological applications.

D4.1. Copper/Graphite MMCs. The corrosion behavior of

pure copper MMCs reinforced with 1.2–40 vol % graphite

particles and 50 vol % graphite fibers in deaerated and

aerated 3.5 wt % NaCl solutions [141] were investigated.

The corrosion potential of the particulate-reinforcedMMCs

becamemore noblewith increasing graphite content in both

deaerated and aerated solutions, as would be expected by

increasing the content of the noble graphite particles. The

corrosion potential of the Cu/Gr/50 F MMC was approx-

imately as noble as the Cu/Gr/40 P MMC in the aerated

solution but was significantly more active than the partic-

ulate composite in the deaerated solution. This finding

could be expected since oxygen reduction kinetics is nor-

mally diffusion limited in aerated solutions, but hydrogen

evolution kinetics depend on the substrate and could be

different on the graphite fibers as compared to on the

graphite particles in deaerated solutions. The corrosion

potentials of C90300 copper alloy (with 1 wt % titanium

additive to increase graphite wettability) MMCs reinforced

with 1–10 vol % graphite particles also increased with

increasing graphite content in an aqueous solution contain-

ing ferric chloride, copper sulfate, and hydrochloric

acid [12].

D4.2. Copper/Silicon Carbide MMCs. The corrosion be-

havior of pure copper MMCs reinforced with 0, 5, 10, and

20 vol % SiC particles were examined in a 5wt % NaCl

solution [142]. Porosity in the materials ranged from 2.2 to

3.5% and generally increased with increasing SiC content.

Corrosion potentials became more active, and corrosion

current densities increased with increasing SiC content.

Decreasing corrosion potentials would not be expected with

increasing SiC content if SiC served as an efficient cathode.

The corrosion morphology indicated that there was signif-

icant corrosion at SiC–copper interfaces. Voids caused by

porosity and SiC–copper interfaces both increased with

increasing SiC content. Hence, the decrease in corrosion

potential with increasing SiC content is likely to have been

caused by an increase in anodic sites at voids and SiC–copper

interfaces.

D4.3. Copper/Alumina MMCs. The corrosion behavior

of copper MMCs reinforced with 2.7 vol % Al2O3 was

494 METAL–MATRIX COMPOSITES



 

examined in deaerated and aerated 3.5wt % NaCl [143].

Galvanic corrosion with Al2O3 is not expected since Al2O3 is

an insulator. The corrosion rates of the MMCs were com-

parable to that of monolithic copper, and the corrosion

potentials of the MMC were only 0.01–0.02V, more active

than that of monolithic pure copper.

D5. Stainless Steel MMCs

Sintered, particulate composites consisting of ferritic 434L

stainless steel (SS) andAl2O3 particles have been developed

for potential application in chemical processing plants,

turbine blades, and heat exchanger tubes [144–146].

Austenitic 316L SS reinforced with Al2O3 and Y2O3 have

also been investigated for enhanced strength and wear

resistance [147].

D5.1. Stainless Steel/Alumina MMCs. The corrosion be-

havior of sintered 434L SS/Al2O3 MMCs and sintered 434L

SS alloy without Al2O3 particles was examined [144–146].

The volume percent of Al2O3 particles in these materials

ranged from 0 to 8%. The effect of small amounts of titanium

and niobium alloying elements on corrosion resistance was

also investigated. Galvanic corrosion between 434L SS and

Al2O3 should not occur since the latter is an insulator. In 1N

H2SO4 [144–146], there was no strong correlation between

Al2O3 content and corrosion behavior. One of the few

generalities that could be made was that passive-current

densities were high and within an order of magnitude of

1 mA/cm2 for almost all materials. In the 5wt % NaCl

solutions, iCORR of theMMCswas less than 10 mA/cm2 [145].

Upon polarization, all materials displayed active corrosion

behavior in the NaCl solutions.

Particulate 316L SS MMCs [147], fabricated using pow-

der metallurgy, were reinforced with 3, 4, and 5wt % Al2O3

and additions of 2wt % chromium diboride (CrB2) or 1wt %

boron nitride (BN) for sintering aids. The density of the

MMCs ranged from 86 to 96% of the theoretical value.

Unreinforced 316L SS specimens were also fabricated using

powdermetallurgywithout sintering aids, resulting in 85%of

theoretical density. Less porosity was present in the rein-

forcedMMCs as compared to the unreinforced pure 316L SS

specimen. The test samples were immersed in 10wt %

sulfuric acid (H2SO4) at room temperature for 24 h, 1wt %

hydrochloric acid (HCl) at room temperature for 24 h, and

boiling 10wt % nitric acid (HNO3) for 8 h. The pure,

unreinforced 316L SS specimens passivated in the 10wt %

H2SO4 solution, whereas the corrosion rate of the MMC

generally increased with increasing Al2O3 content to a max-

imum value of approximately 4mm/yr. The MMCs per-

formed better than the unreinforced 316L SS specimen in

the 1wt % HCl solution but worse than the unreinforced

specimen in the boiling nitric acid solution. There was no

strong correlation between Al2O3 content in the MMCs and

the corrosion rates in 1wt % HCl and boiling 10wt % HNO3

solutions.

D5.2. Stainless Steel/Yttria MMCs. Yttria (Y2O3) is an

insulator and galvanic effects are not expected. The 316L

SS specimens discussed above [147] were also reinforced

with 3, 4, and 5wt%Y2O3 and additions of 2wt% chromium

diboride (CrB2) or 1wt % BN as sintering aids. In all

solutions (i.e., sulfuric, hydrochloric, and nitric acid solu-

tions), the Y2O3-reinforced MMCs exhibited reduced cor-

rosion resistance as compare to the Al2O3-reinforcedMMCs.

The Y2O3 MMCs were sintered to 88–96% of theoretical

density, and the Al2O3 MMCs were sintered to 86–92% of

theoretical density. The Y2O3 particles also showed better

bonding to the matrix, probably forming a complex YCrO3

oxide, as compared to the Al2O3 particles. It is possible that

the formation of the reaction layer around the Y2O3 particles

may have depleted chromium from the matrix, resulting in

reduced corrosion resistance, as compared to the Al2O3-

reinforced MMCs.

D6. Lead MMCs

Lead is a relatively heavymetal with a density of 11.4 g/cm3.

Lead MMCs, therefore, are normally developed for applica-

tions where a combination of its structural, physical, and

chemical properties is important. The corrosion behavior of

pure lead MMCs in simulated lead–acid battery environ-

ments has been studied to assess the feasibility of using these

composites as positive electrode grids in place of conven-

tional lead-based alloy grid materials. Lead can be alloyed

with elements such as arsenic, antimony, or calcium to

increase strength and stiffness. These elements, however,

reduce corrosion resistance. Monolithic pure lead has very

good corrosion resistance in lead–acid battery environments

(which consists of sulfuric acid solutions) but is heavy and

lacks sufficientmechanical strength. Pure lead, therefore, has

been reinforced with strong, lightweight fibers in hopes of

achieving the goals of increasing strength, reducing weight,

and retaining the corrosion resistance of pure lead [148–150].

For other applications, discontinuous reinforced lead–

antimony alloy MMCs were also studied in sodium chloride

solutions [151].

To simulate corrosion in lead–acid battery environments,

lead MMC reinforced with Al2O3, carbon, SiC, and glass–

quartz fibers of various volume percents have been [148–

150] anodically polarized at 1.226V (vs. mercury/mercurous

sulfate reference electrode) in sulfuric acid solutions (of

1.285 specific gravity) at 50, 60, and/or 70�C. At 1.226V,
lead and water are oxidized to lead dioxide (PbO2) and

molecular oxygen (O2), respectively [152, 153]. About

one-third of the total anodic current is consumed in the

oxidation of lead under these conditions [150]. Poor bonding

between Al2O3 fibers and the matrix allowed the electrolyte
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to diffuse into fiber–matrix interfaces, leading to accelerated

corrosion [148] and swelling of the composite due to corro-

sion product buildup [150]. The graphite fibers were also

subjected to oxidation [149].

Lead (80wt %)–antimony (20wt %) alloy MMCs rein-

forced with 1–5wt % zircon (ZrSiO4) particles [151] were

exposed to a 1N NaCl solution. Zircon should not induce

galvanic corrosion. Weight loss measurements, made over a

72-h period, showed that the corrosion rate of the MMCs

increased with increasing zircon content.

D7. Depleted Uranium MMCs

Depleted uranium/tungsten fiber (DU/W/F) MMCs are the

antithesis of the lightweight MMCs and were developed to

create high-density materials. Uranium has a density of

18.9 g/cm3.

DU corrodes galvanically when coupled to tungsten fibers

in air-exposed 3.5wt % NaCl solutions at room tempera-

ture [154]. The open-circuit potential of tungsten fiber

(�0.25VSCE) is noble to that of the DU alloy (�0.80VSCE).

The open-circuit potentials of the DU/W/F MMC and

galvanic couples consisting of tungsten fiber and DU alloy

of equal areas are �0.78 and �0.77VSCE, respectively, and

fall between those of tungsten fibers and the DU alloy. The

galvanic corrosion current density measured between equal

areas of tungsten fibers and the DU alloy was equal to about

4� 10� 5 A/cm2. In a 30-day exposure test in the NaCl

solution, the DU/W/F MMC lost 43.56mg/cm2, which was

about 1.3 times that of the DU alloy.

D8. Zinc MMCs

Zinc MMCs have been developed [155] for potential use as

bearing materials. Zinc has a density of 7.14 g/cm3. Zinc

alloy ZA-27 MMCs were cast with 1, 3, and 5wt % graphite

particles ranging in sizes from 100 to 150 mm. Zinc alloys are

known to have excellent wear and bearing characteris-

tics [156]. The zinc MMCs were resistant to corrosion in

SAE 40 grade lubricant that had been in service for six

months in an internal combustion engine. In 1N HCl, the

corrosion rates of the MMCs decreased with time.

E. CORROSION PROTECTION OF MMCs

Corrosion of metals can be prevented with the use of pro-

tective coatings and inhibitors. The use of impervious,

inhibitive, or cathodically protective coatings will depend

on the application and substrate. Selecting suitable coatings

forMMCswill likely require testing and verification because

a proven coating system for an alloy may not be effective

for an MMC of that alloy. Poor adhesion and wettability

between the coating and reinforcement or differences in the

electrochemical properties of the alloy andMMCmay render

a good coating system for the alloy ineffective for the MMC.

Other coating techniques such as anodization could also be

ineffective or even deleterious to the MMC. When an alu-

minum MMC is anodized, for example, the reinforcements

can impede the growth of a continuous aluminum oxide

film [157] or the reinforcements can be compromised by

oxidation such as in the case of graphite fibers that oxidize to

CO2 [46]. The use of inhibitors is usually reserved for closed

systems and, therefore, may not be an option in many

practical cases. An inhibitor intended for a monolithic alloy

should not be used for an MMC of that alloy until ample

examination confirms its effectiveness.

Various studies on the corrosion protection of MMCs

utilizing organic coatings, inorganic coatings, anodization,

and chemical conversion coatings have been summarized

elsewhere [158], and results are given in Table 35.2. The

studies have generally shown that the best protection for

MMCs that are susceptible to corrosion has been achieved

by completely shielding the MMC from the environment

utilizing coatings. Undoubtedly, in the future, generally

acceptable methods to protect MMCs will likely be

developed.

F. SUMMARY

There are many additional concerns regarding the corrosion

of MMCs in comparison to their monolithic matrix alloys.

Certain MMC systems have inherent corrosion problems.

Galvanic corrosion of the matrix may be induced by con-

ductive reinforcements (e.g., Gr, some semiconductors with

high impurity levels, and other metals). If reinforcements are

semiconductive, n types could suppress galvanic corrosion of

the matrix under illumination, while p types could induce

galvanic corrosion under illumination. When the reinforce-

ments are insulators, galvanic corrosion of thematrix will not

be induced; however, the corrosion behavior of the MMC in

comparison to the monolithic matrix alloy may be different.

Whether the reinforcements are conductive, semiconductive,

or insulating, they can affect the precipitation of interme-

tallics, induce higher dislocation densities, and react with the

matrix-forming interphases. All of these phenomena may

alter the corrosion behavior of theMMC in comparison to the

monolithic matrix alloy. Corrosion initiation in MMCs may

also be more sensitive to physical damage. Impacting the

MMC surface may lead to debonding at the reinforcement–

matrix interface or fracturing the reinforcement leading to

the formation of minute crevices, which may enhance cor-

rosion initiation. The problem could possibly be exacerbated

with MMCs having higher strength matrices and higher

reinforcement content. Caution should be used in assuming

that MMCs belonging to a specificMMC group (e.g., Al/SiC

MMCs) all have similar corrosion behavior since variations
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in the quality of the reinforcement and matrix alloy,

manufacturing technique (e.g., powder metallurgy versus

casting), thermomechanical processing, and other factors

can all alter corrosion behavior. Hence, it will be difficult

to obtain generalized and consistent corrosion behavior for a

specific MMC group until standards are developed for the

manufacture and processing of MMCs.

NOMENCLATURE

B MF Boron monofilament

BMF
E BMF electrode with MF ends exposed

BMF
S BMF electrode with MF circumferential surface

exposed

CD Current density

Epit Pitting potential

EGALV Galvanic couple potential

Gr Graphite

GrE Gr electrode with fiber ends exposed

HP Hot pressed

I Current density

ic Cathodic current density

iCORR Corrosion current density

iGALV Galvanic current density

MMC Metal–matrix composite

SC Semiconductor

SiC MF Silicon carbide monofilament

SiCMF
E SiCMF electrode with MF ends exposed

SiCMF
S SiCMF electrode with MF circumferential

surface exposed

Superscript E Electrode with fiber or MF ends exposed (e.g.,

SiCMF
E)

Superscript S Electrode with fiber or MF circumferential surface

exposed (e.g., SiCMF
S)

T Thickness

vol % Volume percent

VSCE Volts versus a calomel electrode

wt % Weight percent

xC or XC Cathodic area fraction

r Resistivity

TABLE 35.2. Summary of Corrosion Protection Studies on MMCs

MMC Type

Substrate

Protected Coating/Treatment Environment Outcome References

Al/Gr Surface Al foils

on MMC

Organic coatings Marine and NaCl

solution

Protection [159–161]

Al/Gr MMC Inorganic diamondlike coating NaCl solution Short-term protection [162]

Surface Al foils

on MMC

CVD and PVD inorganic

coatings

Marine No protection [159]

Surface Al foils

on MMC

Electroplated Ni coating

(without defects)

Marine Protection [159]

Surface Al foils

on MMC

Electroless Ni coating (with

defects)

Marine Accelerated corrosion [163, 164]

Al/Gr MMC Ti and Ni cladding Marine Delamination from

exposed edges

[159]

Surface Al foils

on MMC

Electrodeposited Al/Mn on

electroless Ni coating

Marine Protection if panel edges

were sealed to prevent

Al/Gr exposure

[159]

Surface Al foils

on MMC

Anodization with dichromate

sealing

Marine Protection if panel edges

sealed

[163]

Surface Al foils

on MMC

Chromate/phosphate conversion

coating

Marine Protection if edges sealed

with epoxy

[163]

Surface Al foils

on MMC

Chemical passivation with

CeCl3

NaCl solutions Delayed pitting on surface

foils

[165, 166]

Al/SiC Al/SiC MMC Organic epoxy coating Marine and NaCl

solution

Protection [160, 163]

Al/SiC MMC Plasma-sprayed alumina coating Marine Protection [163]

Al/SiC MMC Flame-sprayed Al coating Marine Protection [163]

Al/SiC MMC Anodization Marine and NaCl

solution

Various levels or

protection

[167–170]

Al/SiC MMC Chemical passivation with

CeCl3

NaCl solution Limited protection [165, 171]

Al/Al2O3 Al/Al2O3 MMC Chemical passivation with

CeCl3

NaCl solution Limited protection [172, 173]
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Units

A Amperes

cm Centimeter

h Hours

s Seconds

V Volts

W Ohm
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A. INTRODUCTION

All the countries addressing the issue of nuclear waste,

mainly produced by nuclear power plants, are considering

disposing them in stable geologic repositories. In most of

the repositories (e.g., Finland, Sweden, Canada, France) the

environments will be reducing in nature, except for the

repository in the United States, in which the ingress of

oxygen will not be restricted. For the reducing repositories

the different national programs are considering materials as

carbon steel and copper. For the repository in the United

States, some of the most corrosion-resistant commercially

available alloys, such as nickel and titanium alloys, are being

characterized. This chapter presents a summary of the be-

havior of the different materials under consideration for the

repositories and the current understanding of the degradation

modes of the proposed alloys in groundwater environments

from the point of view of general corrosion, localized cor-

rosion, and environmentally assisted cracking.

Recent concerns about global warming and the release of

greenhouse gases by the fossil fuel power industry have

reignited the consideration of alternative sources of energy

such as wind, solar, fuel cells, and nuclear power. Currently

there are more than 40 nuclear power reactors under con-

struction in the world, most of them in Asia [1]. Because of

this, some reports claim that there is a nuclear power renais-

sance. However, even though nuclear power has been used

for more than 60 years, the issue of the toxic radioactive

waste generated during energy production still needs to be

resolved. Radioactive materials are pertinent not just to

nuclear power since they are also used worldwide in other

fields, including medical applications and production of

weapons. Once the radioactive materials lose their commer-

cial value, they are considered radioactive waste, and they

need to be isolated from the environment until the radioactive

decay has reduced its toxicity to innocuous levels for plants,

animals, and humans.Different types of radioactivewaste are

produced during commercial and defense nuclear fuel cycles.

One type ofwaste, denoted high-levelwaste (HLW), contains

the highest concentration of radiotoxic and heat-generating

species. Because of this factor, the most stringent standards

for disposing of radioactive wastes are being placed

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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worldwide onHLW, and themajority of the radioactivewaste

management effort is being directed toward the HLW prob-

lem. One of the most common and most voluminous types of

HLWis the spent fuel (SF) from commercial nuclear reactors

for power generation.

All of the countries currently studying the options for

disposing of HLW have selected deep stable geologic forma-

tions to be the primary barrier for accomplishing this isolation.

It is postulated that, by the very nature of these geologic sites,

they will contain the waste for long times, limiting their

spread, for example, through water flow. All the repository

designs also plan to delay the release of radionuclides to the

environment by the construction of engineered barrier sys-

tems (EBS) between the waste and the geologic formation.

These barriers will be installed to limit water reaching the

repository and to restrict radionuclide migration from the

waste. The principal engineered component in this multi-

barrier approach is the waste package, which includes the

waste itself, possibly a stabilizing matrix for the waste such a

glass, and a metallic container that encloses the wasteform.

Beyond the metallic containers, other secondary barriers

could be added to attenuate the impact of the emplacement

environment on the containers. The secondary barriers may

include a drip shield such as in the U.S. design or backfilling

with bentonite such as in the Canadian and other designs

(Table 36.1) [2, 3]. A discussion in detail of the characteristics

and significance of the engineered barrier systems in all the

planned repositories is given by Bennett et al. [4]

More than 30 nations are currently considering the geo-

logic disposal of HLW [3–6]. A short list of these nations is in

Table 36.1. Twenty years ago most of the repository designs

specified lifetimes from 300 to 1000 years. Currently, the

minimum length of time specified for some repositories has

increased to 10,000, 100,000, and even 1,000,000 years

[7–11]. The viability of extrapolating degradation data from

short-term testing to long-time performance has been ad-

dressed by some investigators and the American Society for

Testing and Materials (ASTM) [7, 12, 13]. Others have

proposed models to predict the lifetime performance of

container alloys [14, 15].

B. NATIONAL PROGRAMS

Table 36.1 lists some countries that are currently considering

geologic repositories for nuclear waste. One of the most

advanced studies for a repository corresponds to the United

States, which is planning to locate its nuclear waste at a

remote desert site inNevada [16]. The container for thewaste

will be a double-walled cylinder having a 2.5-cm-thick layer

of alloy N06022 on the outside and a 5-cm-thick layer of

nuclear-grade type 316 stainless steel in the inside. After

more than two decades of scientific investigations, the U.S.

Department of Energy submitted a license application to

build the repository on June 3, 2008, and the Nuclear

Regulatory Commission accepted this application on Sep-

tember 8, 2008 [11, 17]. After a formal review process of

three to four years, construction may start in late 2011, and

the first waste emplacement may not occur until 2020 [7, 18].

Currently, the Yucca Mountain repository project does not

seem a high priority of the U.S. Department of Energy [18].

The United Kingdom has also recognized that the geologic

disposal of the waste in a mined repository is the best

available approach [19]. In June 2008 the U.K. government

issued the white paper “Managing Radioactive Waste Safe-

ly,” where a framework for implementing geologic disposal

is outlined. The location for the repository will be defined

through geologic screening and community engagement. To

complement the permanent repository studies, the U.K.

Committee for Radioactive Waste Management has also

recommended a robust program of interim storage [19]. The

Finnish repository will be located in crystalline bedrock at

Olkiluoto Island on the western coast of Finland. The waste

containers will be made using nodular cast iron with a

50-mm-thick overpack of copper [20]. The repository in

Finland should start operations in 2020 and will continue for

TABLE 36.1. Selected Countries Considering Repositories for High-Level Waste

Country Possible Environment, Host Rock Scheduled Start Operations Container Materials Being Studied

Belgium Reducing or anoxic, clay 2035 Carbon steel, cement, stainless steel

Canada Reducing or anoxic, granite — Carbon steel insert, copper

Finland Reducing or anoxic, granite 2020 Cast iron insert, copper

France Reducing or anoxic, clay — Carbon steel

Germany Salt dome layer 2030 Carbon steel

Japan Reducing or anoxic, granite plus

bentonite buffer

Late 2030s Carbon steel, titanium

Sweden Reducing or anoxic, granite plus clay 2023 Cast iron insert, copper

Switzerland Reducing or anoxic, clay — Carbon steel

United States Oxidizing, non saturated, volcanic tuff Initially 1998, now 2020 Ni–Cr–Mo Alloy C-22,

titanium Gr 7, 28, and 29
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approximately 100 years [21]. Sweden has elected a site

for its underground repository in the municipality of
€Osthammar, 500m below ground in crystalline rock [22,

23]. Thewastewill be packed in cast iron baskets inside thick

copper canisters surrounded by bentonite clay. Each con-

tainer is a double-walled cylinder of approximately 1m

diameter and 5m long [22]. The Swedish repository is

scheduled to open in 2023 and it is designed to contain the

waste for 100,000 years [22]. The Japanese Final Disposal

Plan calls for a repository that will start operating in the late

2030s [24]. The final site for the repository has not been

selected yet, but two underground research laboratories

have been selected, one 1000m deep in crystalline rock in

the presence of fresh water and the second in sedimentary

rock 500m deep in the presence of saline water [25]. In the

final Japanese repository the metal containers will be sur-

rounded by bentonite buffer material. The final material for

the container has not been selected yet, but it is reported that

a thick steel container surrounded by a bentonite buffer

overpack would be robust design [24]. The waste disposal

for the French nuclear industry has been outlined in the

documentDossier 2005 and calls for the commissioning of a

disposal facility by the year 2025 [26, 27]. An important

concept in the design of the French repository is its revers-

ibility or design evolution at all steps for at least 100

years [26]. The cylindrical containers for the high-level

waste (type C in a glass matrix) will be made of standard

steel 5 cm thick, 60 cm diameter, and approximately 1.5m

long. It is estimated that this container will remain leak proof

for 4000 years [26]. The spent-fuel container may have a wall

thickness of over 10 cm and last 10,000 years. Lithuania has

recently announced that it will follow the French design for its

own repository. Germany is exploring the possibility of a

repository in the salt dome at Gorleben probably using steel

containers for the nuclear waste. The waste repository should

be stable for a million years and the containers should be

retrievable for the entire operation time.

C. ENVIRONMENTS AND MATERIALS

Table 36.1 gives a list of countries that are planning to build

repositories and the general characteristics of each reposi-

tory. As mentioned before, each repository consists of a

stable geologic formation with the addition of engineered

barriers (e.g., container). The repositories can be divided into

two large groups according to the nature of the environment,

oxidizing (Yucca Mountain, U.S.) and reducing (the other

nations). For the reducing (no-oxygen) repositories, the most

common host materials are clay, basalt, salt, and granite [2].

The containers are intended to be placed in alcoves located at

varying depths below the water table. The depth of emplace-

ment may vary from country to country, but it is generally

assumed to be of the order of 500m.TheUnited States has the

only nonsaturated (above-the-water-table) repository design,

with unrestricted access of oxygen [9].

According to the value of the redox potential, the envi-

ronment of the world repositories can be categorized as

reducing or oxidizing. Under reducing conditions, the ca-

thodic reaction is controlled by the hydrogen evolution

reaction. On the other hand, oxidizing conditions are char-

acterized by cathodic reactions such as the reduction of

dissolved oxygen. Most of the repositories in the world will

be reducing based on redox potentials, since they will rely on

depth (where the solubility of oxygen in water is minimal)

and a projected backfill with bentonite [3]. One of the

intended functions of the backfill is to retard the diffusion

of any available oxygen toward the containers and the

diffusion of the radionuclides away from the containers. The

repository in the United States will not have restrictions

regarding the availability of oxygen to contact the containers,

that is, the redox potential will be oxidizing in nature,

provided an aqueous solution materializes. The ground-

waters associated with the rock formations should all be

relatively benign to most materials because of their low ionic

strengths, near-neutral pH, and low concentrations of halide

ions [3, 6]. The corrosivity of the groundwaters could in-

crease if significant vaporization occurs when the containers

experience higher temperatures during the early emplace-

ment times. The container temperature will be influenced by

the design and loading of the waste package, the density of

waste package emplacement, and the thermal properties of

the surrounding rock. Because heat is a significant by-

product of HLW decay, the temperature of thewaste contain-

ers will initially increase and then decrease as the activity of

the waste decays. The predicted maximum temperature for

waste packages emplaced in a consolidated volcanic ash

(tuff) formation in the United States is not expected to be

higher than 160–200�C [9]. Typical maximum container

temperatures for a number of other repository locations are

expected to be lower than 100�C [3, 4].

The International Atomic Energy Agency (IAEA) offers

guidelines for the minimum requirements such as tests and

evaluations that the waste packages (containers) should

undergo during the selection process [28]. The degradation

mechanisms that need to be studied include corrosion, mi-

crobial activity, and radiation damage. Table 36.1 shows that,

except for the United States, most of the recommended

materials for the containers will be carbon steel, stainless

steel, or copper [2, 4]. Since for most of the nations the

environment is rather benign or controlled, the alloys

selected for the containers are not in the high end of the

scale of the corrosion-resistant alloys. For the U.S. contain-

ers, some of the most corrosion-resistant materials currently

available have been recommended, including the Ni–Cr–Mo

alloy 22 and titanium grade 7. The compositions of some of

the candidate materials for the engineered barriers being

studied worldwide at this moment are given in Table 36.2.

ENVIRONMENTS AND MATERIALS 505



 

D. DEGRADATION MECHANISMS

The materials that are being characterized for their corrosion

resistance behavior as engineered barriers applications are

listed in Tables 36.1 and 36.2. It could be anticipated that

most of these materials would suffer several types of corro-

sion processes, which in general can be grouped as

(1) general corrosion, (2) localized corrosion, and (3) en-

vironmentally assisted cracking or stress corrosion cracking

(SCC). One mode of corrosion that has been extensively

investigated in several national programs is microbiologi-

cally influenced corrosion (MIC). MIC could affect the three

corrosion processes mentioned above mainly by changing

the environment in the vicinity of the containers. King

provided a decision tree approach to determine ifMICwould

be an important factor in determining the lifetime of the

containers [29]. Figure 36.1 shows schematically how met-

allurgical and environmental factors may control the occur-

rence of the three main corrosion processes. If water is

present in the repository, the container material would adopt

a characteristic potential called the rest potential or corrosion

potential (Ecorr). Localized corrosion such as crevice corro-

sion or pitting corrosion may happen only above a threshold

potential or critical potential (Ecrit). That is, if the material of

the container adopts a potential that is below Ecrit, only

general or uniform corrosion may occur. Environmentally

assisted cracking (EAC)may occur at anypotential; however,

for EAC to occur, the simultaneous presence of three con-

ditions is necessary: (1) susceptible material, (2) specific

environment, and (3) tensile stresses. If one or more of these

conditions is removed, EAC will not take place. Of the three

main corrosion processes listed in Figure 36.1, the least

troubling is general corrosion since the propagation rate by

uniform thinning of the container would be low and may not

be life limiting for the containers. Localized corrosion and

EAC may be more detrimental since these processes would

tend to perforate the container at a faster rate at discrete

locations allowing the ingress of water and the spreading of

the radioactive material without substantial corrosion of the

overall container wall. The occurrence of localized corrosion

and EAC may be minimized by alloy selection, design, and

fabrication.

E. REDUCINGORANOXICENVIRONMENTS

The containers in reducing environments will generally be

surrounded by a backfill of bentonite, whichwill greatly limit

the availability of oxygen to the metal surface. The lack of

oxygen (or other oxidizing species) will create a redox

potential that will be closer to the hydrogen evolution

reaction. Elements such as iron (Fe), nickel (Ni), and copper

(Cu) are mostly in the range of corrosion immunity at these

reducing potentials in the near-neutral pH range [3, 30]. The

most common materials under study in typically reducing

environments are carbon steel, copper, and titanium [2, 3].

For the least corrosive underground waters, carbon steels

could be viable materials; however, for the most saline

conditions, titanium alloys are also being studied.

E1. Carbon Steel and Low-Alloy Steel

Carbon steels (and to a lesser extent low-alloy steels) have

been tested in several countries in groundwater environments

TABLE 36.2. Approximate Chemical Composition (wt %) for Candidate Alloys

Alloy UNS ASTM Cr Cu Fe Mo Ni Ti Other

Gray cast iron F10001–F10012 A319–A159 — — �95 (bal) — — — 3–3.5 C, 2–2.4 Si,

0.8Mn

1018 Carbon steel G10180 A29 — — �98 (bal) — — — 0.18 C, 0.5Mn

4130 Alloy steel G41300 A29 1.0 — �97 (bal) 0.2 — — 0.3 C, 0.5Mn

2.25Cr–1Mo K30736 A213 2.25 — bal 1 — — 0.05 C, 0.4Mn, 0.2V

Type 304 S30400 A182 19 — �70 (bal) — 9 — 2 max Mn, 1 max Si

Type 316 S31600 A182 17 — 67 (bal) 2.5 12 — 2 max Mn, 1 max Si

Copper Various — — �99.9

Monel 400 N04400 B127 — �32 (bal) 2.5 max — 66.5 — 2 max Mn

Incoloy 825 N08825 B163 21.5 2.2 �30 (bal) 3.0 42 0.9 1 max Mn, 0.5 max Si

Inconel 625 N06625 B366 21.5 — 5 max 9.0 �60 (bal) 0.2 4 Nb, 0.5 max Mn

Hastelloy C-4 N06455 B575 16 — 3 max 16 �65 (bal) — 2 max Co

Hastelloy C-22 N06022 B575 22 — 4 13 �57 (bal) — 3 W, 2.5 max Co

Ti Gr 2 R50400 B265 — — 0.3 max — — �99 (bal) 0.25 max O

Ti Gr 7 R52400 B265 — — 0.3 max — — �98 (bal) 0.2 Pd, 0.25 max O

Ti Gr 16 R52402 B265 — — 0.3 max — — �98 (bal) 0.06 Pd, 0.25 max O

Ti Gr 12 R53400 B265 — — 0.3 max 0.3 0.8 �98 (bal) 0.25 max O

Ti Gr 29 R56404 B265 — — 0.25 max — — �90 (bal) 6Al, 4V, 0.08-0.14 Ru
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for the last 40 years. Carbon steels are rather inexpensive and

they tend to suffer general corrosion rather than localized

corrosion such as the more expensive stainless steels [31].

Most of the studies find that the corrosion rate of carbon steels

and low-alloy steels is low, especially in anoxic conditions.

Corrosion rates measured for carbon steels in granitic waters

ranged from 1 to 55 mm/year, with one study showing that the

rate reached amaximum at around 80�C [32]. The conditions

that would lead to localized corrosion of carbon steels are

quite specific and unlikely to be present in typical granitic

groundwaters [33]. It was proposed that hydrogen embrit-

tlement and hydrogen blistering of carbon steels may be

possible if a high rate of hydrogen production exists [33].

However, recent calculations suggested that the failure of

buried carbon steel containers by hydrogen damage mechan-

isms is unlikely [34]. The corrosion behavior of carbon steel

was also studied in basaltic water, and it was found that even

in oxygenated solutions at 150�C the corrosion rate of all

tested carbon steels in basalticwaterswas only on the order of

100mm/year [35].

Under the Swedish program, researchers have studied

the anoxic corrosion behavior of carbon steel and cast iron

in groundwater at 50 and 85�C and the impact of the

presence of copper on the type and mechanical properties

of the films formed on the iron alloys [36]. They used a

barometric cell filled with a simulated groundwater and

monitored the redox potential in the cell at 30�C on a gold

electrode. Smart et al. determined that when steel was

introduced to the cell, the redox potential decreased rapidly

due to the consumption of the residual oxygen by the

corrosion of the steel [36].

As part of the Japanese program of nuclear waste disposal,

the passive corrosion behavior of steels was found to be

dependent on variables such as groundwater pH, tempera-

ture, and available dissolved oxygen [37]. Fujiwara et al.

have raised the concern that, whenever the corrosion of steel

decreases due to a decrease in the oxygen content, the

alkalinity in the immediacy of the steel increases. Since

higher alkalinity would reduce the free corrosion potential

of the steel, the process may increase the rate of hydrogen gas

production, which could be detrimental for the stability of the

repository [38]. Dong et al. have reported that the corrosion

rate of carbon steel is dependent on the amount of bicarbon-

ate (HCO3
� ) present in the water [39]. At bicarbonate levels

of 0.1M, similar to the geologic disposal site, the corrosion of

carbon steel is inhibited [39].

Metallurgical or Internal 
Factors

(1) Cast, welded or wrought metal
(2) Processing factors
(3) Phase transformation due to 
thermal aging, etc.

Environmental or External 
Factors

(1) Composition of the electrolyte
(2) Temperature
(3) Redox potential
(4) Effect of radiation, microbial 
activity and temperature on 
electrolyte composition, etc.

Affect the types of 
corrosion processes

If Ecorr < Ecrit

General Corrosion

If susceptible microstructure + 
specific environment + tensile 

stresses
Environmentally 

Assisted CrackingLocalized Corrosion

Impact on the lifetime of the
Waste Package Container

If Ecorr > Ecrit

FIGURE 36.1. Schematic representation of the effect of material characteristics plus type of

environment on the lifetime performance of the waste package.
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Carbon steel has been identified as a candidatematerial for

rock salt repositories in the German program. Studies were

conducted to determine the corrosion response of welded and

nonwelded Fe–1.5Mn–0.5 Si steel in aMgCl2-rich brine (Q-

brine) at 150�C under an irradiation field [40]. Welding was

carried out by gas tungsten arc (GTAW) and electron beam

(EB). The overall corrosion rate of both welded and non-

welded materials was approximately 70mm/year; however,

the welded materials experienced some localized attack in

the weld seam area. When the material was heat treated for

2 h at 600�C, the corrosion rate of the welded material

increased by approximately 40% [40]. Carbon steel and

low-alloy steel have also been identified as candidate mate-

rials to contain nuclear waste for an intermediate storage of

100 years in the French program [41]. The dry oxidation

testing of carbon steel in dry air (less than 15 ppm water), in

air plus 2%water, and in air plus 12%water at 300�C for up to

700 h showed little damage to the tested coupons. When the

depth of the oxide layer was extrapolated to 100 years, it

resulted in less than 150 mm of damage. The authors also

noted little or no water vapor effect on the oxidation rate at

300�C [41]. For the French repository, the container will be a

cylinder 60 cm in diameter and 1.6m long of carbon steel

with an external wall thickness of 55mm [42, 43].

E2. Copper

The container for the disposition of nuclear waste in Sweden

will consist of a 50-mm-thick layer of copper over cast

nodular iron, which will provide the mechanical strength.

Groundwater in granitic rock (as in the Swedish repository) is

oxygen free and reducing below a depth of 200m. The redox

potential is between � 200 and � 300mVon the hydrogen

scale and the pH ranges from 7 to 9 [8, 44]. The chloride

concentration in the groundwater can vary from 0.15mM to

1.5M with an equivalent amount of sodium and less

calcium. The corrosion of a copper container in this reduc-

ing environment is expected to be less than 5mm in 100,000

years of emplacement [44]. The corrosion of copper is

mainly controlled by the availability of oxygen (trapped

initially in the pores of the bentonite-based sealing materi-

als), sulfate, and sulfide in the groundwater. The time to

failure of the copper layer in the Swedish container has been

modeled, and it is predicted that this failure, both by general

and pitting corrosion, would be higher than 106 years under

realistic emplacement conditions [45]. The anodic behavior

of copper was also studied as part of the Japanese nuclear

waste disposal programusing potentiodynamic polarization

tests in simulated groundwater at 30�C [46]. The amount of

dissolved oxygen as well as different additions of chloride,

sulfate, and bicarbonate was controlled. Imai et al. con-

cluded that both sulfate and chloride promote the active

dissolution of copper while carbonate is a passivating

agent [46].

In the Canadian design, the thickness of the external

copper layer is 25mm. Scientists have modeled the failure

mechanism of copper as a function of the oxygen availability,

the temperature, the salinity of the solution, and the redox

potential [7]. It is predicted that copper will undergo general

corrosion and pitting during the initial warm and oxidizing

period but only general corrosion during the subsequent

longer anoxic cooler period. It has been predicted by this

model that the Canadian copper container could last more

than 106 years [47]. When a copper container is buried in a

mostly reducing environment, the metal will initially be in

contact with oxygen, until the oxygen is fully consumed, for

example, by corrosion [48–50]. When all the oxygen is

consumed, its corrosion potential will be in the region of

immunity, that is, the thermodynamic oxidation of copper

will not be possible.

One of the few corrosion concerns about the use of

copper in the repositories in Finland, Sweden, and Canada

is that copper may be susceptible to EAC in waters contain-

ing, for example, ammonia and nitrite (NO2
� ). This has

been confirmed in studies for the Canadian program using

the slow-strain-rate technique [51]. It has been reported that

the crack growth rate could be as high as 8 nm/s [52].

However, the conditions under which the damage occurred

were extreme and unrepresentative of container emplace-

ment conditions. In the actual container, the general absence

of aggressive SCC species, the limited applied strain, and

the limited supply of oxygen will limit the susceptibility to

environmental cracking. In another study, it has been shown

that the minimum stress intensity for crack propagation in

copper for the Swedish container was 30MPa
ffiffiffiffi
m

p
when

tested in a 0.3M NaNO2 solution [53]. A stress intensity of

30MPa
ffiffiffiffi
m

p
can be considered high for a statically loaded

container that may have shallowdefects on the surface. That

is, the conditions at which copper was cracked in the

laboratory are too extreme to be representative of the actual

repository conditions.

E3. Stainless Steel and Nickel Alloys

The cyclic potentiodynamic polarization method (ASTM G

61) was used to evaluate the anodic behavior of corrosion-

resistant alloys in oxidized Boom clay water (for the repos-

itory in Belgium) with varying degrees of added chloride at

90�C [54]. The original Boom clay water is dominated by

chloride and sulfate. The alloys studied included 316L SS

(also with high Mo and with Ti) (S31603), alloy 926

(N08926), alloy 904L (N08904), alloy C-4 (N06455), and

TiGr 7 (R52400) (Table 36.2). It was found that both R52400

and N06455 resisted pitting corrosion even at added chloride

concentrations of 10,000 ppm andN08926 resisted pitting up

to 1000 ppm chloride. The other alloys showed minor pitting

at 100 ppm chloride and definite pitting corrosion at the

higher tested chloride concentrations [54].

508 ENVIRONMENTAL DEGRADATION OF ENGINEERED BARRIER MATERIALS IN NUCLEAR WASTE REPOSITORIES



 

E4. Titanium

Titanium (Ti) alloys have been studied as candidatematerials

for the containers in Canada, Japan, and Germany. The

titanium alloys were selected as a potential alternative be-

cause of their excellent performance inmore aggressive brine

solutions compared, for example, to stainless steels. The

corrosion rates for Ti Gr 2 and Ti Gr 12 in both oxygenated

and irradiated basalt environments are very low—less than

2mm/year (0.08mil/year) [55]. Shoesmith et al. also ex-

plained the failure mechanism and a predictive model for

the degradation of Ti Gr 2 under the Canadian repository

conditions [55]. The model takes into account the crevice

propagation rate as a function of temperature and oxygen

availability as well as other factors such as the amount of

hydrogen absorbed by the alloy during corrosion before a

critical concentration for failure is reached. The localized

corrosion resistance of titanium alloys has also been inves-

tigated extensively as part of the Japanese program [56, 57].

Testing showed that as the temperature and the chloride

concentration increased, the repassivation potential (ER,

CREV) for Ti Gr 1 and Ti Gr 12 decreased to values well

below the corrosion potential (Ecorr) [56]. Ti Gr 12 was more

resistant to crevice corrosion than TiGr 1. For the other tested

alloys, at constant temperature and chloride concentration,

ER,CREV increased as the palladium (Pd) content in the alloy

increased, rapidly up to 0.008% Pd and then slower between

0.008 and 0.062% Pd [57]. Titanium alloys were also inves-

tigated for their resistance to EAC. One way by which

titanium alloys may suffer EAC under reducing conditions

is by the formation of hydrides due to the slow absorption of

hydrogen from the environment. Slow strain rate testing was

conducted using Ti Gr 1 in deaerated 20%NaCl at 90�C at an

applied potential of � 1.2V [standard hydrogen electrode

(SHE)] [58]. It was confirmed that cracks initiated as deep as

the presence of hydrides, that is, the presence of hydride was

necessary for cracks to initiate. Based on the critical cracking

thickness and the predicted amount of hydrogen generated,

the authors dismissed the hypothesis that the titanium-made

containers may fail by cathodic EAC [58].

F. OXIDIZING ENVIRONMENTS

The case of the containers for the repository of Yucca

Mountain is discussed separately from the other repositories

since Yucca Mountain at this time is the only proposed

repository that may have an unsaturated environment with

unrestricted availability of air (oxygen). The design of the

waste package for the Yucca Mountain repository has

evolved in the last 15 years [2, 9]. In previous versions of

the container, a thick layer of carbon steel was specified for

the outer shell of the container and a corrosion-resistant

material as the inner shell. However, since 1998, the design

of the engineered barriers has not changed significantly, and

it currently specifies a double-walled cylindrical container

covered by a titanium alloy drip shield. The outer shell of the

container will be a Ni–Cr–Mo alloy (N06022) (Table 36.2),

with an inner shell of nuclear-grade austenitic type 316

stainless steel (S31600). The function of the outer barrier

is to resist corrosion and the function of the inner barrier is to

provide mechanical strength and a shield to radiation. The

drip shield will be made of Ti Gr 7 and a higher strength Ti

alloy (TiGr 29)will be used for the internal ribs of the shields.

The function of the drip shield is to deflect rock fall and early

water seepage on the container [9].

F1. Corrosion Behavior of Alloy 22 (N06022)

The container may suffer corrosion only if water is present

in sufficient amount at the repository site. Dry corrosion of

alloy 22 is negligible for the emplacement conditions.

There are three main modes of corrosion that the container

may suffer during its emplacement time (Fig. 36.1):

(1) uniform, general, or passive corrosion, (2) localized

corrosion (e.g., crevice corrosion), and (3) environmentally

assisted cracking (e.g., SCC) [59]. All three types of cor-

rosion may be influenced by the environment, including

temperature, solution composition (chloride and nitrate

concentration), redox potential, and the presence of

microorganisms.

F2. Uniform and Passive Corrosion of Alloy 22

General corrosion (or passive corrosion) is the uniform

thinning of the container alloy at its open-circuit potential

or corrosion potential (Ecorr). In the presence of aerated

multi-ionic brines, such as those that may be present at the

repository site, alloy 22 is expected to remain passive at its

Ecorr. The passive corrosion rates of alloy 22 after 5 years

immersion in multi-ionic solutions simulating concentrated

groundwaters from pH 2.8 to 10 are extremely low and on the

order of 10 nm/year [60–62]. This low corrosion rate was

measured at 60 and 90�C for welded and nonwelded alloy 22

at an Ecorr range from � 100 to þ 400mV SSC (saturated

silver chloride) electrode. The low corrosion rates or passive

behavior of alloy 22 is because of the formation of a

protective inner chromium-rich oxide film between the alloy

(metal) and the surrounding electrolyte. This passive film is

even stable in the presence of strong mineral acids at tem-

peratures below 60�C [63]. It has been shown that the

thickness of this passive film formed in concentrated hot

electrolyte solutions could be only in the range of

5–6 nm [64]. The long-term extrapolation of the corrosion

rate of alloy 22 has been modeled considering that the

dissolution rate is controlled by the injection of oxygen

vacancies at the oxide film–solution interface [65]. It has

been concluded that it is unlikely that catastrophic failure of
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the container may occur due to long-term passive film

dissolution [65]. That is, the passive dissolution of alloy

22 is not considered to be the limiting factor for the life

performance of the waste container.

F3. Localized Corrosion of Alloy 22

Localized corrosion may be the most detrimental of the

degradation modes in Figure 36.1. Localized corrosion

(e.g., crevice corrosion) is a type of corrosion in which the

attack progresses at discrete sites or in a nonuniform

manner. The degradation model assumes that localized

corrosion will only occur when Ecorr is equal or greater

than a critical potential (Ecrit) for localized corrosion [66].

That is, ifEcorr<Ecrit, only general or passive corrosionwill

occur. Here, Ecrit can be defined as a certain potential above

which the current density or corrosion rate of alloy 22

increases significantly and irreversibly above the general

corrosion rate of the passive metal. The margin of safety

against localized corrosion will be given by the value of

DE¼Ecrit � Ecorr. The higher the value ofDE, the larger the
margin of safety for localized corrosion. It is important to

note here that the values of both Ecorr and Ecrit may depend

both on the metallurgical condition of the alloy and the

environment, such as temperature, chloride concentration,

and the presence of inhibitors. The value of Ecorr is deter-

mined by measuring the long-term steady-state value of the

open-circuit potential in each environment of relevance and

Ecrit is the crevice repassivation potential measured using

electrochemical techniques such as the cyclic potentiody-

namic polarization (ASTM G 61) [66].

Localized corrosion was the most extensively studied

mechanism of degradation in alloy 22, mainly since

2002 [67, 68]. Alloy 22 is extremely resistant to pitting

corrosion but may suffer crevice corrosion, especially in

pure chloride solutions and at temperatures higher than

60�C [69, 70]. Figure 36.2 shows the effect of chloride

concentration and temperature on the repassivation potential

of alloy 22, obtained using the Tsujikawa–Hisamatsu elec-

trochemical (THE) method (ASTM G 192). The higher the

temperature and chloride concentration, the lower the resis-

tance of the alloy to localized corrosion [70]. The crevice

corrosion susceptibility of alloy 22 is only promoted by the

presence of chloride ions, and it can be fully inhibited by the

presence of other anions in solution such as nitrate, bicar-

bonate, sulfate, fluoride, phosphate, and so on [71–73]. The

best inhibitor of crevice corrosion in alloy 22 is nitrate [69,

74, 75]. The presence of inhibitor is generally stated using the

ratio R¼ [inhibitor]/[Cl� ]. The higher is the value of R, the
higher is the inhibition effect. Figure 36.3 shows the cyclic

potentiodynamic polarization of alloy 22 in three different

electrolyte solutions at 110�C. The electrolytes are (1) pure

8m chloride (4m NaCl þ 4m KCl), (R¼ 0) and (2) 8m

chloride with added sodium and potassium nitrate to obtain

R¼ 0.1 andR¼ 0.5. Figure 36.3 shows that asR increased, the

repassivation potential increased. That is, for R¼ 0, Ecrit¼
� 210mV SSC; for R¼ 0.1, Ecrit¼ � 50mV SSC; and for

R¼ 0.5, Ecrit¼ 337mV SSC. For R¼ 0.5 there was a total

inhibition of crevice corrosion (no hysteresis in the reverse

scan in Figure 36.3). Since the groundwater at the repository

site in Yucca Mountain contains not only chloride but also

a variety of anions that may act as inhibitors for crevice

FIGURE 36.3. Effect of nitrate (ratio R¼ 0, 0.1, 0.5) on repassiva-

tion potential of alloy 22 in 8m chloride solution at 110�C.

FIGURE 36.2. Effect of temperature and chloride concentration

on the crevice repassivation potential of alloy 22 usingTHEmethod.
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corrosion, it is unlikely that alloy 22 would suffer crevice

corrosion under natural emplacement conditions [76].

Constant potential laboratory tests have shown that crev-

ice corrosion in alloy 22 often repassivates after initiation due

to a stifling mechanism [77]. Figure 36.4 shows the crevice

corroded area under one crevice former tooth (ASTMG 192)

after a week-long test in 3.5m NaCl þ 0.175m KNO3

solution (R¼ 0.05) at 100�C at a constant applied potential

of þ 100mV SSC. The test was conducted at approximately

200mV higher than the crevice repassivation potential of

alloy 22 (� 110mV SSC) in the same conditions [78].

Current measurements showed that crevice corrosion nucle-

ated at 10min after the potential was applied and it pro-

gressed with increasing anodic currents for the next 14 h,

after which the anodic current started to decrease, becoming

cathodic at hour 79 even though the potential wasmaintained

at þ 100mVSSC during the entire test [78]. Figure 36.4 also

shows that crevice corrosion occurred under the entire foot-

print of the crevice former and that the depth of attack was

shallow and even for both the base metal (lower part of the

image) and the weld metal (upper part of the image). In the

weldmetal the attackwas interdendritic and in the basemetal

the attack was intergranular [78].

F4. Environmentally Assisted Cracking

of Alloy 22

Wrought mill annealed (MA) alloy 22 is highly resistant to

EAC in most environments, including acidic concentrated

and hot chloride solutions. Welded and nonwelded U-bend

specimens of alloy 22 and five other nickel-based alloys

exposed for more than five years to multi-ionic solutions that

represent concentrated groundwater of pH 2.8 to 10 at 60 and

90�C were free from EAC [79, 80]. Even though alloy 22 is

resistant to EAC in concentrated hot chloride solutions, it

may be susceptible under other severe environmental con-

ditions. Slow strain rate tests were performed usingMA alloy

22 specimens in simulated concentrated water (SCW) and

other solutions as a function of the temperature and applied

potential [81, 82]. SCW has a pH 8–10, and it is approxi-

mately 1000 times more concentrated than groundwater.

Alloy 22was found susceptible to EAC in hot SCW solutions

and bicarbonate plus chloride solutions at anodic applied

potentials approximately 300–400mV more positive than

Ecorr. The occurrence of EAC was related to the presence of

an anodic peak in the polarization curve of the alloy in SCW

environments. For example, at ambient temperatures, the

peak is not present and EAC does not take place [81].

Currently, the origin of the anodic peak is being investigat-

ed [83]. Figure 36.5 shows the polarization curves for alloy

22 in SCW solution, showing the presence of the anodic peak

at 60 and 90�C. It was demonstrated that the most aggressive

species for EAC in SCW was bicarbonate but that the

presence of chloride in the bicarbonate solution enhances

the aggressiveness of the environment [82]. Figure 36.6

shows typical transgranular cracking in alloy 22 tested in

the laboratory using the slow strain rate technique under

anodic polarization. The conditions at which SCCwas found

FIGURE 36.5. Anodic polarization curves for alloy 22 in SCW

solution at 60 and 90�C, where an anodic peak is observed in the

middle on the passive range of potentials.

FIGURE 36.4. Crevice corrosion under a crevice former in alloy

22 under constant applied potential of þ 100mV SSC in 3.5m

NaCl þ 0.175m KNO3 solution (R¼ 0.05) at 100�C. Top part of

image, interdendritic attack in weld metal; lower part, intergranular

attack in base metal.
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in the laboratory in alloy 22 are unrealistic for the natural

conditions of the emplacement site in Yucca Mountain.

F5. Corrosion Behavior of Titanium Alloys

Titanium grade 7 (Ti Gr 7 or R52400) was selected to

fabricate the detached drip shield for the repository in Yucca

Mountain [9]. Other Ti alloys of higher strength such as Ti Gr

29 may also be used for the structural parts of the drip shield.

The presence of the drip shield would deflect early water

seepage from the containers. This drip shield would also

deflect rock fall from the containers. Ti Gr 7 belongs to a

family of Ti alloys especially designed to withstand aggres-

sive chemical environments (Table 36.2) [84]. The superior

corrosion resistance of Ti and Ti alloys is due to a thin, stable,

and tenacious oxide film that forms rapidly in air and water,

especially under oxidizing conditions. A detailed review of

the general, localized, and environmentally assisted cracking

behavior of Ti Gr 7 and other titanium alloys relevant to the

application in Yucca Mountain has addressed, among other

topics, the effect of alloyed palladium, the properties of the

passive films, and the effect of radiation [85]. The presence of

fluoride in the groundwater may render Ti Gr 7 more

susceptible to general and crevice corrosion under anodic

polarization [86].

Weight loss, creviced, and U-bend specimens of Ti Gr 7,

12, and 16 were exposed to three different aerated electrolyte

solutions simulating concentrated groundwater for over five

years at both 60 and at 90�C in the vapor and liquid phases of

these solutions [87]. Ti Gr 7 generally exhibited the lowest

corrosion rates irrespective of temperature or solution type

while Ti Gr 12 generally exhibited the highest corrosion

rates. Titanium and Ti alloys may be susceptible to EAC,

such as hydrogen embrittlement (HE). Embrittlement by

hydrogen is a consequence of absorption of atomic hydrogen

by the metal to form hydrides. This may happen in service

when the Ti alloy is coupled to a more active metal in an

acidic solution. A critical concentration of hydrogen in the

metal may be needed for HE to occur. Stress corrosion

cracking was reported in Ti Gr 7 specimens subjected to

constant-load tests in a concentrated groundwater solution

pH� 10 at 105�C [88]. Results from up to five-year immer-

sion testing at 60 and 90�C of U-bend specimens made of

wrought and welded Ti Gr 7 and Ti Gr 16 alloys showed that

these alloys were free from EAC inmulti-ionic solutions that

could be representative of concentrated groundwater [89].

Welded Ti Gr 12 U-bend specimens suffered EAC in SCW

liquid at 90�C. Under the same conditions, nonwelded Ti Gr

12 was free from cracking [80, 89].

G. SUMMARY AND CONCLUSIONS

1. The consensus around theworld is that high-level nuclear

waste should be deposited in stable geologic repositories

and several countries are currently developing them.

2. Most of the repositories in the world are planned to be in

stable rock formations (e.g., granite) below the water

table (saturated). The United States is studying a repos-

itory above the water table (unsaturated) and with un-

restricted access of oxygen.

3. The repositories will consist of a stable geologic forma-

tion within which engineered barriers will be con-

structed. The most important part of the engineered

barrier is the container for the waste

4. The containers are, in general, designed as double-

walled metallic cylinders. Some carbon steel containers

may be single walled.

5. From the corrosion point of view, most repositories will

have reducing or anoxic environments. The U.S. repos-

itory will have a natural oxidizing environment.

6. Copper, titanium, and carbon steels were determined to

be suitable materials for the reducing or anoxic

repositories.

7. High-endmaterials such as alloy 22 andTiGr 7 are being

characterized for the mostly dry and oxidizing environ-

ment of the U.S. repository.

8. Materials for the engineered barriers are being evaluated

for general corrosion, localized corrosion, and environ-

mentally assisted cracking resistance. General corrosion

is not generally an important factor that determines the

lifetime performance of the containers. Environmentally

assisted cracking and localized corrosion are more det-

rimental and less predictable.

FIGURE 36.6. Transgranular EAC fracture surface in alloy 22

after a slow strain rate test at 1.67� 10� 6 s� 1 at an applied potential

of þ 400mV SSC in SCW at 65�C.
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9. The candidate materials for the containers are studied

under different metallurgical conditions, such as mill

annealed, welded, and thermally aged.

10. Some of themost important environmental variables that

may affect the corrosion behavior of the engineering

materials include the concentration and type of the

aqueous electrolytes at the site, temperature, and redox

potential established.
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A. INTRODUCTION

This chapter deals with the corrosion behavior of nanocrys-

talline materials made by electrodeposition. The synthesis

method, structure of nanodeposits, and somemechanical and

physical properties of these materials will be briefly de-

scribed. This will be followed by a review of advances made

over the past 20 years in the understanding of the corrosion

properties of nanocrystalline nickel, cobalt, zinc, and copper

and some of their alloys. It will be shown that, contrary to

earlier concerns, the high concentrations of intercrystalline

defects in nanocrystalline metals do not compromise their

corrosion resistance.

Over the past 30 years, numerous synthesis methods have

been developed to make nanocrystalline materials in differ-

ent shapes and forms. From a processing point of view, five

basic approaches are used to achieve microstructural refine-

ment down to the 1–100 nm range: vapor-phase processing,

liquid-phase processing, solid-state processing, chemical syn-

thesis, and electrochemical synthesis. For each approach there

are a variety of individual methods that can make very

different or similar materials (Table 37.1). In terms of micro-

structures, nanomaterials can be classified according to their

dimensional structure modulation. In one particular structure

scheme [1], zero-dimensional nanomaterials are individual

clusters, particles, or fibres with any aspect ratio. One-dimen-

sional nanomaterials are layered (often epitaxially grown)

structures with layer thicknesses less than 100 nm. Two-

dimensional nanomaterials are thin layers with a grain size

less than 100 nm, while three-dimensional nanomaterials are

bulk materials with average grain size less than 100 nm.

For bulk three-dimensional nanomaterials there are four

basic structure types, depending on the synthesis approach.

For materials that are made by the consolidation of precursor

nanoparticles (e.g., produced by inert gas condensation or ball

milling), the main microstructural defects are grain bound-

aries (between the consolidated particles) and residual po-

rosity (interparticle voids). In materials made by crystalliza-

tion from amorphous precursors there are typically several

crystalline phases plus, in many cases, a residual amorphous

phase separating individual crystals. Nanomaterials made by

methods such as severe plastic deformation contain mainly

grain boundaries and high densities of dislocations. Finally, in

nanomaterials made by techniques such as electrodeposition,

the main structural defects are grain boundaries and triple

junctions (the lines between three adjoining crystals).

In view of the large number of different synthesis tech-

niques for nanomaterials, their complexity in terms of

dimensional structure modulations and the various structure

types evenwithin one single group of bulk nanomaterials, it is

perhaps not surprising that a comprehensive treatise on

the corrosion properties of these exciting new materials is

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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currently not available.While some earlier studies of sputter-

deposited nanocrystalline 304 stainless steel–type Ni–Fe–Cr

films showed very promising results in improving the cor-

rosion resistance in 0.3wt % NaCl solution compared with

their conventional polycrystalline counterparts [2], another

study using magnetron-sputtered nanocrystalline Fe–8wt %

Al showed both detrimental and beneficial effects of micro-

structural refinement with respect to corrosion resistance

depending on the environment [3].

Two of the most intensively studied subgroups of nano-

materials in terms of their corrosion properties are materials

made by (i) crystallization of amorphous precursors and

(ii) electrodeposition methods. In the first group of nano-

crystallized materials (see e.g., [4–9] for some of the early

studies) the interpretation of the electrochemical response of

various materials in different environments is often rather

difficult because the nanostructured materials may contain

several crystallographically and chemically different phases

in addition to crystal size refinement and residual amorphous

phase. On the other hand, materials made by electrodeposi-

tion can be produced both in conventional polycrystalline

and nanocrystalline forms without changes in phase compo-

sition and without residual amorphous phase. Therefore, the

assessment of microstructural refinement down to the nano-

scale (i.e., crystal size effects) on the corrosion performance

is much easier in this group of materials.

This chapter summarizes our current understanding of the

corrosion behavior of nanocrystalline materials made by

electrodeposition. Of particular interest will be the following

questions:

1. To what extent does grain size reduction influence the

electrochemical response of certain groups of pure

metals and alloys?

2. What is the effect of grain size on the corrosion

morphology?

3. What is the overall gain/loss of corrosion resistance of

these materials when we go from conventional poly-

crystalline structure to nanostructures?

The chapter is organized as follows. First, the synthesis

of nanocrystalline materials by electrodeposition will be

briefly reviewed. Next, we will look at the unique micro-

structural features of these materials in comparison with

their conventional polycrystalline counterparts. After a

brief review of their mechanical and physical properties,

the main focus of this chapter will be the corrosion behavior

of nanocrystalline nickel, cobalt, copper, and zinc electro-

deposits as well as some of their alloys and composites. The

last section of this chapter will address some of the applica-

tions of these materials and the future outlook for this group

of nanomaterials.

B. SYNTHESIS OF NANOMATERIALS BY

ELECTRODEPOSITION

Electrodeposition is one of several methods in the general

group of electrochemical synthesis of nanomaterials. Other

processes using the electrochemical approach include elec-

troless deposition, galvanic displacement, or electrodeposi-

tion under oxidizing conditions. In this chapter we will limit

our discussion to electrodeposition of metals and alloys from

aqueous solutions. Molten salt electrolysis, ionic liquid

deposition, or plating of ceramics and semiconductors will

not be considered here.

The potential for making metals, alloys, and composites

in industrially and economically viable electroplating op-

erations has been established throughout the 1980s and

1990s. The early work focused on nickel and nickel-based

alloys. This was followed by expanding the technology to

cobalt, copper, and zinc and several of their alloys (see

Table 37.2 for examples). The first patents on this tech-

nology were issued in 1994 and 1995 [10, 11] and the first

large-scale industrial application of an electrodeposited

nanocrystalline nickel–phosphorus alloy was reported in

1996 [12]. For a more comprehensive treatment on the

synthesis of electrodeposited nanomaterials the reader is

referred to recent review articles published on this sub-

ject [13–16].

Electrodeposition of a pure metal from aqueous solutions

at low pH containing Mezþ ions involves the following

cathodic reactions:

Mezþ þ ze� !Me ðcathodic reactionÞ ð37:1Þ

Hþ þ e� ! 1
2
H2 ðcathodic reactionÞ ð37:2Þ

TABLE 37.1. Five Major Processing Routes for Making

Nanomaterials with Specific Examples

Processing Route Specific Examples

Vapor-phase processing Physical vapour deposition

Chemical vapour deposition

Inert gas condensation

Liquid–phase processing Rapid solidification

Atomization

Sonication of immiscible liquids

Solid–state processing Annealing of amorphous materials

Mechanical attrition

Equal channel angular processing

Chemical synthesis Sol–gel processing

Precipitation

Inverse micelle technology

Electrochemical synthesis Electrodeposition

Galvanic displacement

Electroless plating
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Alloys can be made by adding two or more species to

the plating bath. For example, for Zn–Ni alloys, the bath

contains Zn2þ and Ni2þ ions which come from appro-

priate metal salts (e.g., sulfates, chlorides) dissolved in the

electrolyte in various concentrations, depending on the

required composition of the final alloy. In order to main-

tain the required metal ion solution in the plating bath, two

approaches are commonly used. When a dimensionally

stable anode (DSA) is used, the bath must be periodically

replenished with metal salt additions. On the other hand,

when the metal to be deposited is also used as the anode,

continuous anode dissolution replenishes the bath with

metal ions:

Me!Mezþ þ ze� ðanodic reationÞ ð37:3Þ

Cathodic and anodic reactions can be more complex than

shown in Eqs. 37.1–37.3 depending on the metal. Several

intermediate steps could be involved, but this is beyond the

scope of this chapter.

Electrodeposition can also be used to make composite

materials consisting of a metal matrix with a second-phase

material embedded in the matrix in various amounts. This is

usually achieved by adding the second phase (e.g., particles

of SiC,Al2O3 orBN, or carbon nanotubes) to the plating bath,

from which it is then codeposited with the metal.

Electrodeposition involves various steps, including dif-

fusion of ions from the bulk of the electrolyte to the

cathode and through the Nernst diffusion layer, formation

of first adions on the cathode surface, surface diffusion of

adions, nucleation of crystals, and growth of crystals.

Initially the structure of the cathode is very important

(e.g., surface cleanliness, presence of oxides, surface

step structures, dislocations, grain boundaries), but with

increasing deposit thickness the cathode surface influence

diminishes.

Nanocrystalline metals require deposition under condi-

tions that favor nucleation of new crystals and reduce growth

of existing crystals. Through several experimental and the-

oretical studies [17–20] it has been shown that massive

nucleation can bemaintained during the growth of the deposit

under the conditions of high overpotential (i.e., current

density during the plating process) and reduced adion

mobility. The latter can be controlled within certain limits

by the addition of surface-active elements (e.g., saccharin,

coumarin, for the case of nickel plating) to the plating bath.

However, it must be noted that the breakdown of such

additives can result in the incorporation of impurities in the

deposit. For example, the use of saccharin as a grain refiner in

nickel deposition usually results in sulfur and carbon impu-

rities in the deposit with concentrations on the order of

several hundred parts per million [17]. Such impurities can

have a significant effect on the corrosion behavior of elec-

trodeposited nanomaterials.

In electrodeposition with conventional direct current,

the limiting current density of the system may not allow the

application of high enough current densities to induce the

massive nucleation required for nanocrystal formation.

The limiting current density is reached when the metal ions

are plated out at a rate higher than the rate with which they

arrive in the Nernst diffusion layer by diffusion from the

bulk of the electrolyte. In such cases, cathodic reaction 37.2

dominates and the quality of the electrodeposit deteriorates

rapidly with increasing current density. To overcome this

problem, two approaches are usually used. In the first

approach, extensive agitation of the electrolyte can enhance

the replenishment of metal ions in the Nernst diffusion

layer. In the second approach, a very high current density is

applied for only a short period of time. This is followed by a

current-off period during which no plating takes place but

which allows metal ions to diffuse back from the bulk of the

electrolyte to the Nernst diffusion layer. This approach

requires the use of a pulsed current power supply. Pulse

plating of nanomaterials is typically carried out with current

on and off times on the order of microseconds to milli-

seconds [10, 17, 18].

Electrodeposition is mainly used to apply a coating on a

finished product to enhance certain properties of a part such

aswear resistance, corrosion resistance, oxidation resistance,

optical appearance, or magnetic properties. For such appli-

cations the thicknesses of the coatings are on the order of

0.01–1.0mm depending on the application. Many industries

use electrodeposited coatings for parts in automotive, aero-

space, power generation, defense, and consumer products.

The same infrastructure that already exists for conventional

electrodeposition processes can also be used to make nano-

crystalline electrodeposits.

However, electrodeposition is not limited to nanocrystal-

line coatings. Special processes have been developed tomake

nanocrystalline thin foils, meshes, wires, thick structural

plates, and components for microelectromechanical

systems [21–23].

TABLE 37.2. Examples of Electrodeposited Materials with

Nanocrystalline Structures

Ni Co

Ni–P Co–P

Ni–Fe Co–W

Ni–Zn Co–Fe

Ni–Fe–Cr Co–Fe–P

Ni–Zn–P Cu

Ni–SiC Cu–Al2O3

Ni–Al2O3 Zn

Ni–P–BN Zn–Ni

Ni–MoS2 Fe–Co–Ni

Ni–Al (particles) Pd

Ni–Carbon nanotubes Pd–Fe
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C. STRUCTURE OF NANOCRYSTALLINE

ELECTRODEPOSITS

Schematic cross sections showing the microstructures of

conventional polycrystalline and nanocrystalline electrode-

posits are shown in Figure 37.1. When electrodeposition is

carried out at relatively low current densities using direct-

current plating, the initial layer close to the substrate contains

numerous small crystals. However, with increasing thickness

the anisotropy in crystal growth results in a structural tran-

sition in which certain crystals grow rapidlywhile the growth

of others is suppressed.Often this results in a columnar cross-

sectional structure with grain sizes in the micrometer range.

On the other hand, nanocrystalline electrodeposits produced

under conditions leading to massive nucleation throughout

the entire plating process maintain the nanocrystalline grain

structure over the entire thickness. Figure 37.2 shows both a

planar view and a cross-sectional view of nanocrystalline

nickel produced by pulsed current electrodeposition. The

average grain size of this material is on the order of 15 nm.

The structure is more or less equiaxed.

The main structural defects in electrodeposited nanoma-

terials are grain boundaries, separating two crystals with

different orientations, and triple junctions, the lines where

three crystals meet. These defects are regions in the material

with reduced structural order compared with the perfect

crystal. Grain boundaries and triple junctions are typically

1 nm thick and vary in their structure depending on the

orientations of the adjacent crystals. All polycrystalline

materials contain a certain volume fraction of atoms asso-

ciated with grain boundaries and triple junctions. Detailed

calculations [24] have shown that for conventional polycrys-

talline materials with grain sizes larger than 1mm, these

volume fractions are very small (Table 37.3). On the other

hand, for grain sizes less than 100 nm their volume fraction

increases very rapidly, reaching close to 50%at a grain size of

5 nm. In other words, in a nanomaterial with 5 nm grain size

half of the material is made up of atoms at grain boundaries

and triple junctions.

In many polycrystalline materials grain boundaries are

preferentially attacked during corrosion because of (i) their

enhanced energy compared to the perfect crystal, (ii) the less

than perfect atomic structure, and (iii) their susceptibility to

segregation of impurities and formation of second-phase

particles. For this reason, the initial expectation was that

nanocrystalline metals made by electrodeposition would

exhibit very poor corrosion properties mainly because of

their high-grain-boundary-volume fractions. In Section E, it

FIGURE 37.2. Transmission electron micrographs of nanocrystalline nickel electrodeposit in planar

(a) and cross-sectional view (b).

FIGURE 37.1. Schematic cross sections showing microstructures

of conventional polycrystalline (a) and nanocrystalline (b)

electrodeposits.

TABLE 37.3. Volume Fractions of Atoms Associated with

Grain Boundaries and Triple Junctions as Function of Grain

Size Assuming Grain Boundary Thickness of 1 nm

Grain Size Volume Fraction Grain Size Volume Fraction

100mm 2.9� 10� 5 100 nm 0.003

10mm 2.9� 10� 4 10 nm 0.271

1mm 2.9� 10� 3 5 nm 0.488
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will be shown that this is not the case for most electrode-

posited nanomaterials studied to date.

D. MECHANICAL AND PHYSICAL

PROPERTIES OF NANOMATERIALS

Thewidespread interest in nanocrystallinematerials is largely

due to their outstanding mechanical properties and some of

their unique property combinations which are not achievable

in their conventional or amorphous counterparts. For nano-

crystalline metals produced by electrodeposition it is found

that grain size reduction to the nanometer range has no major

effect on properties such as the Young’s modulus, thermal

expansion, heat capacity, or saturationmagnetization [14]. On

the other hand, hardness, yield strength, ultimate tensile

strength, wear resistance, and electrical resistivity are strongly

affected by grain size [14]. Table 37.4 summarizes some of

these properties for nanocrystalline nickel and cobalt in

comparison with their polycrystalline counterparts. The sub-

stantial increases in their hardness and strength can be un-

derstood on the basis of the Hall–Petch effect [25, 26], which

describes such increases in terms of grain boundary–disloca-

tion interactions. Higher grain boundary densities hinder easy

slip of dislocation,whichmakesmaterials harder and stronger.

The Taber wear index is a measure of the material’s

resistance to abrasive wear; the lower the number, the higher

the wear resistance. It has been shown [27] that the Taber

wear index of nanocrystalline nickel electrodeposits is di-

rectly related to their increased hardness.

Directionally similar results as shown in Table 37.4 for

nanocrystalline nickel and cobalt have also been observed for

other electrodeposited metals and alloys such as Ni–P,

Zn–Ni, Ni–Fe, and Cu.

E. CORROSION PROPERTIES OF

NANOCRYSTALLINE ELECTRODEPOSITS

When nanocrystalline metal electrodeposits were initially

developed, their corrosion behavior was of great concern

because of their high density of grain boundaries and triple

junctions. In conventional polycrystalline materials, these

defects are often prone to intergranular and stress corrosion

cracking mainly because of the energetic and chemical

composition reasons discussed in Section C. This section

reviews recent advances in the understanding of the corrosion

properties of several pure nanocrystallinemetals and some of

their alloys. It will be shown that grain size reduction inmany

of these materials can actually improve their resistance to

localized corrosion quite substantially.

E1. Nanocrystalline Nickel and Nickel-Based

Alloys

In the early 1990s Rofagha et al. [28, 29] presented the first

systematic study on the effect of grain size (100 mm,

500 nm, 50 nm, and 32 nm) on the corrosion behavior of

nickel in deaerated 2N H2SO4 solution at pH 0 using

potentiodynamic and potentiostatic polarization tests.

Figure 37.3 shows that nanocrystalline nickel exhibited the

same active, passive, transpassive behavior as conventional

polycrystalline nickel. However, the current density for the

nanomaterials in the passive region was about one order of

magnitude higher than for polycrystalline nickel. X-ray

photoelectron spectroscopy showed that this higher passive

current density was the result of a more defective passive

film that formed on the nanocrystalline nickel surfaces [30].

Figure 37.3 also shows a positive shift in the corrosion

potentials for all nanocrystalline materials which was ex-

plained in terms of the catalysis of the hydrogen evolution

reaction. Despite the enhanced corrosion rate, Rofagha

et al. [28, 29] showed that the corrosion morphology on

the nanomaterials was very uniform instead of developing

deep localized attack as observed along grain boundaries

and triple junctions in polycrystalline nickel.

Wang et al. [31] studied the corrosion behavior of poly-

crystalline Ni (50mm) and nanocrystallineNi (32 nm, 16 nm)

in 30wt % KOH (pH 14.8) at 24�C. Within a wide potential

range from the hydrogen evolution reaction to the oxygen

evolution reaction, all materials were very inert with low

passivation currents. However, as for the tests in 2N

TABLE 37.4. Effect of Grain Size on Various Properties for Electrodeposited Nickel and Cobalt

Property

Poly Ni (Grain

Size 10mm)

Nano Ni (Grain

Size 10 nm)

Poly Co (Grain

Size 5mm)

Nano Co (Grain

Size 10 nm)

Hardness (VHN) 140 650 232 525

Yield strength (MPa) 103 800 311 1002

Tensile strength (MPa) 403 1100 805 1865

Young’s modulus (GPa) 207 204 207 200

Taber wear index 37 21 40.6 37.0

Thermal expansion (�10� 6/K) 11 10.5

Electrical resistivity [mW. cm] 7.5 13.5 7.5 16.2

Saturation magnetization (kA/m) 502 488 1340 1380
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H2SO4 [28, 29], the current densities for the nanocrystalline

materials were somewhat enhanced, about 2–5 times higher

than for polycrystalline nickel. The nanocrystallinematerials

again showed very uniform attack.

Tang et al. [32] compared the corrosion performance of

nanocrystalline nickel electrodeposits (grain sizes in the

5–10 nm range) made by different plating methods: pulse

plating, direct-current plating, and pulse-reverse plating.

Immersion tests were carried out in the following solutions:

7M nitric acid, 3M hydrochloric acid, and 20 g/dm3 citric

acid. In addition, samples were exposed to a moist SO2

environment. Considerable differences in the corrosion per-

formance were observed and the results were interpreted in

terms of distinct changes in the crystallographic textures in

the different materials.

Nanocrystalline nickel also showed excellent corrosion

resistance when exposed to a salt spray environment as per

American Society for Testing and Materials (ASTM) B-

117 [33]. In this study both nanocrystalline (grain size 10 nm)

and polycrystalline (grain size 10mm) nickel electrodeposits

were prepared as 10-mm-thick coatings on mild steel sub-

strates. Percentages of areas covered with red rust were

recorded for exposure times up to 250 h. Both the nanocrys-

talline and the polycrystalline coatings provided the same

protection against corrosion of the steel substrate, with area

percentages of red rust approaching 30% after 250 h.

In a more recent study, Kim et al. [34] investigated the

effects of grain size and sulfur solute segregation on the

corrosion behavior of polycrystalline (grains size 100mm)

and nanocrystalline nickel (grain size 20–30 nm), both con-

taining about 1000 ppm by weight of sulfur impurities.

Corrosion tests were carried out in 0.25M Na2SO4 solutions

at a pH of 6.5. Both materials showed very similar electro-

chemical behavior in potentiodynamic polarization curves.

However, considerable differences were observed in their

corrosionmorphologies. Figure 37.4 shows that nanocrystal-

line nickel deposits developed a morphology consisting of

numerous shallow corrosion pits (<2mm deep) evenly dis-

tributed over the entire surface. In contrast, polycrystalline

nickel shows extensive intergranular corrosion with corro-

sion attack along some boundaries as deep as 100mm. This

was likely the result of sulfur segregation to the grain

boundaries in polycrystalline materials. The tremendous

increase in the localized corrosion resistance in the
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FIGURE 37.3. Potentiodynamic polarization curves for polycrys-

talline (100mm) and nanocrystalline (500 nm, 50 nm, and 32 nm)

nickel in 2N H2SO4 solution. (Reproduced from [29] with

permission.)

FIGURE 37.4. Scanning electron micrographs showing surface (top) and cross-sectional (bottom)

corrosion morphologies of nickel containing 1000 ppm sulfur. Left: polycrystalline Ni. Right:

nanocrystalline Ni. Sigma (s) indicates internal or externally applied stress.
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nanocrystalline nickel was interpreted in terms of a solute

dilution effect [34]. Because of the large volume fraction of

grain boundaries the sulfur content per unit area of grain

boundary would be orders of magnitude lower in the nano-

crystalline material as compared with the polycrystalline

materials.

The problem with the extensive intergranular corrosion

observed on polycrystalline nickel is that it can result in (i)

excessive material loss due to grain dropping and (ii) unpre-

dictable component failure when stresses are present in a

component. For both externally applied and internal com-

ponent stresses (see Fig. 37.4), the deep corrosion channels

will act as stress concentration points, which could result in

catastrophic failures. On the other hand, the material loss on

the nanocrystalline nickel is much more uniform without

deep corrosion channels. Therefore, it is much easier to

design a component’s long-term corrosion performance

based on nanomaterials by choosing an appropriate coating

thickness.

A nickelmicroalloy containing about 3000 ppmbyweight

of phosphorus (grain size 50–100 nm) was developed for one

of the earliest large-scale applications of nanocrystalline Ni:

an in situ repair technology of nuclear steam generator tubing

(see Section F). Various corrosion tests were performed

[35, 36] on this material, including ASTM G28, suscepti-

bility to intergranular attack, and ASTM G35, G36, G44,

susceptibility to stress corrosion cracking. The results of

these corrosion tests showed that the nanocrystalline Ni–P

microalloy is intrinsically resistant to intergranular attack

and intergranular stress corrosion cracking. Thematerial was

also found to be resistant to pitting attack and only slightly

susceptible to crevice corrosion.

Zamanzad-Ghavidel et al. [37] studied the pitting corro-

sion resistance of nanocrystalline (grain sizes 24, 27, and

31 nm) and microcrystalline (grain size 2mm) nickel elec-

trodeposits on copper substrates in 3.5% NaCl solution at

room temperature. They observed that the breakdown po-

tentials for nanocrystalline coatings were higher than for the

microcrystalline nickel. It was further found that the nano-

crystalline coating with 31 nm grain size exhibited the high-

est resistance to pitting corrosion

Gu et al. [38] compared the corrosion performance of

nanocrystalline nickel (grain size 40 nm) and two electroless

nickel–phosphorus coatings (no grain sizes given) onAZ91D

magnesium alloy in 3.0wt % NaCl solution. Potentiody-

namic polarization curves showed that the nanocrystalline

nickel coating had the lowest corrosion current density and

provided better corrosion protection than the two electroless

nickel–phosphorus coatings.

Rofagha et al. [39] studied the corrosion behavior of

nanocrystalline Ni–1.4wt % P (grain size 22 nm), Ni–1.9

wt % P (grain size 8 nm), and Ni–6.2 wt % P (amorphous

structure) in 0.1M H2SO4 and compared the results with the

corrosion behavior of normal crystalline pure Ni (grain size

100mm). Potentiodynamic polarization curves showed that,

at such high phosphorus contents, the Ni–P alloys were

nonpassivating, exhibiting similar polarization curves for

the nanocrystalline and amorphous materials. It was con-

cluded that the enhanced corrosion rates of the nanocrystal-

line materials were due to the high phosphorus content and

the nonprotective nature of the surface film on these

materials.

Splinter et al. [40] characterized the nature of this film on

nanocrystalline and amorphousNi–P byX-ray photoelectron

spectroscopy. They observed an enrichment of elemental P

compared to Ni on the surfaces of both materials and

suggested that Ni is preferentially dissolved during anodic

polarization. The high volume fractions of grain boundaries

and triple junctions on the nanocrystalline materials resulted

in enhanced dissociative adsorption of oxygen and hydroxyl

species from solution. The films were, however, nonprotec-

tive because the defective nanocrystalline surfaces also

facilitated atom dissolution and oxidation of surface P atoms

from hypophosphite to soluble phosphate ions. At higher

applied potentials, a thick, porous film formed on the nano-

crystallinematerialswhich provided a small kinetic barrier to

further dissolution, resulting in slightly lowered anodic

current densities as compared with amorphous Ni–P alloys.

Benea et al. [41] carried out a wear/corrosion study

comparing pure polycrystalline Ni (grain size> 1mm) and

a nanocrystalline (grain size 100 nm) Ni–SiC nanocomposite

coatings using sliding-type wear testing and electrochemical

impedance spectroscopy in 0.5M Na2SO4 neutral solution.

They showed that the nanocrystalline nickel composite ex-

hibited a higher polarization resistance and a 50% reduced

corrosion rate, already in the absence of wear action. Even

higher differences inmaterial removal rateswere foundwhen

the material was subjected to wear/corrosion conditions. For

example, at a load of 30N the nanocomposite materials

showed a 90% reduction in material removal rate as com-

pared with polycrystalline nickel.

Peng et al. [42] produced nanocrystalline nickel electro-

deposits (grain sizes 42, 38, 31 nm) with varying amounts

(0, 4.5, 10.9wt %) of chromium nanoparticles (average par-

ticle size 39 nm) by a codeposition process. Potentiodynamic

polarization tests in 3.5% NaCl solution showed that the

chromiumparticles reduced the corrosion potential, increased

the breakdown potential, and basically eliminated pitting at

the highest chromium concentration. X-ray photoelectron

spectroscopy showed that at 10.9wt % chromium a contin-

uous passive chromium oxide filmwas formed on the surface.

E2. Nanocrystalline Cobalt and Cobalt Alloys

Kim et al. [43] studied the corrosion behavior of electro-

deposited cobalt nanodeposits (grain size 13 nm) in 0.25M

Na2SO4 (pH 7) and compared the results with conventional

cobalt (grain size 10 mm). Neither the polycrystalline nor the
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nanocrystalline cobalt showed passivation in this solution

and the potentiodynamic curves for both grain sizes were

nearly identical. However, as observed before for the corro-

sion behavior of nickel, the nanocrystalline cobalt showed

high resistance to localized attack.

The same two cobalt materials were also tested in a 0.1M

NaOH solution (pH 13) in which conventional polycrystal-

line cobalt readily shows passive film formation [44]. Fig-

ure 37.5 presents the potentiodynamic polarization curves for

both materials in this solution. It can be readily seen that the

polarization curve for the nanocrystalline cobalt is very

similar to the one for polycrystalline cobalt. In other words,

grain size reduction from 10mm to 13 nm did not substan-

tially change the passivation behavior of cobalt.

Aledresse and Alfantazi [45] also compared the corrosion

behavior of polycrystalline (grain size 100mm) and nano-

crystalline (grain size 67 nm) cobalt in 0.25M Na2SO4

solution. In addition, their study also included a nanocrystal-

line Co–P alloy with a grain size of 50 nm. None of the

materials passivated in this solution.

Jung and Alfantazi [46] performed electrochemical im-

pedance spectroscopy as well as potentiostatic and potentio-

dynamic polarization tests on microcrystalline cobalt and

nanocrystalline cobalt (grain size 20 nm) and cobalt–1.1wt

% phosphorus (grain size 10 nm) in 0.1M H2SO4 solution.

Potentiodynamic polarization results showed that all materi-

als exhibited active dissolution with no transition to passiv-

ation. While the polarization curves for nanocrystalline and

microcrystalline cobalt were almost identical, a noticeable

shift to more positive potential was observed for the nano-

crystalline cobalt–phosphorus alloy. In addition, the over-

potential for hydrogen evolution was observed to decrease.

X-ray photoelectron spectroscopy showed that the enhanced

corrosion resistance of the Co–P alloy was due to an enrich-

ment of P of the corroded surface after polarization.

However, at higher anodic overpotentials the benefit of

phosphorus disappeared due to the formation of a nonpro-

tective surface film which contained elemental phosphorus,

hypophosphite, and phosphate species.

Saito et al. [47] studied the corrosion performance of

nanocrystalline Co65Ni12Fe23 ternary alloys (grain sizes

10–40 nm) in deaerated 2.5wt % NaCl solution. Potentio-

dynamic polarization curves showed that the material pas-

sivated in this solution with passivation current densities of

�30mA/cm2.

E3. Nanocrystalline Zinc

Youssef et al. [48] compared the corrosion behavior of

nanocrystalline zinc electrodeposits (grain size 56 nm) and

conventional electrogalvanized zinc (grain size 8–20mm) in

deaerated 0.5N NaOH solution at 25�C. Both potentiody-

namic polarization and alternating current (ac) impedance

measurements were used. The polarization curves for both

materials were very similar in shape but showed differences

in specific electrochemical parameters such as corrosion

potential (Ecorr), passivation potential (Ep), maximum cur-

rent density (im) and passive current density (ip), as summa-

rized in Table 37.5. Both icorr and ip were lower for nano-

crystalline zinc than for polycrystalline electrogalvanized

zinc. It was concluded that the oxide film on nanocrystalline

zinc wasmore protective than the film on polycrystalline film

which was supported by ac impedance measurements. The

average capacitance value for nanocrystalline zinc was

69mF/cm2, as compared to 227mF/cm2 for the polycrystal-

line material. It was further shown that nanocrystalline zinc

displayed numerous discrete corrosion pits after potentiody-

namic polarization while polycrystalline zinc showed amore

uniform corrosion morphology.

The corrosion properties of a series of electrodeposited

zinc–nickel alloy coatings on mild steel substrates were

TABLE 37.5. Important Electrochemical Parameters for Nanocrystalline and Polycrystalline Zinc from

Polarization Curves in Deaerated 0.5N NaOH Solution

Material Ecorr (mV) Icorr (mA/cm2) Ep (mV) im (mA/cm2) ip (mA/cm2)

Nano Zn �1470 90 �1362 4503 210

Poly Zn �1455 229 �1342 3895 828

Source: From [48].
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FIGURE 37.5. Potentiodynamic polarization curves in 0.1M

NaOH (pH 13) for polycrystalline and nanocrystalline cobalt.
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studied by Alfantazi and Erb [49]. This study covered both

polycrystalline and nanocrystalline materials. It was shown

through salt spray testing (ASTM B 117-81) that nanocrys-

talline Zn-45w % Ni (grain size 20 nm) and Zn-63wt % Ni

(grain size 2 nm) showed greater resistance to the formation

ofwhite and red rust than polycrystalline Zn.However, in this

study it was difficult to separate grain size effects from

contributions due to chemical composition.

E4. Nanocrystalline Copper

Tao and Li [50] studied mechanical and electrochemical

properties of nanocrystalline copper electrodeposits (grain

size 56 nm) in comparison with polycrystalline copper de-

posits (grain size 2mm). Potentiodynamic polarization

curves for both materials in 0.1M NaOH solution showed

two differences. First, the corrosion potential of nanocrystal-

line copper was shifted slightly to more negative values.

Second, the current density in the passive region was lower

for the nanocrystalline copper than for the polycrystalline

copper. On the other hand, Yu et al. [51] observed that grain

size reduction in copper electrodeposits from 1 mm to 45 nm

in the same solution (0.1M NaOH) had no significant effect

on the potentiodynamic polarization of copper, as shown in

Figure 37.6. After photodynamic polarization tests all ma-

terials were covered with a fine needlelike corrosion product

(Fig. 37.7) with a morphology similar to what in previous

studies on polycrystalline copper was described as the

CuO/Cu(OH)2 upper layer [52, 53].

Yu et al. [54] investigated the polarization behavior of

nanocrystalline and polycrystalline copper in 3.5wt % NaCl

solution. They observed similar polarization behavior for

bothmaterials but noted that the nanocrystallinematerial had

a higher Ecorr and a lower anodic current density which they

attributed to the large density of intercrystalline defects

which act as preferential attack sites and lead to the rapid

formation of a passive film. Unfortunately, in their study Yu

et al. [54] did not provide any microstructural details on the

materials used for the corrosion study. In fact, no grain sizes

were given for the two materials.

In amore recent studyYu et al. [55] presented polarization

curves for polycrystalline (grain size 1mm) and nanocrystal-

line (grain sizes 250 and 45 nm) copper in 0.1M NaCl

solution (Fig. 37.8). Again, the corrosion behavior of copper

was not significantly changed by grain size reduction.

F. INDUSTRIAL APPLICATIONS AND

OUTLOOK

The results of the corrosion studies over the past two decades

on nanocrystalline nickel, cobalt, zinc, copper, and several of

FIGURE 37.7. SEM images after potentiodynamic polarization

tests in 0.1MNaOH solution of polycrystalline and nanocrystalline

copper revealed similar “needle like” corrosion product morphol-

ogies. Grain sizes: (a) 45 nm, (b) 250 nm and (c) 1mm.
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their alloys made by electrodeposition can be summarized

as follows:

(i) Contrary to earlier concerns, the high-grain-boundary

and triple-junction densities in nanocrystalline metals

do not compromise their corrosion properties.

(ii) The general shapes of polarization curves obtained in

various solutions are not strongly affected by grain size

reduction down to the nanometer range. Materials that

show passivity in the polycrystalline form usually also

exhibit passivity for the nanocrystalline structure.

However, with decreasing grain size some changes in

specific electrochemical parameters are observed, such

as corrosion potential (Ecorr), corrosion current density

(icorr), passivation potential (Ep), maximum current

density (im), and passive current density (ip).

(iii) For systems that show clear passivity, different studies

found enhanced, reduced, or very similar passive cur-

rent densities (in comparison with polycrystalline ma-

terials), depending on the system. A few discrepancies

do exist in different investications for some materials

(e.g., for the case of Cu) which would require further

studies. Most likely there were some differences in the

nanocrystalline and polycrystalline materials used in

different studies, such as impurities or crystallographic

texture.

(iv) The structure and composition of the passive layer does

depend on the grain size of the material. This can be

understood on the basis of the high defect concentration

(i.e., grain boundaries and triple junctions) intersecting

the free surface of nanomaterials. Impurities also have a

strong effect on the nature of the passive layer.

(v) Reduced grain size was observed in some studies to

enhance the hydrogen evolution reaction.

(vi) Metals which are prone to intergranular attack (e.g,

nickel, cobalt) can benefit enormously from grain size

reduction because corrosion attack in nanomaterials is

more evenly spread out over the entire surface instead of

being concentrated in narrow channels along grain

boundaries and triple junctions.

The good corrosion performance of nanocrystalline nickel

observed in the early studies [28, 29] was crucial in the

development of the first large-scale industrial application of

structural nanomaterials in the world: the so-called electro-

sleeve technology [35, 36]. This technology is essentially an

in situ repair technology for nuclear steam generator tubing

initially developed for Canadian CANDU reactors and later

modified for other reactor types. In this repair approach

nuclear steam generator tubing which was prematurely com-

promised by intergranular attack, intergranular stress corro-

sion cracking, and other forms of corrosion was repaired by

the application of an electroformed nanocrystalline Ni–0.3%

Pmicroalloy sleeve on the inside of the tubeswith a thickness

of about 1 mm. The purpose of the sleeve was to (i) seal

through-wall cracks to prevent leakage of radioactive water

from the core of the reactor and (ii) restore the structural

integrity of the tubes. While nanocrystalline nickel micro-

alloy provided the necessary strength, it was the excellent

corrosion resistance of nanocrystalline nickel which ulti-

mately made this technology possible. The main purpose of

using about 0.3% P in this microalloy as an alloying element

was to achieve the long-term thermal stability of the sleeve

material in a reactor environment operating at 280�C and

a pH of �11.5. The phosphorus retards grain boundary

mobility through a solute drag effect.

The electrosleeve process [56, 57] has been successfully

implemented in a CANDU unit in 1994 and a pressurized

water reactor (PWR) in 1999. It has been incorporated by the

American Society of Mechanical Engineers (ASME) as a

standard procedure for pressure tubing repair [58].

Following this early application of electrodeposited na-

nocrystalline materials numerous applications have been

developed over the past 10–15 years. Other applications

are currently still at the research and development stage.

Table 37.6 summarizes some of these applications, many of

which require good to excellent corrosion resistance. For

further details on the various applications the reader is

referred to references [12–16] and [21–23].

Two of the most successful metallic coating systems used

on many manufactured products are chromium, produced by

electrodeposition from hexavalent chromium solutions, and

cadmium, usually plated from alkaline, cyanide, acid sulfate,

or acid fluorobate solutions. Chromium is extensively used

for providing surfaces with wear, abrasion, and corrosion

resistance or for decorative purposes, while cadmium is

mainly used for corrosion resistance on many mass-finished

products. However, considerable health risks are associated
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with both coating systems. Hexavalent chromium baths have

been shown to enhance the risk of lung and nose cancer while

exposure to cadmium can result in acute respiratory and

gastrointestinal effects as well as chronic lung and kidney

disease. For this reason several more benign coating

systems have been developed to replace chromium and

cadmium [15].

Various nanocrystalline-based alloys (e.g., Co–P, Co–

Fe–P) are available for chromium replacement, while the

best choices for cadmium replacement are Zn–Ni-type

nanodeposits.

The outlook for applications of nanocrystalline metals in

applications requiring corrosion resistance is excellent. It is

the unique combination of the overall good corrosion per-

formance with outstanding mechanical properties which

make this relatively new class of materials attractive to many

industries.
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A. INTRODUCTION

Shape memory and superelastic alloys are alloys that exhibit

thermally recoverable strain (shape memory effect), pseu-

doelastic (superelastic behavior), or both. This chapter dis-

cusses what is known about the corrosion behavior of such

alloys. However, most of the information on the corrosion

behavior of such materials is focused on the 50 at %

nickel–50 at % titanium (atomic percent, at %) (50 at %

Ni–50 at % Ti) alloy composition since this material has

extensive use in biomedical applications [1–12]. The corro-

sion data on other shape memory or superelastic materials

will be discussed when available. We first describe what

makes these alloys unique and what they are typically used

for followed by a general description of the various alloy

classes. There are also ceramic and polymer materials that

exhibit shapememory; however, they are not discussed in this

chapter [13–15].

A1. What Are Shape Memory and

Superelastic Alloys?

Shape memory and superelastic alloys have unique mechan-

ical properties that make them useful, or even indispensable,

for some applications. These properties are known as the

shape memory effect and the superelastic or pseudoelastic

effect. In 1931 €Olander was the first to point out that the

gold–cadmium (Au–Cd) alloy had rubberlike characteristics

[16–19]. This “rubberlike behavior” is still not well under-

stood, but as far as the mechanical response, it appears to be

superelastic. But unlike normal superelastic alloys in which

this effect occurs as a result of stress-inducedmartensite in an

austenitic matrix, the superelastic behavior of these rubber-

like materials occur in the martensitic state [18]. The shape

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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memory effect (thermoelastic behavior of the martensite

phase) was described more fully in an Au–Cd alloy in

1951 [20] and then in indium–thallium (In-Tl) in

1952 [21]. The discovery of similar behavior in equiatomic

nickel– titanium (NiTi) in the early 1960swas the beginning

of commercial applications for such materials [22, 23].

Materials that exhibit crystallographically reversible

martensitic transformation (or thermoelastic martensitic

transformation) are generally called shape memory alloys

(SMAs) [24, 25]. Such transformations can be induced by the

application of force or straining or from changes in temper-

ature. The martensite transformation is accompanied by a

large diffusionless shear-like deformation associated with

structural change. This deformation generally amounts to

about 20 times the elastic deformation. The martensite is

deformable, and it can be induced from the parent austenite

phase by loading. A large deformation induced in shape

memory alloys can be recovered by heating to temperatures

above the reverse transformation finish temperature (Af) after

unloading (the shape memory effect) or simply by unloading

at temperatures above Af (the pseudoelasticity or superelas-

ticity effect) [25]. These transformations can occur in a wide

variety of alloys such as Ag–Cd, Cu–Al–Ni, NiTi, Cu–Sn,

and Cu–Zn [24]. Rubber-like superelastic behavior has also

been observed in Au–Cu–Zn, Cu–Al–Ni, Cu–Zn–Al, and

Au–Cd alloys [18].

A2. ShapeMemory and superelastic AlloyClasses

The three main commercial types of shape memory alloys

are the copper–zinc–aluminum–nickel (Cu–Zn–Al–Ni),

copper–aluminum–nickel (Cu–Al–Ni), and nickel–titanium

(NiTi) alloys although there are many other SMA families.

Examples of various SMAs are shown in Table 38.1.

Although shape memory and superelastic alloy classes could

be described any number ways, they are broken down into

five general classes in this chapter. The five classes we will

consider will be NiTi, the founding member class; Ni-free

Ti-based alloy composition class; Cu-based, Fe-based, and

magnetic shape memory, and shape memory alloys other

than Ti-based alloys, a catchall class. Generally only the

NiTi, Cu-based, and ferrous families are currently considered

materials of commercial interest [25].

B. NiTi-BASED SHAPE MEMORY ALLOYS

The NiTi shape memory alloy was first described by Buehler

in the early 1960s [22, 23]. NiTi [50 at % Ni–50 at % Ti, also

known as nitinol, since Buehler worked for the Naval Ordi-

nance Laboratory (NiTiNOL)] is the most commonly used

superelastic and SMA; thus, it is the alloy composition for

which we have the most corrosion data. The Ti–Ni SMAs

have become one of the most important metallic biomedical

materials, particularly for percutaneous applications. This

occurred primarily as a result of this material’s superelasticity

properties and good corrosion and biocompatibility proper-

ties, which have been utilized to develop various medical

devices, such as guide wires, stents, filters, and other unique

medical devices [12, 37]. The superelastic properties are used

to full advantage in the development of new medical devices

that can be delivered through endovascular placement,

deployed, and allowed to expand to fully functional size.

Althoughmost corrosion research has been done on “pure”

NiTi alloys, NiTi alloys have been alloyed with copper (Cu)

and iron (Fe) for other commercial applications. For instance,

TABLE 38.1. Various Shape Memory Alloy Compositions

Alloy (Typical Composition, wt %) References

NiTi Based

(55–58%)NiTi [6, 26]

Ni–(45–46%)Ti–(<22%)Cu [6, 15, 26]

Ni–45% Ti–(<8%)Co [6]

NiTi–(9%)Nb [15, 26]

(47–49%)NiTi–(1–3%)Fe [15]

NiTi–X (X¼ Pt, Pd, Hf, Zr) [15, 26, 27]

Ni–Al Based

Ni–26.5% Al [6, 27]

Ti Based, Ni Free

b-Ti [15, 28–30]

Ti–18 at % Nb–4 at % Sn [29]

Ti–Nb–Ta–Zr (gum metal) [30]

Ti–29Nb–13Ta–4.6Zr [30]

Ti–23 at % Nb–0.7 at % Ta–2 at % Zr–O [31]

Ti–12 at % Ta–9 at % Nb–3 at % V–6 at % Zr–O [31]

Cu Based

Cu–Al [32, 33]

Cu–44% Al [6]

Cu–(10–14%)Al–(2–5%)Ni [15, 25, 33]

Cu–12% Al–5% Ni–2% Mn–1% Ti [34]

Cu–Sn [32]

Cu–25% Sn [6]

Cu–Zn [32]

Cu–Zn–Al [25, 33]

Cu–(38–40%)Zn [6]

Cu–17% Zn–7% Al [6]

Cu–34.5% Zn–0.9% Si [6]

(60–85%)Cu–(0–40%)Zn–(0–14%)

Al–(0–5%)Si–(0–15%)Mn

[35]

Fe Based [36]

Fe–(14–30%)Mn–(4–6%)Si [15, 36]

Fe–Mn–Si–Cr–Ni [36]

Fe–(� 25 at %)Pt [36]

Fe–Ni–Co–Ti [15, 36]

Others

Au–(34–36)Cd [6, 19, 20]

(40–63)Au–(10–27)Cu–(27–33)Zn [6]

In–Tl [21]
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NiTi is alloyed with 5–15wt%� Cu, which reduces the

transformation hysteresis to less than one-third that observed

for “pure” NiTi, making it similar to those of the Cu-based

alloys.

Niobium (Nb) is also alloyed with NiTi at about 9%;

however, Nb is not very soluble and is present as a fine

dispersion in the NiTi matrix [15]. These precipitates stabi-

lize the martensite phase and the reverse transformation is

shifted to higher temperatures, making these alloys good for

commercial applications like mechanical couplers [15].

NiTi is also alloyed with Fe to suppress the R-phase and

martensite transformation temperature. The R-phase is not

suppressed as much and alloys with Fe have good temper-

ature separation between the martensite and R-phase

transitions [15].

B1. NiTi Passive Layer

NiTi typically is covered by a naturally formed thin adherent

oxide layer known as a passive film [38–40]. This film is very

stable and NiTi alloys are resistant to many forms of corro-

sive attack; however, this passive film is attacked by acidic

solutions containing chloride [39]. This has been confirmed

by auger and X-ray photoelectron spectroscopy (XPS) as

well as through electrochemical impedance spectra. For

instance, Pound showed that impedance spectra of NiTi in

both phosphate-buffered saline (PBS) and simulated bile

show near-capacitive behavior, and the data could be fitted

by a parallel resistance–capacitance (as a constant-phase

element) circuit [41]. Such behavior is generally associated

with a passive oxide film. The thickness of the oxide as

determined from the capacitance measured was consistent

with surface analytical results reported in the literature.

Pound also found compositional differences, if any, between

the passive films formed in PBS or simulated bile did not

affect the NiTi passive film resistivity [41]. Pound also noted

that the passive film on NiTi becomes more defective as the

polarization potential is increased. Schroeder found the

passive film on NiTi and cathodic-protected (CP) Ti is a

TiO2-based passive film (possibly a hydrated form) contain-

ing about the same defect density and can be characterized as

an n-type semiconductor [38]. The passive film on mechan-

ically polished NiTi is thinner and has a lower film resistance

than electropolished or chemically passivatedNiTi; however,

the oxide continues to grow in aqueous environments.

Schroeder also stated that, although the oxide composition

and defect density of the passivefilm are similar for bothNiTi

and CP Ti and since the diffusion length is shorter for NiTi,

one would expect the NiTi film would thicken faster. This

however is not the case and Schroeder postulates that the Ti

must first diffuse through a Ni-enriched layer before it can

become incorporated in the Ti-rich passive layer. This Ni

enrichment has been observed on thermally oxidized NiTi

where Ni3Ti has been found at the metal–oxide interface and

islands of metallic Ni have been found in the TiO2 passive

film [38, 42] and on wires with very thick oxide [43]. Undisz

et al. have also observed a concentration of nickel (up to 65

at %) beneath a thermally grown oxide [44].

B2. NiTi Uniform Corrosion

Of all the commercially available SMAs, NiTi is by far the

most corrosion resistant [32, 40]. Resistance to acids depends

on the acid concentration and temperature. Melton and

Harrison report boiling concentrated nitric acid (HNO3) will

result in extensiveweight loss, whereas exposure to 5%HNO3

at room temperature (RT) will increase the thickness of the

passive film and increase NiTi resistance to corrosion in other

media [39]. The SMA Ni–45% Ti–3% Fe shows good resis-

tance to salt fog corrosion after 192 h exposure at 30�C [40].

B3. NiTi Crevice and Pitting Corrosion

All passive alloys, such as the SMA NiTi, will generally

corrode as a result of pitting or crevice corrosion when the

protective passive film is attacked. This will generally occur

either on an unrestricted surface with localized attack (pit-

ting) or within a creviced region where diffusion of reactants

and products from the anodic and cathodic process is re-

stricted, resulting in crevice corrosion. Both forms of attack

have been observed for NiTi SMA.

B3.1. Pitting of NiTi. Although many have reported good

pitting resistance of NiTi in normal-pH chloride-containing

environments, repassivation of damage passive films is

generally considered difficult and slow [40]. Pitting resis-

tance of NiTi is strongly affected by the surface finish used

[41, 43, 45, 46].

The breakdown of a passive film is generally considered a

random or stochastic process [46–50]. The comparison of the

effect of various surfaces treatments on the pitting resistance

ofNiTi or the comparisonNiTi to othermaterials has been the

source of controversy for many years [51–61]. Using 20

specimens, Zhang et al. evaluated the survival probability of

NiTi as a function of polarization voltage and compared it to

317L (Fe–14Ni–19Cr). They also showed pitting potential of

themechanical polishedNiTiwas generally greater than 317L

stainless steel with the same surface treatment and that NiTi

has a higher survival probability at higher potentials [47].

Zhang et al. found surface roughness on mechanical

polished NiTi did not have an effect on the statistical

distribution of breakdown potentials [47]. Melton and

Harrison did some of the early work on the pitting resistance

of NiTi SMAs [39]. They evaluated the breakdown potential

of Ni–50% Ti–3% Fe and Ni–44% Ti–9% Nb NiTi SMA in

� All alloy compositionswill be given inweight percent otherwise designated

(i.e., atomic percent, at %).
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natural seawater which was saturated with sodium chloride

(NaCl), deaerated with argon, and pH adjusted to various pH

levels with hydrochloride (HCl) [39]. Samples were tested in

the as-mechanically-polished and HNO3-passivated condi-

tion. Melton and Harrison [62] reported that the breakdown

potentials were greater than 1.00 [saturated calomel elec-

trode (SCE)] when the pH was greater than 5. When the pH

was lower than 5, there was considerable scatter in the

breakdown voltages and there were breakdowns as low as

0.200V (SCE). Hwang et al. observed the decrease in Eb as

pH is lowered [62]. The repassivation potential measured for

Ni–50%Ti–3% Fe showed values just slightly lower than the

breakdown potential for solutions with a pH greater than 5.

For solutions with pH less than 5, the samples did not

repassivate. The Nb-containing NiTi SMA had compara-

tively poor pitting resistance with breakdown potentials

lower than 0.400V (SCE) at a pH of 8 and decreasing with

decreasing pH. Melton and Harrison concluded the HNO3

passivation had leached out small precipitates of nominally

pure Nb leaving a prepitted surface.When they anodized this

sample, instead of passivating in HNO3, no breakdown was

observed down to a pH level of 4.5 [39].

Electropolishing increased the pitting resistance of NiTi

in PBS, NaCl, Hanks’ solution, and simulated human bile

solutions over what is observed for mechanically polished

NiTi surfaces [41, 46, 63]. Surface condition, however, does

not have a significant effect on the repassivation behavior of

NiTi, as is also the case with CP Ti [63]. Trepanier et al. also

showed electropolishedNiTi have high breakdown potentials

of greater than 800mV (SCE), whereas nonelectropolished

NiTi (described as having a heavily oxidized surface) had

breakdown potentials of about 200mV (SCE). Trepanier also

showed thermal oxidation of electropolished surfaces would

degrade the breakdown potentials to less than 500mV

(SCE) [2, 45]. Similar results with respect to better pitting

resistance of electropolished surface conditions compared to

mechanically polished or thermally oxidized surfaces have

been observed or reported by others [38, 43, 45, 46, 51, 63–

65]. Stephan et al. performed electrochemical tests on thin-

film NiTi that demonstrated that as-deposited thin films of

NiTi have breakdown potentials superior to a mechanically

polished NiTi and suggested passivation or electropolishing

of thin-film NiTi may be unnecessary to promote corrosion

resistance in vivo [66].

There is some indication that the passive film on the

surface of NiTi, which is responsible for the pitting resis-

tance, is disrupted by the presence of surface-intersecting

inclusions [10, 46, 54, 62, 67, 68]. Hwang et al. found Ti–C

precipitates within every pit that he looked at and suggested

that these pits act as pitting initiation sites as a result of the

galvanic couple formed between the NiTi and TiC [62].

It has been observed that the breakdown potential for NiTi

generally increases with increased exposure time to physi-

ological solutions, as shown in Figure 38.1 [43, 50]. However

both Eb and Ecorr increase with immersion time and the

margin of safety against pitting in vivo (Eb - Ecorr) remains

relatively constant, as shown in Figure 38.2 [43, 50]. Pitting

is a stochastic process which results in a fairly wide variation

in pitting resistance and SMA NiTi is no different, as shown

in Figure 38.3 [46, 47].

B3.2. Crevice Corrosion of NiTi. NiTi-based alloys are

known to be susceptible to crevice corrosion in chloride

(Cl� )–containing environments [39, 69]. Crevice corrosion

was observed on creviced plates of Ni–45% Ti–3% Fe after

nine months exposure in Langston Harbour, United King-

dom [69]. Melton and Harrison also performed electrochem-

ical crevice testing in artificial seawater and saline of dif-

ferent concentrations at 25�C on the same SMAs. From these

tests,Melton andHarrison constructed diagrams showing the

critical potential for crevice corrosion and repassivation as a

function of total dissolved solids (TDSs).A plot of the critical

crevice and repassivation versus the log (TDS) is linear with

the crevice and repassivation potential decreasing as TDS

increases. They also observed a strong surface finish effect on

the crevice corrosion results.

Kaczmarek evaluated the crevice corrosion resistance of

NiTi in the as-ground, electropolished, and passivated

surface conditions. These tests were done in accordancewith

the American Society for Testing and Materials (ASTM)

FIGURE 38.1. Increase in Eb upon expose to PBS for mechanical polished NiTi (left) and

electropolished (right) NiTi in 37�C PBS during ASTM F2129 polarization testing [46].
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standard F746 [70] in Tyrode’s physiological solution at

37�C [71]. The Ecorr for these three conditions were

� 248, � 193, and � 186mV (SCE) for the as-ground,

electropolished, and passivated (boiling water for 1 h) sur-

face conditions, respectively. The critical crevice potential

was þ 450mV (SCE) for the as-ground surface but was

greater than þ 800mVfor the electropolished and passivated

surface conditions. This indicates the surface condition can

affect the crevice corrosion resistance of NiTi.

Trepanier et al. showed that overlappedNiTi stentsmay be

susceptible to crevice corrosion [72].

B4. Stress Corrosion Cracking and Hydrogen

Effects of NiTi

B4.1. Hydrogen Effects. Hydrogen (H) is known to have

detrimental effects on the fracture properties of Ti alloys

and NiTi is no exception [73, 74]. Various investigations

have shown that under certain conditions severe hydrogen

embrittlement (HE) of NiTi SMAs can occur [39, 56, 59, 73,

75–83]. Hydrogen can be absorbed into NiTi during pick-

ling, plating, and caustic cleaning [74]. For instance, NiTi

orthodontic arch wires (used in the oral cavity) have been

known to show time-dependent failure, which was sus-

pected to result from HE [77]. Relatively short exposures

to the hydrogenated pressurized primary reactor water

chemistries can result in hydrogen level in excess of

1000 ppm [74].

Various levels of hydrogen have been considered detri-

mental to NiTi. For instance, Duerig and Pelton state that

hydrogen in excess of 20wppm� can degrade ductility and

more than 200wppmcan severely embrittleNiTi [74].Others

report HE has been observed in NiTi at concentrations of

approximately 100wppm and reported to cause a decrease in

the ductility, a loss of the shape memory properties, and a

decrease in the fatigue life of NiTi [81, 84, 85]. Studies

have shown that the ductility and strength in NiTi are

reduced beginning at nominal concentrations (approximately

10–50wppm) of hydrogen [76, 84].

Asaoka et al. estimated the diffusion constant of hydrogen

in NiTi (55.8% Ni) at RT to be 9� 10� 15m2/s [77].

Solubility of hydrogen from 52 to 427�C shows hydrogen

is absorbed in NiTi up to a maximum of about 40 at %

(13,000wppm) without hydride formation [86–89]. Schmidt

et al. found solubility decreases with increasing temperature

and that solubility follows Sievert’s law (i.e., solubility is

linear with the square root of hydrogen pressure) [89, 90].

He et al. reported hydrogen charging can significantly

decrease toughness [91]. He reported the fracture toughness

(KIC) for hydrogen-free samples to range between 36

FIGURE 38.2. Margin of safety versus pitting in vivo (Eb � Er) is relative constant with exposure

time to 37�C PBS. Mechanical polished NiTi (left) and electropolished (right) [46].
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and 44MPa-m� 1/2 for NiTi annealed at 150�C and as high

as 53 MPa-m� 1/2 for materials annealed at 700�C/1/2 h. He
et al. noted the fracture toughness can drop to as low as

1.3MPa-m� 1/2 for very high hydrogen concentrations and

the toughness reduction with increasing hydrogen concen-

tration is primarily due to the formation of hydrides. Only a

small portion of the reduction (about 2%) is due to the

formation of hydrogen-induced martensite [91].

Runciman et al. cathodically charged austenitic NiTi

samples to concentrations ranging from a baseline value of

9–650wppm [84]. They found the As and Af temperatures

were lowered by about 8�C when the hydrogen content was

increased from 9 to 240wppm hydrogen. The martensite

phase transition temperatures were more strongly affected

where theMs andMf temperatures were lowered by 80�C and

110�C, respectivelywhen the hydrogen contentwas increased
from 9 to 200wppm. Mechanical testing showed an increase

of approximately 60 MPa in the martensite stress plateau

when the hydrogen content was greater than 50 wppm. With

increasing amounts of hydrogen the austenite-to-martensite

transition is suppressed and virtually disappears with a hy-

drogen content of approximately 240wppm.

Scanning electron microscopy (SEM) analyses showed a

transition from a ductile-to-brittle fracture mode with in-

creasing hydrogen content and a transition from a fracture

surface showing evidence of microvoid coalescence mor-

phology to one which exhibited a featureless, transgranular

morphology [75, 84]. The microvoids from the hydrogen-

embrittled samples appear to be much smaller than those

observed in the nominal, as-received material [75].

Sheriff et al. investigated theeffectofhydrogenon the fatigue

life in rotating bending [78]. Experimental conditions include

load cycling up to 107 cycles, a temperature of 23�C, strain
amplitudes that ranged from0.5 to 4.3%, 5–15 samples tested at

each load condition, hydrogen contents that ranged from 10 to

80wppm, and NiTi with Af¼ 13�C. They did not report the

loading frequency. Their data suggested hydrogen concentra-

tions as low as 50wppm caused a small, yet statistically

significant, decrease in fatigue life above 1.4% cyclic strain.

However, increasing hydrogen concentration did not appear to

affect fatigue life below 1.4% strain up to 80wppm hydrogen.

B4.2. Stress Corrosion Cracking of NiTi. Given the sus-

ceptibility of NiTi to HE, it is not surprising that this alloy

can, under some circumstances, exhibit stress corrosion

cracking (SCC). We use the term SCC in its broadest sense

to include any type of environmentally assisted cracking

(EAC), which could include slip dissolution and hydrogen-

assisted cracking.

Melton and Harrison reported on the SCC of Ni–50%

Ti–3% Fe in both seawater and boiling magnesium chlo-

ride [39]. No SCC was observed in precracked cantilever

beam specimens of Ni–50% Ti–3% Fe exposed to natural

seawater at a stress intensity (KI) equal to 44MPa-m� 1/2

after 2900 h exposure. For reference, the fracture toughness

of NiTi (i.e., the critical stress intensity for fracture, KIC)

equals 39.2� 2.8MPa-m� 1/2 (annealed at 150�C) and

53MPa-m� 1/2 (annealed at 700�C/1/2 h) [73]. The specimens

exposed to concentrated (double-normal seawater concen-

tration) that had been acidified to pH 2 did crack. The SCC

stopped when the threshold stress intensity for SCC (KISCC

¼ 31MPam� 1/2) was reached. Their SCC tests in boiling

magnesium chloride SCC were conducted using smooth (no

notch or precracked) NiTi couplers that were clamped,

through the shape memory effect, to a solid titanium rod.

These stressed couplers were exposed to boiling magnesium

chloride at 155�C for 96 h. All the Ni–50% Ti–3% Fe

specimens cracked but none of the Ni–44% Ti–9% Nb

couplers cracked [39].

Melton and Harrison reported that some NiTi couplings

leaked within hours of being filled with methanol, whereas,

other NiTi couplings showed no effect of exposure to meth-

anol even after several years [39]. They surmised that varia-

tions in the amount and type of trace impurities, such aswater

or halides, can make the methanol aggressive. They do not

statewhat form of corrosion caused these leaks, but likely it is

methanol-induced SCC as has been also observed on other Ti

alloys where intergranular corrosion can occur in methanol

halide solutions [92, 93]. Duerig and Pelton also note that

methanol appears to attack NiTi but only when diluted with

low concentrations of water and halides, which leads to

pitting and tunneling corrosion similar to what occurs in

titanium alloys [74]. Adding as little as 1.5% water is

sufficient to suppress the methanol SCC in Ti alloys [92].

Yokoyama et al. showed that NiTi is susceptible to time-

dependent initiation and growth of SCC cracks under con-

stant-load conditions [77, 80–83, 94]. Initially, this work was

motivated from an orthodontic viewpoint. The constant-load

testing was done with smooth wire specimens of NiTi

exposed to phosphate solutions containing various levels of

fluoride at pH levels as low as 5. The time to failure for these

smooth wires exhibited as strong stress dependence with

wires subjected to high stresses failing in a few hours and at

lower stresses taking 100 h or longer. This is consistent with

the time-dependent failures of NiTi orthodontic arch wires

noted to break a fewmonths after placement [77]. Yokoyama

et al. also noted a discontinuity in the time-to-failure versus

stress curves, which he attributed to an increase in hydrogen

absorption when the critical stress for martensite transfor-

mation is exceeded. They suggested the time-dependent

failure may be a result of both HE and active path SCC.

B5. NiTi Galvanic Corrosion

According to Melton, NiTi is slightly more noble in

the galvanic series than 316 stainless steel (316 SS) [40].

Venugopalan and Trepanier determined that when NiTi is

coupled to stainless steel, Ti and tantalum (Ta) this coupling
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does not significantly affect its corrosion behavior [95].

However, coupling NiTi to Au, Pt, or Pt–Ir alloys can result

in an order-of-magnitude increase in corrosion rate [95].

Hwang suggested there is a galvanic current between the

NiTi and Ti–C inclusions at the surface that act to initiate

pitting [62].

One example of what may be galvanic in vivo corrosion is

described by Kong. He describes an explanted NiTi Amplat-

zer septal occluder in direct contact with the Pt leads of a

pacemaker for 18 months. The occluder showed minor

pitting of the passive layer and is believed to be galvanic in

nature [96].

B6. NiTi Corrosion Fatigue

Robertson and Ritchie have studied the effect of frequency of

loading on the fatigue crack growth rate of NiTi [97]. In their

tests they found no difference between the fatigue crack

growth rates of NiTi fatigue tested in air or Hanks’ balanced

saline solution (HBSS) at 37�C. Nor did they find any differ-
ence in the fatigue crack growth rates for NiTi tested in HBSS

at 37�C at 1 or 50Hz. Both these observations indicate that

corrosion fatigue does not appear to affect NiTi, at least in

these environments and for these loading frequencies.

B7. NiTi Fretting Corrosion

The repassivation rate of passive oxides on corrosion-resis-

tant materials is important when such materials are being

used where fretting or wear can damage the protective

surface oxide when the material is being used in a corrosive

environment. For instance, such situations can occur with

NiTi used in vivo as a stent and the stent is a woven structure

or is rubbing against another stent [2, 38, 61, 72, 96]. The

regeneration of a passive surface layer on the Ti surface in

in vivo environments is generally slow and Ti–corrosion

product has been found in the tissue adjacent to some Ti

implants [38, 67, 72].

Asaoka et al. speculated that fretting corrosion may

damage the protective passive surface layer of NiTi, allowing

water to react with the bare metal surface that could generate

adsorbed hydrogen [77].

In implantedmedical devices there are concerns regarding

fretting corrosion or wear of NiTi at crossover points in

braided or knitted wire stents [2]. The U.S. Food and Drug

Administration (FDA) required an evaluation of stents that

might experience fretting corrosion [98]. Kong examined

NiTi Amplatzer septal occluders and no wire fractures were

found in vitro after cycle testing with 400million cycles or in

devices taken from the animals and humans [96]. Biochem-

ical studies showed no significant elevation of Ni levels after

implantation. These test results imply that fretting corrosion

did not occur in these devices invitro or invivo during fatigue

loading [96].

The wear or fretting between overlapped NiTi stents in

PBS has been evaluated in vitro through axial fatigue test-

ing [72]. The overlappedNiTi stents showed about a 300-mV

decrease in pitting resistance (Eb) after these fretting tests but

were still considered to have sufficient corrosion resistance

for use in vivo [72].

B8. NiTi High-Temperature Oxidation

Below about 100�C, NiTi remains shiny in air, but at higher

temperatures, the oxide surface slowly thickens, giving

interference colors [39, 44]. A gold color is seen for 30 nm

oxide (2-min anneal at 540�C), blue color for 45 nm (5-min

anneal at 540�C), turning back to golden after annealing to

30min (125 nm) [44]. Melton and Harrison reported that

oxidation above 700�C is more like stainless steel than Ti

since no internal oxidation or absorption of oxygen occurs.

The oxidation behavior of theNiTi in air at 750–950�C shows

parabolic oxidation rate kinetics except for the initial stages.

The activation energy for oxidation was determined to be

59 kcal/mol [99]. Titanium is selectively oxidized and the

oxide grows from the metal–oxide interface. Satow et al.

found the oxidized specimen has a layer structure of TiO2

(rutile) on the outermost layer, the TiO2 phase containing

TiNiO3 particles, a porous Ni phase containing Ti, the Ni3Ti

phase, and the TiNi phase in sequence from the outer side.

They found the rate-determining process for oxidation was

the inward diffusion of oxygen ions through the oxide (rutile)

layer and the rate of oxidation is slightly faster than that of

pure Ti [99].

Undisz et al. investigate the mechanical stability of sur-

face oxide layers on NiTi when subjected to the large

reversible pseudoelastic strains (up to 8% strain) [44]. Such

cracks in the protective oxide layers could have a significant

effect on the corrosion and biocompatibility behavior. They

found that the critical strain required to crack the oxide layer

was less than 0.6% strain. Furthermore they also note that

NiTi undergoes L€uders straining, which can amplify the

applied strain. For instance, the application of 1% strain to

NiTi can lead to 3% strain at a local level [44]. They found

that under tensile straining cracks are formed perpendicular

to the loading direction as a result of the longitudinal

elongation and parallel to the loading direction as a result

of the Poisson contraction of the material. Thin oxide layers

(<80 nm) do not form the cracks parallel to the loading

direction, and these perpendicular cracks can close during

unloading. For oxides layers thicker than 80 nm both types

of cracking occur and result in flaking of oxide particles

exposing the nickel-enriched layer underneath [44].

B9. Corrosion of NiTi Medical Devices

The use of SMA in medicine has grown rapidly since the

early 1980s. The medical device market includes a broad
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range of equipment and devices used in orthopedic, neurol-

ogy, cardiology, and interventional radiology [12]. Such

applications include stents, guide wires, vena cava filters,

and a variety of orthopedic devices. As a result of these

applications, considerable research has been done looking

into the in vivo and in vitro corrosion resistance.

B9.1. In Vivo Humans. Hasters et al. used NiTi for various

devices in orthopedic surgery formore than 12 years when he

wrote his article in 1990 with no known indications of

corrosion or biocompatibility [100]. He describes the con-

dition of SMA osteosynthesis staples used for the same

applications where Blount’s bone staples are used. He de-

scribes these staples as having been used in human ankle and

knee joint surgeries but does not describe the surface finish-

ing used for these NiTi staples, but it appears they were in an

as-ground and polished but not electropolished condition.

These staples had been in service for 6–16 months. Staples

were surrounded by well-vascularized scar tissue. SEM

examination at 1000X magnification showed the indications

of the as-ground surface with TiC inclusions. No areas of

corrosive attack were detected. For his surgeries, where he

used NiTi as a spacer for bone-chip arthrodesis of the spinal

column he stated he screened patients first for Ni and Ti

allergies [100]. Ninety-five patients were treated with NiTi

implant, with exposure times as long as four years, without

indication of complications. Lu reported similar results on

NiTi staples used for internal fixation [3].

Ries et al. reported on the systemic Ni release after

implantation of the NiTi Amplatzer septal occluders [101].

They examined 67 patients with no history of Ni sensitivity

with blood samples taken 24 h before and 24 h, 1, 3, and

12 months after occluder implantation. Ni-serum concentra-

tions were measured by atomic absorption spectrometry.

They considered the normal Ni concentration to be less than

2 ng/mL. They found the mean serum levels of Ni increased

from 0.47 ng/mL before implantation to 1.27 ng/mL 24 h

after implantation and ultimately to a maximum of

1.50 ng/mL one month after implantation. During follow-up

examinations, the Ni values decreased to those measured

before implantation. They speculated Ni was released until a

calcium–phosphate layer formed on the passive oxide film of

the device or until endothelialization was completed.

Pertile et al. recently measured the open-circuit potential

(OCP) of NiTi in vivo in humans [102]. They determined the

average in vivo human OCP determined from six indepen-

dent measurements on human patients in the arterial system

was � 0.334� 0.030V (SCE). This value was in good

agreement with their data from in vitro testing using simu-

lated body fluids [� 0.313� 0.003V (SCE) in AFNOR S90-

701 artificial saliva, � 0.334� 0.001V/SCE in artificial

urine, and � 0.239� 0.007V/SCE in Ringer’s solution].

They noted that, since no Eb values were reported lower

than 0.0V/SCE, NiTi should be considered resistant to

pitting in vivo [102].

There have been a few reports of NiTi implants and

orthodontic arch wires pitting in vivo [38, 103–106]. Not

all agree that this is actually a result of in vivo exposure and

may in fact be an artifact of the cleaning and disinfection

processes [107]. Additionally, later explant investigations by

Major and Guidoin do not report pitting observed on NiTi

explants [108].

Carroll and Kelly recently showed the breakdown poten-

tial (Eb) of NiTi in Ringer’s solution is lower when tested in

blood thanwhen tested inHanks’ solution. This implies there

are proteins, amino acids, or other components in blood,

which improves the corrosion resistance of NiTi over that of

Hanks’ solution and that corrosion testing in synthetic phys-

iological solutions will give conservative results, that is, does

not overpredict pitting resistance [109, 110].

B9.2. In Vivo Animals. Lu reported Zhang’s data on long-

term uniform corrosion rate determinations for NiTi im-

planted in rabbits for up to one year, see Table 38.2 and

TABLE 38.2. Corrosion Rates of NiTi

Media Corrosion Rate (mm/year) References

1 wt % NaCl 5.5� 10� 5 [3]

0.1 wt % NaSO4 6.9� 10� 5 [3]

1 wt % Lactic acid 5.7 � 10� 5 [3]

Acetic acid (50–99.5% at 30�C to boiling) 2.5� 10� 2–7.6� 10� 2 [74]

0.05 wt % HCl 0 [3]

3 wt % HCl at 100�C 9� 10� 3–8.4� 10� 2 [74]

10 wt % HNO3 at 30
�C 6.4� 10� 4 [74]

60 wt % HNO3 at 30
�C 6.4� 10� 3 [74]

5 wt % HNO3 at boiling point 5� 10� 2 [74]

8 wt % FeCl3 at 70
�C 2.3� 10� 1 [74]

Synthetic saliva 2.9� 10� 5 [3]

Deaerated Hanks’ solution 7.85� 10� 5 [95]

Rabbit (360 days exposure) 2.4� 10� 5 [3]
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Figure 38.4 [3, 111]. The corrosion rate showed a decreasing

corrosion rate with increasing exposure time as would be

expected for a passive material. The corrosion rate measured

after a one-year exposure is quite small (i.e., 24 nm/year).

Lu reported histological observations on 60 NiTi sam-

ples implanted in the femur and subcutaneously in rates

for periods of 3–10 months [3]. X-ray radiography after

one week showed newly formed bone in contact with the

NiTi. No evidence of reaction, rejection, or resorption of

bone was observed in the 10-month period. Tissue re-

sponse formed a thin pseudomembrane around the test

specimens and microscopy showed no evidence of inflam-

matory reaction. They concluded that NiTi had good

biocompatibility.

Lu also reported on in vivo animal testing to evaluate Ni

release from NiTi [3]. In these tests, NiTi samples were

placed in the soft tissue of the dog’s right-hind legs and theNi

content of the hair was measured as a function of time. Initial

Ni concentration of the hair ranged from 0.5 to 0.6 ppm Ni.

After a year, the Ni content ranged from 0.92 to 0.96 ppm,

showing a small increase in Ni.

B9.3. In Vitro Cell Culture. The cytotoxicity of NiTi is

comparablewith other implantable alloys [3, 8, 52, 112–114].

For instance, Lu describes cell growth inhibition tests in

which mouse fibroblast L-cells were grown in Eagle’s

medium with the addition of 10% calf’s serum. The NiTi

samples were placed in the culture chamber containing a

humidifiedCO2 atmosphere at 37�Cand a cell suspensionwas

placed on the NiTi for 24 h. The samples were then fixed and

compared with a negative control. The results showed

the cells grew well on the NiTi [3]. Shabalovskaya et al.

showed that cytotoxicity is greatly affected by surface

preparation [10].

B9.4. Quality Assurance Testing for Long-Term NiTi
Medical Device Implants. ASTM Standard F2129 provides

a quantitative method recognized by the FDA for the accel-

erated assessment of the corrosion resistance of medical

devices [115]. This test determines, among other things, the

rest potential� (Er), breakdown potential (Eb), and repassiva-

tion or protection potential (Ep). These values are illustrated

in Figure 38.5 for NiTi tested in accordance with ASTM

F2129 in PBS [46]. An example of the metal hydroxide

plume that forms in the PBS at the pit location is shown in

Figure 38.6. An example of a pitted NiTi surface is shown

in Figure 38.7.

Currently, there is no universally accepted acceptance

criterion for the corrosion resistance of NiTi for medical

device implants as measured by ASTM F2129. Results from

this test method can be used in a comparative sense to

evaluate a new device against a comparable predicate device

that has been previously approved for use by the FDA and has

been used for several years without any known corrosion

failures [46, 64, 65, 116]. This is sometimes quite expensive

as predicate devices can be quite expensive. Some companies

and researchers suggest a simple criteria in which Eb is

specified to be greater than a specified value [2, 117, 118].

For instance, Stoeckel et al. stated Cordis, a Johnson &

Johnson company, established Eb> 500mV (SCE) as an

acceptance standard for corrosion resistance for implantable

NiTi devices [2]. This value was chosen as it corresponds to

the corrosion resistance of the stainless steel Palmaz-Schatz

stent, the stent with the longest implant history.

Corbett and Rosenbloom suggested a similar criterion

where Eb> 600mV (SCE) is acceptable and where Eb< 300

mV it is unacceptable. If Eb values range between 300mV

(SCE) and 600mV (SCE) themedical device is considered to

have marginal corrosion resistance and additional testing is

required. These methods do not take into account the envi-

ronment or the material or provide guidance on how many

specimens need to be tested. For instance, the margin of

safety against pitting is really the difference between the

breakdown potential and the rest potential in vivo (i.e., Eb �
Er). Eiselstein et al. proposed a quality assurance (QA)

acceptance criterion for NiTi for use in long-term medical

devices that provides for such a methodology and how many

specimens to test [46, 65].

B9.5. Nickel Release. Implantablemedical devicesmust be

able to withstand the corrosive environment of the human

body for 10 or more years without adverse consequences.

Most research has been focused on developing materials and

devices that are biocompatible and resistant to corrosion

fatigue, pitting, and crevice corrosion. The biocompatibility

studies have generally been done by examining the tissue

� The rest potential Er is also variously known as the OCP, or the corrosion

potential (Ecorr or DFcorr).
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FIGURE38.4. Plot of Lu’s corrosion rate data ofNiTi implanted in

rabbits [3].
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surrounding devices implanted in animals and how cells

respond to the material surface. Although such tests are

critical for developing safe medical devices, they provide

little help in understanding what it is about a particular

material or surface condition that is affecting cytotoxicity

or immunological response [119, 120]. The rate at which

various alloy elements go into solution, the metal ion leach-

ing rate, is likely to have a direct bearing on the toxicity,

biocompatibility, and immunological response of a medical

device. Currently, there has been little reported on the metal

ion leaching rate for NiTi; however, it appears research into

how various surface treatments affect release rate is increas-

ing rapidly. The release of Ni is of concern as it is a known

allergen and carcinogen [121, 122].

The amount of metal ions that are released into the body

from an implanted medical device depends on the alloy, its

surface treatment, its total surface area exposed to tissue/

body fluids (or correspondingly the synthetic physiological

solutions used to simulate the invivo environments), and how

long it has been implanted. Much of the currently reported

information on Ni ion leaching from NiTi does not report all

the required information to evaluate and compare different

alloys and surface treatments. For instance, some researchers

only report solution concentration (mg/Li of Ni2þ ) versus
exposure time, whereas, the flux (mg/cm2/week) of Ni2þ

versus exposure time is actually needed for toxicological

comparisons [123]. Nevertheless, some of the reported data

clearly illustrate the importance of various variables that

affect metal ion flux emanating from an implantable medical

device.

Fujita et al. (as reported by Miyazaki) compared the

leaching rate of Ni, 304 and 316 stainless steel, and NiTi

in the martensite and austenite phase� [1, 124]. He tested

these specimens in the as-polished with emery paper condi-

tion in 0.9% NaCl at 37�C. Fujita only reported micrograms

ofmaterial released and does not provide the exposed surface

area. Nevertheless, from these data it is clear the metal

release rate decreases over time for all the alloys tested and

� This was done by using alloys with slightly different chemistry or proces-

singwhich gaveMs temperatures of 0 and 40�C.When tested at 37�C the one

with the 0�C Ms was austenitic and the one with the 40�C Ms was partially

martensitic.

FIGURE 38.5. Typical potentiodynamic polarization curve obtained for NiTi rod tested in PBS

solution at 37�C [46].

FIGURE 38.6. Pit formed on surface of electropolished super-

elastic NiTi rod as a result of potentiodynamic cyclic polarization

testing in PSB solution at 37�C [46].
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that the Ni released from the NiTi in both the martensite and

austenite phases was less than half that measured for the

stainless steels tested. These data also indicate that the Ni

leaching rate from the austenite was slower than from the

martensite phase. Fujita data also showed that passivation

treatments will significantly reduce the Ni release rate

[1, 124].

Venugopalan et al. showed the decrease in dissolution

rate with immersion time. He showed that Ni release from

NiTi decreases from well below dietary levels to nearly

nondetectable levels in the first few days following immer-

sion in a physiologicalmedium [95]. The data fromTrepanier

et al. also illustrated the decrease in Ni leaching rate with

increasing exposure time and that surface treatment can

significantly affect the Ni release rate [123]. They found

electropolished NiTi released significantly lower amounts of

Ni compared to mechanical polished samples. Trepanier et

al. reported the volume of solution used for the leaching but

did not report the surface area of the NiTi exposed to Hanks’

solution, thereby making these results difficult to compare to

other research on Ni leaching from NiTi. Wever et al.

reported that the NiTi exposed to deaerated Hanks’ solution

has a first-day Ni release rate of 0.88mg/cm2/week to non-

detectable after 10 days [125]. Clarke et al. showed that the

surface condition has a significant effect on the Ni leaching at

nondetectable levels (less than 5 ppb) for etched wires,

etched pickled, or etched–pickled–mechanical polished,

whereas Ni leaching rates were significantly higher for wires

in the as-drawn condition [43].

In another study on Ni leaching, McLucas, et al. studied

leaching as a function of time fromNiTiwires given different

surface treatments (as drawn, etched, mechanical polished,

etched again, and pickled) to determine the effect on human

umbilical vein cells (HUVECs) at the transcriptional level by

real-time polymerase chain reaction (PCR) measurements of

the expression level of three known inflammatory mediators

compared to control cells [121]. One of these inflammatory

mediators, E-selectin (a marker for endothelial cell injury),

was found to be upregulated as a result of Ni release. E-

selectin is an adhesion molecule that plays a role in postim-

plantation reactions and is involved in the initial immuno-

logical response [121]. Other experiments showed this up-

regulation was not a result of surface topography. The Ni

release rates reported for 24, 48, and 72 hwere determined by

exposingwires (total surface area of 3.84 cm2) to 3MLof cell

culture media at 37�C [121]. The media was then analyzed

for Ni2þ concentration. Although they only reported the Ni

concentration of the media, these values can be converted to

an average Ni2þ flux over exposure time using the reported

surface area and exposure times. The Ni flux ranged from

1.8mg/cm2/week to less than 0.009 g/cm2/week depending

on the surface finish. They found that higher Ni concentra-

tions in the passive film layer (as measured by XPS) gave

higher Ni leaching rates. TheNi concentrations in the passive

films varied from 15 at % to less than 1 at %. Although the

average Ni flux over 72 h of exposure was small (less than

0.06� 0.007 mg/cm2/week), it still had a biological effect by

upregulating E-selectin.

Fasching et al. have recently reported on how heat treat-

ment, surface condition, and strain levels affect the nickel

leaching rate from NiTi surfaces [126]. They found that

nickel release rates (mg/cm2/wk) decreased with increasing

immersion times and very low release rates were observed

after 30 days. The electropolished sample had the lowest

initial nickel release rate of about 7 mg/cm2/wk, which

decreased to less than 0.7 mg/cm2/wk after one week immer-

sion. Prestrained samples had higher nickel release rates and

took longer to reach the low steady-state rates [126].

Okazaki et al. recently showed that the Ni and Ti release

rate for mechanically polished NiTi is relatively constant

(about 0.1 mg/cm2/wk) between pH 4 and 8 but increased

rapidly with decreasing pH (below pH 4) [127]. The nickel

FIGURE 38.7. Example of pits generated in mechanical polished NiTi (left) and electropolished

(right) NiTi in 37�C PBS during ASTM standard F2129 polarization testing.
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release rate for NiTi is much smaller than that measured for

stainless steels and Co–Cr–Mo–Ni–Fe [127]. Although the

rapid increases were observed at approximately pH 2, the

quantities were even higher than that of Co released from

the Co–Cr–Mo and Co–Cr–Mo–Ni–Fe alloys [127].

The Ni leaching rates for NiTi can be compared to other

common implant alloys, such as stainless steel and Co-based

alloys. For instance, Herting et al. investigated the effect of

various simulated physiological solutions [Gamble’s solu-

tion and artificial lysosomal fluid (ALF)] on the rate of metal

ion leaching from various stainless steels [128–130]. They

found metal dissolution rates decrease with exposure time,

and for stainless steels the metal ion leaching rate is faster at

pH 4.5 than at 7.4. For instance, Herting et al. observed the

average Ni ion release rate on the first day of exposure of

316L stainless steel in the “as-received” surface condition to

ALF solution (pH 4.5) to be 0.33mg/cm2/week, whereas the

Ni release rate dropped to 0.08 mg/cm2/week after one week

of exposure. The average metal ion release rates in pH 7.4

Gamble’s solution was at least one order ofmagnitude lower,

0.006 (Ni) mg/cm2/week. Preexposure to Gamble’s solution

for 8–24 h reduces the totalmetal ion leaching rate during one

week of exposures to the higher pH ALF solutions. Ornberg

et al. reported that the metal ion release rate of passivated

Ni–Co–Cr alloy 35N LT (36Ni–33Co–20Cr–10Mo) exposed

to PBS (pH 7.4) to which 100mM H2O2 was added to

simulate immunological response to be 0.55 (Ni) mg/cm2/

week respectively, after 3 h of exposure [131]. These leach-

ing values are probably higher than observed for stainless

steel due to the short exposure time and the oxidizing effect of

the peroxide. From this, we can see that the Ni leaching rate

of NiTi is comparable to other common implant materials

even though the Ni concentration of this SMA is significantly

higher than stainless and cobalt-based implant alloys. In

addition, the Ni leaching rate can be compared to the daily

intake of Ni from food and water, which is estimated to be

200–300mg/day [95, 122, 132]. The typical Ni leaching rate

from medical devices (except for some orthopedic implants

with very large surface areas) has Ni release rates several

orders ofmagnitude lower than this daily dietary intake. This,

however, should not be taken as evidence that such low

release rates are safe, as it has been shown that even low

release rates can have biological effects.

B9.6. Effect of Synthetic Physiological Solutions on
Pitting. Pound showed that the type of synthetic physiolog-

ical solution (simulated human bile, salt-only bile, PBS, and

Hanks’ solution) used had little effect on pitting resistance for

NiTi in the electropolished condition with all solutions giving

breakdown potentials greater than 1V (SCE) [41]. However,

Pound found that NiTi alloys in the mechanical-polished

condition had lower pitting resistance when tested in simu-

lated bile as compared to their pitting resistancewhen tested in

the salt-only bile or PBS as based on Eb � Ecorr results [41].

Speck and Fraker found pitting resistance of NiTi was not

affected when tryptophan or cysteine (amino acids) were

added toHanks’ solution at blood-level concentrations [133].

They did find, however, that cysteine did decrease Eb at

higher concentrations (4300 times the concentration found in

blood). Pound reported results on pitting resistance of NiTi

exposed to various amino acids and bovine serum. He found

cysteine may increase the pitting susceptibility at blood level

concentrations compared to values obtained in PBS. How-

ever, he found there was no difference between pitting

susceptibility when tests are done in PBS or bovine serum

indicating PBS is adequate for simulating in vivo environ-

ments for NiTi [134]. Hansen showed that an albumin–

fibrinogen combination added to Hanks’ solution will

decrease Eb and Eb � Er compared to tests done in Hanks’

solution without additives [134, 135].

The pH of the test solution appears to have the greatest

effect on corrosion behavior. Speck et al. found that de-

creasing the pH will decrease breakdown potential and

Okazaki et al. observed the amount of Ni leached from

NiTi increases dramatically as the pH of the test solution is

lowered [127, 133].

C. b-Ti: Ni-FREETi-BASED SHAPEMEMORY
ALLOYS

Ni-free Ti-based alloys are being developed for shape mem-

ory/superelastic biomedical applications [37]. Such materi-

als are important as it is thought they may be more bio-

compatible than high-Ni-content NiTi compositions most

commonly used today for medical devices and implants

[7, 29, 30]. SMAs based on b-Ti can exhibit one-way shape

memory effects on the order of 3–3.5% strain [15, 30].

Recently, a Ni-free Ti–18 at%Nb–4 at%Sn SMA (elastic

strain of 3.5%) was developed to avoid possible allergic or

carcinogenic reactions that are usually of concern with Ni-

containing alloys [29, 30]. The corrosion behavior of the

Ti–Nb–Sn SMA in 0.9% NaCl, 0.05% HCl, and 1% lactic

acid in aerated solutions at 37�C was investigated by im-

mersion testing with ICP spectrometry and electrochemical

measurements [29]. Takahashi et al. reported this alloy has

comparable corrosion resistance to commercial pure Ti and

much higher corrosion resistance compared to conventional

NiTi SMA [29]. They reported the total metal ion release

from Ti–Nb–4Sn in HCl is 1/5th and 1/15th as high as

commercial pure Ti and NiTi, respectively.

Saito et al. recently reported another class of superelastic

alloys described as “gum metal” [30, 31]. This is a b-type Ti
alloy with low modulus and elastic strain of 2.5%; however,

its superelasticity is not considered to be the same as for more

typical SMAs [31]. Various compositions have been

described such as Ti–29Nb–13Ta–4.6Zr [30], Ti–23 at %

Nb–0.7 at % Ta–2 at % Zr–O [31], and Ti–12 at % Ta–9 at %
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Nb–3 at % V–6 at % Zr–O [31]. Guo reported the corrosion

behavior of these newly developed multifunctional b-type
Ti–23 at%Nb–0.7 at%Ta–2 at%Zr–Oalloy and compared it

to Ti–6Al–4V behavior in Ringer’s solution. The OCP, po-

tentiodynamic polarization, andXPS techniques were used in

this evaluation [136]. The Corrosion property was also mea-

sured for comparison. The results showed “gum metal” alloy

possessed much better corrosion resistance than Ti–6Al–4V

alloy. This alloy had a high corrosion potential and high

breakdown potential attributed to the stable and inert passive

TiO2 film modified by the oxides of Nb, Ta, and Zr [136].

Wang et al. studied the corrosion resistance of Ti–22Nb

and Ti–22Nb–6Zr alloys [137]. The corrosion behavior was

evaluated in 0.9% NaCl at 37�C and neutral pH using OCP,

potentiodynamic polarization, and electrochemical imped-

ance spectroscopy (EIS) techniques [137]. The results indi-

cated the addition of Zr played a crucial role in improving the

corrosion resistance of the Ti–22Nb–6Zr alloy. The alloys

had high-breakdown potential and low corrosion current

densities. Both the corrosion current and passive current

density decreased with the addition of 6 at % Zr into the

Ti–22Nb alloy. Anodic polarization was found to improve

corrosion performance [137]. Wang and Zheng also evalu-

ated the corrosion and biocompatibility for a Ti–16Nb low-

modulus Ni–free SMA [137]. Their electrochemical testing

showed this alloy had a breakdownvoltage greater than 2.5V

(SCE) in Hanks’ solution at pH 7.4 [137]. XPS showed the

passive film contained mainly TiO2 and Nb2O5 and indirect

cytotoxicity results showed it to have biocompatibility sim-

ilar to CP titanium [137].

D. Cu-BASED SHAPE MEMORY ALLOYS

Cu-based SMAs, such as Cu–Zn–Al and Cu–Al–Ni, are

available for commercial applications but do not have as

good shape memory properties or corrosion resistance as

nNiTi; however, they do provide a more economical alter-

native to nNiTi [32]. Cu-based SMAs typically have body-

centered cubic (bcc) crystal structure (e.g., b-brass). Exam-

ples include Cu–Zn and Cu–Al alloys in which Zn and Al

may be partially replaced by other alloying elements such as

Si, tin (Sn), manganese (Mn), or mixtures of these ele-

ments [35]. An example of such alloy compositions would

be 60–85 wt % Cu with varying amounts of Zn and/or Al in

combination with Si and Mn. For instance, alloys having,

0–40wt%Zn, 0–5wt%Si, 0–14wt%Al, and 0–15wt%Mn

form bcc-type structures. Ternary quaternary and more com-

plex alloys of Cu are common [35].

These alloys are generally single phase. Usually the

b-phase is obtained by rapidly quenching the alloy from an

elevated temperature. If the quenching rate is too slow, a

second phase may form which does not undergo the revers-

ible austenite–martensite transformation [35]. An alloy that

contains at least 70% b-phase may still possess the same

useful properties as the pure b-phase structure. Initially, Cu-
based SMA suffered from intergranular failure that was

attributed to the large grain size; however, development of

fine-grained Cu-based alloys (through grain refining addi-

tives such as B, Ce, Co, Fe, Ti, V, and Zr) improved their

mechanical properties significantly [32].

In general, Cu–Zn–Al andCu–Al–Ni SMAare considered

to have corrosion performance similar to aluminum bronzes

and the performance is rated as poor, low, or fair to excel-

lent [138, 139]. Neither of these Cu-based SMA families are

considered to be biocompatible [138].

D1. Cu-Based SMA Pitting

Cu–Ni–Ti shape memory (Af temperatures of 21�C and

38�C)orthodonticwires have been studied byPun et al. [140].
They found that the OCP and pitting susceptibility of the

Cu–Ni–Ti alloy was significantly higher than that of the NiTi

in artificial saliva [140].

D2. Cu-Based SMA Dezincification

Cu–Zn–Al SMAs are susceptible to dezincification which

occurs preferentially along surface crevices, grain bound-

aries, and martensite interfaces [32, 141]. The susceptibility

to dezincification strongly depends on the phase and com-

position. Resistance to dezincification is improved by in-

creasing the Al content [32].

D3. Cu-Based SMA Intergranular Attack and

Stress Corrosion Cracking

Cu–Zn–Al alloys are susceptible to intergranular SCC [32,

142, 143]. SCC of Cu–Zn–Al SMAs is insensitive to

type of phase present or Al content of the alloy between 4

and 8 wt % [32]. The nitrite anion was found to be the most

potent agent for SCC in this Cu–Zn–Al family of SMAs. SCC

is also caused by exposure to solutions containing nitrate and

sulfate anions and ammonia solutions with pH values be-

tween 7.9 and 11 [32].

E. Fe-BASED SHAPE MEMORY ALLOYS

There are three types of martensites with different crystal

structures: a0 [bcc or body-centered tetragonal (bct) com-

monly found in Fe–C and Fe–Ni alloys], e [hexagonal close
packed (hcp)], and face-centered tetragonal (fct) martens-

ite [36]. The shape memory effect has been found in each of

these three types of ferrousmartensites. The iron-based SMA

family is composed of Fe–Mn–Si, Fe–25 at % Pt, and

FeNiCoTi [15]. The iron-based SMAs are considered to have

medium to high corrosion resistance [139].
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Although the Fe–(14–30%)Mn–(4–6%)Si alloys do not

really undergo a thermo-elastic martensitic transformation,

they still exhibit a one-way shape memory effect of several

percent and a recovery stress on the order of 300 MPa can be

generated [15]. In order to obtain adequate corrosion resis-

tance, this alloy must be alloyed with Cr and Ni, which

reduces the shape memory effect slightly; however, a 4%

one-way memory effect can be achieved through complex

thermomechanical processing. Among the various ferrous

SMAs only the Fe–Mn–Si–Cr–Ni alloys appear to have

commercial significance [36].

F. MAGNETIC SHAPE MEMORY AND

SHAPE MEMORY ALLOYS OTHER THAN

TITANIUM BASED

Research into magnetic shape memory alloys has been

increasing worldwide [37]. Their shape memory effect is

driven by magnetic field instead of temperature variation,

allowing faster fast actuation than is possible by temperature

change. In addition, there are several other classes of shape

memory/superelastic materials, some of which are the cop-

per-based alloys and other alloy systems.

F1. Magnetic Shape Memory

Ferromagnetic shape memory alloys (FSMAs) are actuator

materials that deform under magnetic field by the motion of

twin boundaries in the martensite phase. The ferromagnetic

shape memory effect was first observed in 1996 in Ni–

Mn–Ga by Ullakko et al. at MIT [144]. The maximum

recoverable strain is about 6%. These FSMAs have the

potential to be used as fast-acting actuators and in percu-

taneously placed implant devices [66]. The corrosion re-

sistance of the Ni–Mn–Ga FSMAs is typically fairly poor.

Immersion tests in Hanks’ balanced salt solution at 37�C
and pH 7.4 for 12 h resulted in the formation of large pits on

Ni–Mn–Ga samples while a thin-film NiTi displayed no

signs of corrosion [66]. Gebert et al. state that Ni–Mn–Ga

FSMAs exhibit a low corrosion rate and stable anodic

passivity in weakly acidic to strongly alkaline solutions

(pH 5–11) [145]. The passive film formed in pH 5–8.4

solutions was composed of Ni(OH)2, NiOOH and Ga2O3,

and NiO, MnO2, and MnO at the surface and film–metal

interface, respectively. MnS inclusions which are formed

during the materials processing are responsible for the

pitting susceptibility of these materials.
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A. INTRODUCTION

The importance of microorganisms in the corrosion of

metallic materials has been recognized for over 70 years,

since the first report by von Volzogen Kuhr and van der

Vlught [1]. Microbiological corrosion, now also called

microbially influenced/induced corrosion (MIC) mostly by

corrosion engineers and materials scientists, affects a wide

range of industrial materials in multiple applications that

include oil fields, offshore platforms, pipelines, pulp and

paper industries, armaments, nuclear and fossil fuel power

plants, chemical manufacturing facilities, and food indus-

tries [2–6]. The terminology of microbiological corrosion

was frequently interchangeably used with microbiological

fouling, but, strictly speaking, the two are not synonymous.

MIC is not clearly defined, and ambiguity and misuse are

common.

Corrosion of materials may cause severe economic loss

and may have devastating consequences. It was estimated

that 70% of the corrosion in gas transmission is due to

problems caused by microorganisms, with the American

refinery industry losing $1.4 billion a year from microbial

corrosion [7]. Different groups of microorganisms are capa-

ble of corrosion and degradation: the best-known causative

microorganisms include both aerobic and anaerobic bacteria.

The sulfate-reducing bacteria (SRB) have become the

chosen organisms in a large number of studies on biocorro-

sion [8–16]. In addition to SRBs, exopolymer (slime)– and

acid-producing bacteria were found to participate actively in

corrosion processes by a mechanism in which metal ions are

complexed with functional groups of the exopolysacchar-

ides, resulting in release of metallic species into solution

[17–20]. Similarly, it should bementioned here that fungi are

also involved in the corrosion of aluminum and its alloys by a

process in which organic acids of microbial origin attack the

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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materialmatrices [21]. Fungi are known in the degradation of

concrete [22, 23], stone [15, 24–26], glass [27], and artificial

polymers that arewidely used for protective purposes against

corrosion [28–30].

Microbial involvement in corrosion of materials, includ-

ing both metallics and polymeric materials as well as stone,

is a result of adhesion to and active metabolism on surfaces.

Microorganisms are capable of forming complex biofilm

communities on surfaces of metals (Fig. 39.1). Microbial

associations with surfaces of materials can also contribute

to the degradation or corrosion of the underlying materials

(e.g., metals). Considering the availability of molecular

oxygen, some aerobic microorganisms obtain electrons

from metal oxidation and, at the same time, reduce CO2

for synthesis and growth [31]. The growth of bacteria on

these surfaces alters the surfacial microenvironement,

yielding acidity, and oxygen depletion, changing the dif-

fusivity of metabolites and nutrients through the biofilm

layer. As a result, the anaerobic SRBs may proliferate and

produce H2S, which severely corrodes metals [32]. These

corrosion processes are typically mediated by the hydrog-

enase activity of the SRBs, particularly by the genus

Desulfovibrio.

A wide range of microbial processes can cause corro-

sion [10, 11]. In general, the presence of inorganic deposits

and differential concentrations of oxygen and chloride are

important parameters determining the extent of corrosion.

The presence of a microflora and fauna on surfaces of

materials alters the local environment, providing appropriate

conditions for dissolution of themetal. Some of the processes

are summarized below.

B. MICROBIAL BIOFILMS

Microorganisms adhere to nonliving and living (tissue)

surfaces under submerged or moist conditions [33–35] and

in industrial environments exposed to moisture [28–30].

Adhesion of microorganisms to surfaces of metals changes

the electrochemical charateristics of the material. The resul-

tant biofilm can lead to a process called cathodic depolari-

zation due to oxygen depletion near microbial colonies as the

result of microbial activity and an increased localized acidity

around the microbial colonies. The structure of a biofilm

community on any surface is spatially heterogenous in

composition [36, 37], reflecting changes in the local envi-

ronment, nutritional conditions, and selective pressure.

Bacterial attachment to surfaces is essential to the initiation

of corrosion, recruiting of invertebrate settlement [38], and

passivation of metallic surfaces [39]. An understanding of

bacterial adhesion processes and the characteristics of bio-

films is essential for a better understanding of the initiation

and control of corrosion by microorganisms. Information

pertinent to microbial biofilm formation is discussed in other

relevant chapters in this book.

The effects of biofilms on corrosion are bymeans of any or

a combination of the following factors: (1) direct effects on

cathodic or anodic processes, (2) changes in surface film

resistivity by microbial metabolites and exopolymeric

materials, (3) generation of microenvironments promoting

corrosion, including low oxygen concentration and acidic

microenvironments, and (4) establishment of ion concentra-

tion cells. Because biofilms are present in a wide range of

environments, their influence on materials covers a wide

range of temperature, humidity, salinity, acidity, alkalinity,

and barometric conditions. It should be mentioned here that

in some cases biofilms may cause ennoblement rather than

corrosion [40].

C. AEROBIC CORROSION

C1. Oxidation Processes

Under aerobic conditions, molecular oxygen (O2) serves as

an electron acceptor to achievemaximal energy formicrobial

growth.Microorganisms living under natural conditions tend

to adhere to surfaces because surfaces concentrate nutrients

under oligotrophic conditions and offer protection from

predation. Adhesion is by means of long-range and short-

range forces operating between the bacterial cells and the

surfaces [41, 42]. At a distance, attractive forces dominate.

After moving to a critical distance near a surface, repulsion

forces become dominant and keep bacteria at a finite distance

away from the surface.

The microflora forms random patches on material sur-

faces, inducing the formation of differential concentration

FIGURE 39.1. Scanning electron micrograph showing a biofilm

community on the surface of stainless S316 after incubation in

marine water from Boston Harbor, Massachussetts. The sample

was dehydrated and critical point dried before being coated with

palladium and gold (scale bar, 2mm)
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cells on metals. Affter initial adhesion by electrostatic

attraction or random collision, the organisms divide and

form colonies, which deplete oxygen and release hydrogen

ions [41, 43]. The adhesive process may induce the expres-

sion of genes responsible for polysaccharide synthesis

because exopolymeric materials are important to the forma-

tion of a complex biofilm community. Under oligotrophic

conditions, microorganisms synthesize large quantities of

exopolysaccharides which serve as protectants from dessica-

tion and also act as energy reserves.Whennutrients are further

depleted, the cells can recycle these polymers as a source of

carbon and energy through self-initiated depolymerization.

During aerobic corrosion, the area of ametal beneath these

colonies acts as an anode,while the area further away from the

colonies, where oxygen concentrations are relatively higher,

serves as a cathodic site [44]. Electrons flow from the anode to

the cathode and the corrosion process is initiated. Concen-

tration of electrolytes affect the distance between the anode

and cathode, which are closer at low salt and father apart at

high salt concentrations. An electrochemical potential is

eventually developed across the two sites and corrosion

reactions take place, resulting in the dissolution of metal.

Dissociated metal ions form ferrous hydroxides, ferric

hydroxide, and a series of Fe-containing minerals in the

solution phase, depending on the biological species present

and the chemical conditions. It should be noted that oxidation,

reduction, and electron flow must all occur for corrosion to

proceed. However, the electrochemical reactions never pro-

ceed at theoretical rates because the rate of oxygen supply to

cathodes and removal of products from the anodes limit the

overall reaction [9, 44]. In addition, impurities and contami-

nants of the metal matrices also stimulate corrosion by

initiating the formation of differential cells and accelerated

electrochemical reactions.

When aerobic corrosion occurs, corrosion products usu-

ally form a structure consisting of three layers called tuber-

cles. The inner green layer is mostly ferrous hydroxide

[Fe(OH)2]. The outer one consits of orange ferric hydroxide

[Fe(OH)3]. In between these two, magnetite (Fe3O4) forms a

black layer [13, 14]. Themost aggressive form of corrosion is

tuberculation caused by the formation of differential oxygen

concentration cells on metal surfaces. The overal reactions

are as follows:

Fe0 ! Fe2þ þ 2e� ðanodeÞ ð39:1Þ

O2 þ 2H2Oþ 4e� ! 4OH� ðcathodeÞ ð39:2Þ

2Fe2þ þ 1

2
O2 þ 5H2O! 2FeðOHÞ3 þ 4Hþ ðtubercleÞ

ð39:3Þ

Initial oxidation of Fe of mild steel at near-neutral pH is

driven by dissolved O2 [45]. Subsequent oxidation of Fe
2þ

to Fe3þ is an energy-producing process carried out by a

few bacterial species [46]. The amount of free energy from

this reaction is small, approximately � 31 kJ. Large quan-

tities of Fe2þ are oxidized to support the slow microbial

growth. Because the Fe2þ oxidative reaction is rapid under

natural conditions, microorganisms compete with chemical

processes for available Fe2þ . As a result, biological

involvement under aerobic conditions may be underesti-

mated [10, 11].

C2. Microorganisms Involved

Several groups of aerobic microorganisms play an impor-

tant role in corrosion, including the sulfur bacteria, iron-

and manganese-depositing and slime-producing bacteria,

fungi, and algae. The so-called iron bacteria include the

Sphaerotilus-Leptothrix, Gallionella, and Siderocapsa.

Ghiorse and Hirsch [47] also observed that two

Pedomicrobium-like budding bacteria deposit Fe and Mn

on their cell walls. Most of these bacteria are difficult to

culture under laboratory conditions [31]. At neutral pH,

Fe2þ is not stable in the presence of O2 and is rapidly

oxidized to the insoluble Fe3þ state. In fully aerated fresh-

water at pH 7, the half-life of Fe2þ oxidation is less than

15min [48]. Because of this, the only neutral pH environ-

ments where Fe2þ is present are interfaces between anoxic

and oxic conditions. Recently, improved techniques allowed

the isolation of new Fe2þ -oxidizing bacteria under micro-

aerophilic conditions at neutral pH [49]. Ferric oxidesmay be

enzymatically deposited by Gallionella ferruginea and

nonenzymatically by Leptothrix sp., Siderocapsa, Nau-

manniella, Ochrobium, Siderococcus, Pedomicrobium,

Herpetosyphon, Seliberia, Toxothrix, Acinetobacter, and

Archangium [46, 47]. Questions remain as to the extent of

microbial involvement in specific processes of corrosion

involving iron oxidation. A more comprehensive under-

standing of these mechanisms will likely require an inte-

grated approach that includes microbiology, materials sci-

ence, and electrochemistry.

Microorganisms in the genus Thiobacillus are also

responsible for oxidative corrosion. Because metabolically

they oxidize sulfur compounds to sulfuric acid, the acid

around the cells may attack alloys. Similarly organic acid-

producing microorganisms, including bacteria and fungi, are

of concern. A number of acid-tolerant microorganisms

are capable of Fe oxidation, of which Thiobacillus spp. are

probably the most common. Thiobacillus ferrooxidans oxi-

dizes Fe2þ to Fe3þ , but the product limits growth of the

bacteria [46]. SO4
2� is required by theFe-oxidizing system in

T. ferrooxidans. The role of S is probably to stabilize the hexa-

aquated complex of Fe2þ as a substrate for the Fe-oxidizing

enzymesystem,with theFe2þ beingoxidized at the surface of

the bacterirum. The electrons removed from Fe2þ are passed

to periplasmic cytochrome c. The reduced cytochrome c
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binds to the outer plasma membrane of the cell, allowing

transport of electrons across the membrane to cytochrome

oxidase located in the inner membrane.

Most microorganisms accumulate Fe3þ on their outer

surface by reacting with acidic polymeric materials. Such

mechanisms have important implications not only for cor-

rosion of metals but also to the accumulation of heavymetals

in natural habitats. Aquaspirillum magnetotacticum is

capable of taking up complexed Fe3þ and transforming it

into magnetite (Fe3O4) by reduction and partial oxida-

tion [50]. The magnetite crystals are single-domain magnets

and play an important role in bacterial orientation to the

two magnetic poles of the Earth in natural environments.

However, magnetite can also be formed extracellularly by

some nonmagnetactic bacteria [51]. The role of these

bacteria in metal corrosion is not fully understood.

Manganese deposition bymicroorganisms also affects the

corrosion behavior of alloys. Gowth of Leptothrix disco-

phora resulted in ennoblement of stainless steel by elevating

the open-circuit potential to þ 375mV [40]. Further exam-

ination of the deposits on surfaces of coupons using X-ray

photoelectron spectroscopy (XPS) confirmed that the prod-

uct was MnO2. The MnO2 can also be reduced to Mn2þ by

accepting two electrons from metal dissolution. The inter-

mediate product is MnOOH [52].

D. ANAEROBIC CORROSION

D1. Anaerobic Processes

In submerged environments or nutrient-enriched condi-

tions, all surfaces are covered with microorganisms and

their exopolymeric layers. Adhesion to surfaces provides a

strategy for microbial survival and multiplication [42] and

an opportunuty for corrosion to occur. The frequency of

gene transfer between bacteria in a biofilm community is

believed to be high [53]. Within this gelatinous matrix of a

biofilm, there are both oxic and anoxic zones, permitting

aerobic and anaerobic processes to take place simuta-

neously. Aerobic processes consume oxygen, which is toxic

to the anaerobic microflora, while anaerobes benefit from

the lowering of oxygen tension. In the absence of oxygen,

anaerobic bacteria, including methogens, sulfate-reducing

bacteria, acetogens, and fermenters, are actively involved in

corrosion processes. Interactions between these microbial

species allow them to coexist under conditions where

nutrients are limited.

Sulfate-reducing bacteria are among the most intensely

investigated groups of microorgansisms involved in biolog-

ical corrosion, particularly in oil field and pipeline applica-

tions [4, 33, 54, 55]. Under anaerobic conditions, oxygen is

not available to accept electrons, but instead SO4
2- or other

compounds are used as electron acceptors. Each type of

electron acceptor is unique within a metabolic pathway.

When corrosion begins, the following reactions can take

place:

4Fe0 ! 4Fe2þ þ 8e� ðanodic reactionÞ ð39:4Þ

8H2O! 8Hþ þ 8OH� ðwater dissociationÞ ð39:5Þ

8Hþ þ 8e� ! 8H ðadsorbedÞ ðcathodic reactionÞ
ð39:6Þ

SO4
2� þ 8H! S2� þ 4H2O ðbacterial consumptionÞ

ð39:7Þ

Fe2þ þ S2� ! FeS# ðcorrosion productsÞ ð39:8Þ

4Feþ SO4
2� þ 4H2O! 3FeðOHÞ2#þ FeS#þ 2OH�

ð39:9Þ

vonWolzogen Kuhr and van der Vlugt (1934) suggested that

the above set of reactions is caused by SRBs. This electro-

chemical generalization has been accepted and is still prev-

alent. During corrosion, the redox potential of the bacterial

growth medium is � 52mV [32]. After inoculation of a

corrosion-testing cell with SRBs, the overall internal resis-

tance decreases from the initial value of 15W to approxi-

mately 1W, while the sterile cell actually shows an increase

in resistance.

Hadley described several phases of change in the electri-

cal potential of steel after inoculation with SRBs [32]. Before

inoculation, the value is determined by the concentrations of

hydrogen ions in the medium. A film of hydrogen forms on

surfaces of Fe and steel, inducing polarization. Immediately

after inoculation, SRBs begin growth and depolarization

occurs, resulting in a drop of 50mV in the anodic direction.

By means of their hydrogenase system, the SRBs remove the

adsorbed hydrogen, depolarizing the system. The overall

process was described as depolarization based on the theory

that these bacteria remove hydrogen that accumulates on the

surfaces of iron. Electron removal as a result of hydrogen

utilization results in cathodic depolarization and forces more

iron to be dissolved at the anode.

The direct removal of hydrogen from the surface is

equivalent to lowering the activation energy for hydrogen

removal by providing a depolarization reaction. The enzyme

hydrogenase, synthesized by many species of Desulfovibrio

spp., is involved in this specific depolarization process [56].

Under aerobic conditions, the presence of molecular oxygen

serves as an electron sink; under anaerobic conditions,

particularly in the presence of SRBs, SO4
2� in the aqueous

phase can be reduced to S2
� microbiologically. The bio-

genically produced S2
� reacts with Fe2þ to form a precip-

itate of FeS. Controversy surrounding the mechanisms of
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corrosion includes more complex mechanisms involving

both sulfide and phosphide [57–61] and processes related

to hydrogenase activity [56]. The addition of chemically

prepared Fe2S and fumarate as electron acceptors also

depolarizes. However, higher rates are always observed in

the presence of SRBs.

As a result of the electrochemical reactions, the cath-

ode always tends to be alkaline with an excess of OH� .
These hydroxyl groups also react with ferrous irons to

form precipitates of hydroxy iron. Precipitated iron sul-

fites are frequently transformed into minerals, such as

mackinawite, greigite, pyrrhotite, marcasite, and pyrite.

Lee et al. suggests that biogenic iron sulfides are identical

to those produced by purely inorganic processes under

the same conditions [14]. Little et al. showed evidence

that biogenic minerals are microbiological signature

markers [62].

D2. Involvement of SRBs and Their Hydrogenase

Systems

The role of anaerobic microorganisms in corrosion was

implicated as early as 1910 [63]. Emphasis has traditionally

been on SRBs [10–12, 14, 56] and on hydrogenases, in which

the hydrogen on metal surfaces is consumed by microbial

metabolism. Severe damage by SRBs can be found in oil field

drilling steel, materials exposed to deep wells, buried pipe-

lines, and immersed structural materials. However, the

involvement of SRBs and their hydrogenases in the corrosion

of mild steel is still controversial.

Currently 18 genera of dissimilar sulfate-reducing

bacteria have been recognized. They are divided into two

physiological groups [64]. One group utilizes lactate,

pyruvate, or ethanol as carbon and energy sources, reducing

sulfate to sulfide. Examples are Desulfovibrio, Desulfomo-

nas, Desulfotomaculum, and Desulfobulbus. The other

group oxidizes fatty acids, particularly acetate, reducing

sulfate to sulfide. This group includes Desulfobacter,

Desulfococcus, Desulfosarcina, and Desulfonema. Some

species of Desulfovibrio lack hydrogenase. For example,

D. desulfuricans is hydrogenase negative andD. salexigens

is positive [65]. Booth et al. observed that the rate of

corrosion by these bacteria correlated with their hydroge-

nase activity [66]. Hydrogenase-negative SRBs were

completely inactive. Apparently, hydrogenase-positive or-

ganisms utilize cathodic hydrogen, deporalizing the cathod-

ic reaction, which controls the kinetics. In contrast to this

theory, it has been suggested that ferrous sulfide (FeS) is the

primary catalyst [14, 67].

Other microorganisms should be noted for their role in

anaerobic corrosion. They include methanogens [68], aceto-

gens, thermophilic bacteria [67], and obligate proton redu-

cers [69]. More work is needed to elucidate the role of other

organisms’ contributions to corrosion.

E. ALTERNATING AEROBIC AND

ANAEROBIC CONDITIONS

Constant oxic or anoxic conditions are rare in natural or

industrial environments. It is more common that the two

alternate, depending on oxygen gradient and diffusivity in a

specific environment. Microbial corrosion under such con-

ditions is quite complex, involving two different groups of

microorganisms and an interface that serves as a transition

boundary for the two conditions. Resultant corrosion rates

are often higher than those observed under either continuous

oxic or anoxic conditions. Microbial activity reduces the

oxygen level at interfaces, facilitating anaerobicmetabolism.

The corrosion products resulting from anaerobic processes,

such as FeS, FeS2, and S
0, can be oxidized when free oxygen

is available.

During oxidation of reduced sulfur compounds more

corrosive sulfides are produced under anoxic conditions,

causing cathodic reactions. The corrosion rate increases as

the reduced and oxidized FeS concentrations increase [14].

Cathodic depolarization processes can also yield free O2,

which reacts with polarized hydrogen on metal surfaces.

Corrosion resistance in materials is related to material

composition, purity, and surface treatment. For example,

stainless steel is more resistant to corrosion than mild steel

because a passivation film forms on surfaces. Pitting corro-

sion of stainless steel can be found, in particular, in areas of

welding and crevices [3, 4]. Corrosion of stainless steel

American Iron and Steel Institute (AISI) 304 and AISI

316 is often localized in marine habitats.

F. CORROSION BY MICROBIAL

EXOPOLYMERS

Bacteria produce copious quantities of exopolymers which

appear to be implicated in corrosion [70–74]. These exopo-

lymers are acidic and contain functional groups that bind

metal ions. The exopolymers facilitate adhesion of bacteria

to surfaces (Fig. 39.2). They are involved in severe corrosion

of copper pipes and water supplies in large buildings and

hospitals [74, 75]. Thesematerials also play an important role

in cueing the settlement of invertebrate larvae and in repel-

ling larvae from surfaces [76]. They primarily consist of

polysaccharides and proteins and influence the electrochem-

ical potential of metals [17, 77, 78]. Surface analysis using

XPS showed that these functionality-rich materials can

complex metal ions from the surface, releasing them into

aqueous solution. As a result, corrosion is initiated. Proteins

in polymeric materials use their disulfide-rich bonds to

induce corrosion.

Bacterial polymers have been found to promote corrosion

of copper pipes in water supplies [74, 75, 79] due to the high

affinity of the polymeric materials for copper ions [72, 79].
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The corrosion processes are accelerated when the pipes are

filled with stagnant soft water.

Cations influence the production of bacterial exopoly-

mers. Polysaccharide production byEnterobacter aerogenes

is stimulated by the presence of Mg, K, and Ca ions [80].

Toxic metal ions (e.g., Cr) also enhance polysaccharide

production. Synthesis is positively correlated with Cr

concentration [81].

G. MICROBIAL HYDROGEN

EMBRITTLEMENT

The role of bacteria in embrittlement of metallic materials is

not fully understood. During the growth of bacteria, fermen-

tation processes produce organic acids and molecular

hydrogen. This hydrogen can be adsorbed to material

surfaces, causing polarization. Some bacteria, particularly

themethanogens, sulfidogens, and acetogens are also capable

of hydrogen utilization [82].

Walch and Mitchell [35] and Ford and co-workers [73]

investigated a possible role for microbial hydrogen in

hydrogen embrittlement. They measured permeation of

microbial hydrogen into metal using modified Devanathan

cells [83]. In a mixed microbial community commonly

found in natural conditions, hydrogen production and con-

sumption occur simutaneously. Competition for hydrogen

between microbial species determines the ability of hydro-

gen to permeate into metal matrices, causing crack

initiation [11].

Microbial hydrogen involved in material failure may be

explained by two distinctively different hypotheses, pres-

sure and surface energy changes [84]. The kinetic nature of

hydrogen embrittlement of cathodically charged mild steel

is determined by the competition between diffusion and

plasticity. The higher the strength level, the more suscep-

tible the alloy. However, microstructures were also pro-

posed to be the more critical determinant of material

susceptibility. Hydrogen permeation may increase the

mobility of screw dislocations, but not the mobility of edge

dislocations [85].

H. CORROSION BY OTHER MICROBIAL

METABOLITES

Fungi have been shown to cause deterioration of a wide array

of polymeric materials, including electronic polyimides [22,

28, 86, 87], protective coatings [28], and concrete [22].

Degradation of protective coating needs to be considered

because the underlying metals are dependent on the protec-

tive properties of the polymer. Fungi produce highly corro-

sivemetabolites, including awide range of organic acids, and

these acids have been shown to corrode fuel tanks [21]. They

survive very well at water–fuel interfaces, metabolizing the

fuel hydrocarbon as carbon and energy sources. They are also

capable of generating corrosive oxidants, including hydro-

gen peroxide.

I. PREVENTIVE MEASURES

Chlorination is used routinely as a preventive measure to

eradicate corrosive bacteria from surfaces and mechanical

cleaning is also used to keep the surface clean. The former

treatment produces secondary halogenated by-products,

which are environmentally unacceptable. In addition, mature

biofilms limit diffusion, preventing penetration of the disin-

fectant, and increasingly higher concentrations of the biocide

become necessary to eradicate bacteria. Organic biocides,

used to prevent bacterial growth in industrial systems, may

selectively enrich a population capable of biocide resistance

through selection and gene transfer between cells. No solu-

tion to these problems is currently available. However, new

environmentally acceptable biocides are being developed

with the expectation that at least some of these chemicals

will be capable of either preventing biofilm formation or

killing microorganisms in previously formed biofilms.

Surface treatment or engineering designs may provide

conditions that minimize attachment by bacteria. Smooth

surfaces of galvanized iron provide better protection than

rough surfaces, because bacteria attach to rough surfaces

more readily than smooth ones. Bacteria may align them-

selves with surface features of materials such as grain

boundaries and striations under a scanning laser confocal

microscope (Fig. 39.3). Such information is basic and can

provide materials-based approaches to controlling establish-

ment and growth of biofilms.

FIGURE 39.2. Scanning electron micrograph of population of

aerobic bacteria producing extensive expolymeric materials (scale

bar, 0.5mm)
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Surface treatment with nanotechnology is very attractive,

but the toxicological risks to humans from exposure to

nanomaterials have not been adequately investigated. Be-

cause of this, applications of nanotechnology in food and

manufacturing industries need more time and research,

particularly in relation to human health and exposure risk.

J. CONCLUSIONS

Microorganisms are involved in the corrosion of metals and

alloys under aerobic conditions by oxidation of iron or

manganese and by solubilization through acidic metabolites.

Under anaerobic conditions, SRBs corrode metals by ca-

thodic depolarization and the formation of FeS or by con-

suming hydrogen produced by polarization. Other mechan-

isms have also been implicated in corrosion, including

microbial hydrogen embrittlement or complexation ofmetals

by microbial exopolymeric materials. It is clear that we still

have a long way to go to fully understand the complex

interactions between microflora and metallic surfaces that

can lead to corrosion. Modern methods in molecular biology

combined with more recently developed techniques in ma-

terials science, such as confocal microscopy and stable

isotope techniques, should permit us to understand more

fully the role and mechanisms of microorganisms in the

corrosion of metals and alloys.
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A. INTRODUCTION

Although the corrosion mechanisms encountered in elec-

tronicmaterials, components, and devices are similar to those

encountered in other materials and structures, several unique

differences exist. First, the presence of an applied voltage on

many components and devices can cause a small corrosion

current to flow between conductors if the resistance of the

dielectric separating them is compromised by defects or by

mobile ionic impurities (which can be readily found in

atmospheric particles). Second, because of the small dimen-

sions encountered in electronic circuits, such as integrated

circuits and thin-film devices, only exceedingly small

amounts of contamination or nanosized defects are required

to generate corrosion currents sufficient to cause the total

failure of a device. Figure 40.1 illustrates the maximum

localized corrosion current that can be tolerated to achieve

a given lifetime for various cross-sectional areas of ametallic

conductor [1]. Similarly, in low-voltage, low-force electrical

contacts, tarnish films less than 10 nm in thickness can

introduce unacceptable levels of noise and soft errors into

circuits.

First, the effects of the environment and contaminants on

the corrosion properties of electronic materials, components,

and devices are discussed. Then, the corrosion properties and

failure mechanisms of integrated circuits (ICs), printed

circuit boards, hybrid integrated circuits (HICs) and multi-

chipmodules, contacts, and connectors, and their component

metals and alloys are considered. The corrosion mechanisms

responsible for failures in discrete active devices, such as

diodes or transistors, are the same as those for integrated

circuits and are not discussed further. The metals commonly

found in the above components and devices range from noble

metals such as gold, platinum, and palladium to highly

reactive metals, such as aluminum and titanium, and include

silver, copper, nickel, tin, chromium, and various solders. In

Section G, several miscellaneous corrosion failures and

failure mechanisms are discussed.

B. ENVIRONMENT AND CONTAMINATION

The relevant factors that affect the corrosion behavior of the

various electronic metals, components, and devices include

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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temperature, relative humidity, contamination from proces-

sing, handling, and corrosive gases, and applied voltage. The

environments to which they are exposed include the many

processing steps a device undergoes during manufacture,

shipping, and storage conditions aswell as the ultimatework-

ing environment. The working environment may range from

a relatively benign one, for example, room temperature, low

relative humidity, and a contamination-controlled office that

may be kept under positive pressure, to very aggressive

conditions encountered in outdoor environments or industrial

sites around the world with high temperatures, high relative

humidity, high concentration of dust particles, and aggressive

gases that may contain sulfur and chlorine.

An increase in temperature and/or relative humidity of the

environment generally increases both the probability of cor-

rosion and the corrosion rate. However, an increase in the

device temperature typically lowers the relative humidity of

the surface and its surroundings, usually decreasing the cor-

rosion rate. For example, the relative humidity at the surface of

a device that generates heat during operation is less than the

ambient relative humidity. Consequently, the corrosion rate of

a metal on a hot device may be less than the corrosion rate of

the samedevicewhen it is not powered. Therefore, unpowered

(cool) devices may be more susceptible to corrosion (e.g.,

during shipping) than the same device in service.

Many ionic contaminants (salts) absorbmoisture and form

electrolyte solutions. The relative humidity at which a given

salt begins to absorb significant amounts of moisture is the

critical relative humidity (CRH). Each salt has its own distinct

CRH. The electrolyte solution formed at or above a salt’s

CRH may be corrosive in the absence of an applied voltage,

while in the presence of an applied voltage electrolytic

corrosion may occur. Corrosion due to the presence of an

ionic contaminant generally does not occur below its CRH.

Corrosion that takes place during manufacture of a device

most commonly is the result of exposure to corrosive solu-

tions or reactive ion etching [2]. Common corrodants include

the dissociation products of plasma etches containing

chlorine or fluorine and wet etches containing HF. During

shipping, storage, and use, corrosion may be caused by a

relatively high-temperature, high-humidity environment, by

corrosive gases such as SO2, H2S, HCl, and O3, or by water-

soluble ionic particles that are residuals frommanufacture or

are deposited from the atmosphere.

Common residuals frommanufacture are halide salts from

wet chemical or reactive ion etches, halide or cyanide salts

from plating baths and rinses, and halide salts from solder

fluxes. Atmospheric particles exist in two distinct size frac-

tions: Coarse particles (>2mm in diameter) are usually

natural materials generated from rocks, soils, and so on.

Because of their size, these can be filtered with high effi-

ciency from the air in indoor environments. Coarse particles

usually are not corrosive but can be abrasive or introduce a

high resistance into a contact or connector. Fine particles

(<2mm in diameter) aremore difficult to remove by filtration

and hence may be found in significant concentrations in

indoor environments, even those with good air-handling

systems. These particles, which typically result from com-

bustion processes, are likely to contain a high proportion of

water-soluble ionic compounds that are more corrosive than

FIGURE 40.1. Illustration of maximum localized corrosion current that can be tolerated and still

achieve sufficient lifetime for various cross-sectional areas. (From [1]. Reproduced by permission of

The Electrochemical Society, Inc.)
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the natural materials [1, 3–5]. The most common ions found

in these particles, NH4
þ and SO4

2� , are typically present in
roughly equal molar proportions [1].

C. INTEGRATED CIRCUITS

The width of or spacing between metal conductors on state-

of-the-art commercial silicon ICs was 0.25 mm in 1997. By

late 2007, several key electronic manufacturers started mass

producing 45-nm chips and the trend continues to scale down

the size of the components in an attempt to create smaller

devices with higher storage capacity that can perform faster

operations.When a voltage is applied to these state-of-the-art

circuits, electric fields of 105–106V/cm may be generated

across their surfaces and in dielectrics, driving ionic motion,

and electrochemical reactions. With nanometer dimensions

of the conductors and metallic arrays, only nanograms of

metal need to corrode to cause total failure of these devices.

Corrosive contaminants such as chlorides may be present

during processing or as residual contamination from proces-

sing or they can enter plastic packages through microcracks

at the package–lead interface. Typical sources of halide

contamination from processing and processing materials

include wet chemical and reactive ion etches, solder fluxes,

and epoxy molding compounds. Moisture can enter through

microcracks or by diffusing through the plastic encapsulant.

Themost common chipmetallization is aluminumalloyed

with small quantities of copper and/or silicon. In the presence

of copper, Al2Cu u-precipitatesmay form. These precipitates

reduce the overvoltage for the cathodic reduction of H2O or

O2, leading to pitting corrosion. Pits in the range of tens of

nanometers in diameter can cause the failure of a device. This

is primarily a problem during circuit fabrication, when both

wet chemical and reactive ion etch processes can lead to

micropitting [2]. The most common corrodants here are the

dissociation products of plasma etches containing fluorine or

chlorine and wet etches containing HF. When aluminum is

deposited onto other metallic conductors to form multilay-

ered metallizations, galvanic corrosion may also occur dur-

ing fabrication.

Both positively and negatively biased aluminum are

susceptible to corrosion. In the presence of moisture and a

positive applied voltage, chloride contamination disrupts the

passive oxide film and attacks the aluminummetal [6]. In the

presence of moisture and a negative voltage, hydrogen

generation from the electrolysis of water raises the pH of

the adsorbed water sufficiently to cause oxide dissolution,

Al2O3 þ 2OH� ! 2AlO2
� þH2O ð40:1Þ

Dissolution of aluminum metal follows [7, 8]:

Alþ 2H2O!AlO2
� þ 4Hþ þ 3e� ð40:2Þ

In both cases failure results from an unacceptable increase in

conductor resistance or an open circuit.

A small fraction of ICs uses gold metallization, usually in

the form of multilayers of different metals, for example,

Ti/Pt/Au or Ti/Pd/Au. Titaniumhas been traditionally used as

a “glue” layer between the silicon or SiO2 chip surface and

the noblemetal, and the platinumor palladium layer serves as

a diffusion barrier. Positively biased gold metallization may

be subject to corrosion [9]. In the presence of moisture and a

complexing anion, such as chloride or cyanide, a soluble

gold complex forms. These complexing anions usually

originate from processing steps. Other sources are the

encapsulant and the external atmosphere if microcracks or

pin holes exist in the encapsulant or at the encapsulant–lead

interface. The soluble complex migrates to the negatively

biased conductor, where it is electrodeposited, usually in the

form of a dendrite. The dendrite grows in the direction of the

positively biased conductor, eventually bridging the con-

ductors and causing a short circuit. Other noble metals,

notably silver and copper, are also known to form dendrites

when corroded in the presence of a complexing anion and an

applied voltage.

In the absence of a complexing anion but with moisture

and an applied voltage present, gold may be oxidized to form

the hydroxide, which is a voluminous precipitate that spreads

across the circuit [9]. Failure results either from a reduced

surface resistance of the dielectric separating the conductors

or from an open circuit if the positively biased conductor is

sufficiently corroded.

Very large scale integrated (VLSI) circuit manufacture

involving multilevel metallizations and interconnections has

introduced the use of various metal couples, for example,

Cu–Cr, Ni–Cr, Ti–Al, TiN–Al, and TiW–Al. These metal

couples may be prone to galvanic corrosion, especially

during fabrication. Polymers, such as polyimides, may be

used as dielectrics between layers. Chemical interactions

between metal and polymer may take place, particularly at

elevated temperatures during fabrication.

Inorganic dielectrics or passivation layers (e.g., SiO2)may

be deposited over metal conductors for corrosion protection

in non–hermetically sealed devices. Small quantities of

phosphorus in the deposit are beneficial. However, its con-

centration should not exceed 4% in undensified films to avoid

leaching of corrosive phosphoric acid by moisture [3].

To protect the silicon chip from mechanical damage and

contamination, it is encapsulated in a plastic or ceramic

package. Plastic packages are most common. However, for

high-reliability applications, hermetically sealed ceramic

packages may be used. In either case, provision must be

made for electrical connection to the chip. The chip is

typically mounted on a lead frame, with gold wires acting

as the interconnect between an aluminum pad on the chip and

the frame. The lead frames may be copper, nickel plate, or a

controlled-expansion alloy such as Kovar or Alloy 42
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selectively platedwith gold for corrosion protection. The two

most common failure modes inside the package are (a)

galvanic corrosion at the aluminum–gold interface in the

presence of moisture and (b) the formation of brittle gold–

aluminum intermetallics when the joint is subject to elevated

temperatures [10]. Elevated temperatures for longer times

may also break down fire-retardant additives in the plastic

packaging, releasing bromide ions that can lead to corrosion

in the presence of moisture [4]. When the industry replaced

bromide-containing fire retardants with phosphorous-

containing ones. The phosphorus particles contained in the

new materials, in the presence of relatively high levels of

humidity, shorted the pins on the ICs and led to failure (either

by consuming the anode pin due to corrosion or by

“connecting” the two adjacent pins). The frame leads emerg-

ing from the package may be subject to electrolytic corrosion

in the presence of humidity, ionic contamination, and an

applied voltage. This is particularly likely to occur when the

Cu frame leads are coated and their ends are cut and exposed

to aggressive environments (or “bare toes”). Kovar leads are

subject to stress corrosion cracking when bare or at disconti-

nuities in the coating [11, 12]. Tinned leads occasionally are

subject to shorting by tin whiskers that grow under the

influence of compressive stresses [13–15].

D. PRINTED CIRCUIT BOARDS

Printed circuit boards (PCBs) may be as simple as a single

molded plastic board with copper conductors on one or both

sides or they may consist of many layers of copper con-

ductors, each separated by a dielectric and interconnected by

conductive metal vias. Commercially available state-of-the

art minimum line width in 2009 was as small as 75 mm. The

plastic boards typically consist of a composite, such as an

epoxy resin with layered sheets of woven glass fibers, and

currently are available as hard, flexible materials. The

dielectric separating the layers of metallization is typically

a polymer, such as a polyimide. To maintain its solderability,

the exposed copper was typically coated with a tin–lead

solder (hot-air solder leveling, or HASL) or protected by an

organic inhibitor, such as benzotriazole. Because of the

toxicity of the lead employed in the solder, HASL has been

slowly replaced by lead-free surface finish products. The

surface finishes commercially available are organic solder-

ability preservatives (OSPs), immersion silver (IAg), immer-

sion tin (ISn), direct immersion gold on copper (DIG),

electroless nickel/immersion gold (ENIG), electrolytic

nickel gold, electroless nickel autocatalytic gold (ENAG)

and electroless nickel, electroless palladium, and immersion

gold (ENEPIG). More details on the lead-free initiatives are

given in Chapter 41.

Components are attached to the PCBwith solder ormetal-

filled conductive adhesives. For additional protection against

contamination and moisture and for high reliability, the

assembled board may be protected by a covercoat. The

covercoat should protect the metallic components, conduc-

tive vias, and bare toes on the ICs from the gaseous envi-

ronment, including high relative humidity.

The most common failure mechanism is corrosion of

conductor lines due to ionic contamination, moisture, and

an applied voltage. Ionic contaminationmay originate during

processing from solder flux or plating bath residuals, due to

incomplete rinsing and to corrosive gases, and particles

found in the environment [15a]. High surface conductance

resulting from the ionic contamination, humidity, and volt-

age is the precursor to electrolytic corrosion. Failure may be

an open or short circuit, as described in Section C.

Defects, such as pinholes in the covercoat over a conduc-

tor or component, can result in leakage currents and, some-

times, arcs between the exposed metal and a nearby

conductor. This failure process is prevalent when circuits

boards are exposed to relatively high humidities (>60%RH)

and ionic contamination, as is common in many urban,

suburban, and industrial environments [4, 5].

Printed circuit boards made from glass fiber–reinforced

epoxy may be susceptible to failure caused by the formation

of conductive anodic filaments [16, 17]. The first step in this

failure mode is the formation of a poor glass/epoxy bond or

the delamination of this interface. At sufficiently high rela-

tive humidity, moisture is adsorbed by the glass along this

interface, reducing the insulation resistance of the circuit

board. In the presence of an applied voltage, the positively

biased copper conductor becomes the anode and is oxidized

in an electrochemical cell. Water is also oxidized at the

anode, forming hydronium ions,

2H2O!O2 þ 4Hþ þ 4e� ð40:3Þ

At the negatively biased copper conductor, water is reduced

to form hydroxyl ions,

2H2Oþ 2e� !H2 þ 2OH� ð40:4Þ

Consequently, a gradient in pH develops between the pos-

itively and negatively biased conductors. Copper ions

formed at the anode migrate along this concentration gra-

dient until they reach a neutral pH at which they precipitate,

forming a filament along the epoxy–glass interface. Even-

tually, a conductive bridge is formed between the two

copper conductors.

Other degradation mechanisms include tarnishing by

reactive gases, for example, moist air and sulfur-containing

gases, corrosion by sulfur in packagingmaterials, rubber, and

plastics, corrosion by reactive compounds emitted by organic

materials, such as adhesives and coatings, during curing or

aging [18], galvanic corrosion between dissimilar metals,

and electrolytic corrosion caused by the presence of bromide
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from the decomposition of fire retardants in plastic boards

(see Section C).

E. HYBRID INTEGRATED CIRCUITS AND

MULTICHIP MODULES

OnHICs and multichip modules, layered metallizations may

be used instead of aluminum to interconnect individual ICs

and other components. Common layered metallizations in-

clude chromium/copper, titanium/copper, titanium/palladi-

um/gold, and titanium/palladium/copper/nickel/gold. Silver,

tin, and lead are also found in somemetallizations.Minimum

line widths and line spacings may be 5mm or less.

The corrosion problems associated with HICs and multi-

chip modules are similar to those described previously for

integrated circuit and printed circuit boards. The multilay-

ered metallizations make these circuits more prone to

galvanic corrosion, particularly during manufacture.

F. CONTACTS AND CONNECTORS

Contacts and connectors may be characterized by their

contact force and the voltage across them. If the contact

force is sufficiently high, most tarnish films are penetrated

upon closing and good contact is made. Similarly, a suffi-

ciently high voltage across the contact surfaces will destroy

most tarnish films and produce good contact. However, for

low-force, low-voltage contacts a tarnish filmof<10 nmmay

be sufficient to introduce noise into electronic circuits and

somewhat thicker films can have sufficient resistance to

cause an effective open circuit. For this reason, most low-

force, low-voltage contacts and connectors are coated with a

noble metal, such as gold, rhodium, or a palladium–silver

alloy. Alloy R156 (60Pd–40Ag) was developed as a low-cost

substitute for gold. For high-reliability applications, a thin

layer of gold is diffused into the R156 surface. Silver is rarely

used for low-force, low-voltage applications because of its

propensity to tarnish.

The most frequent corrosion-induced failure mechanisms

in low-force, low-voltage contacts and connectors are pore

corrosion, corrosion product creep, and fretting. Each of

these can raise the contact resistance to an unacceptable

level. If the substrate is exposed at the bases of pores or at the

edge of a contact, corrosion of the base metal may cause

failure if the corrosion product migrates onto the contact

surface [18]. Examples here include the sulfidation of silver

and the sulfidation or oxidation of copper exposed at the base

of pores in gold-plated silver contacts and gold-plated copper

contacts [18a], respectively. The corrosion products in both

cases creep over the gold contact surface, increasing the

contact resistance markedly. The creep rate of the copper

corrosion product is a strong function of the relative

humidity [19]. Corrosion product creep has been explained

by postulating a local galvanic cell action that is enhanced by

the high diffusivity of silver in silver iodide and of the

electrons in the substrate metal to the advancing edge of

the corrosion product [20]. This hypothesis, however, does

not explain why silver sulfide does not creep over rhodium or

palladium that has been plated over silver. Fretting corrosion

occurs principally on separable connectors having tin or

tin–lead solder contacts when paired with each other or with

gold [21]. The tin is oxidized in air to form a thin, brittle oxide

film. Micromotion of the contact surfaces against each other,

due to vibration, cyclic opening and closing of the connector,

or even differential thermal expansion and contraction, dis-

rupts the film and leads to the formation of additional oxide.

With time the disrupted oxide piles up on the surface

producing an open or high-resistance circuit. Stress corrosion

cracking (SCC) is also a sporadic problem. Copper or

copper–alloy substrates are susceptible to cracking in atmo-

spheres containing ammonia.

Like tarnish films, some organic films produce a high or

unstable contact resistance on palladium, platinum, or rho-

dium contact surfaces after extended service [22, 23]. This

results from frictional polymerization of organic vapors

during the rubbing that accompanies vibration or the opening

and closing of relay contacts.

G. OTHER FAILURES AND FAILURE

MECHANISMS

G1. Packaging

Most integrated circuits andmany other circuits are protected

by plastic packages. All polymers are permeable to moisture.

However, moisture cannot condense at the device surface as

long as the polymer adheres to the surface. If delamination

occurs and moisture condenses, then electrolytic corrosion

can take place in the presence of an applied voltage. Failure

may be due to any of the mechanisms discussed in the

previous sections on ICs and PCBs.Most failuremechanisms

are accelerated by the presence of ionic contaminants.

Ceramic packages seal out moisture and contaminants.

However, they also seal in those trapped duringmanufacture.

Traces of moisture adsorbed on thewall of the enclosuremay

desorb at elevated temperatures, condense on the device, and

initiate corrosion [24].

G2. Electromagnetic Interference

To avoid electromagnetic interference (EMI), electrical

continuity must be maintained in shielding and in ground

connections. The integrity of shielding, contacts, and aper-

tures must be maintained by avoiding corrosion and tarnish-

ing. Electrical contact between dissimilar metals can lead to
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galvanic corrosion. Formation of corrosion films, such as

oxides and sulfides, can reduce the thickness and conduc-

tivity of the shield below acceptable limits or produce high-

resistance connections. Proper design andmaterials selection

is essential to prevent EMI [25, 26].

G3. Aluminum Corrosion in Chlorinated
Solvents

Chlorinated solvents corrode aluminum under common pro-

cessing conditions, for example, cleaning of aluminum-

containing components or aluminum–copper interconnec-

tions in circuits. Water in the solvent increases the induction

time for the onset of corrosion, but it also increases the

subsequent corrosion rate. The mechanism of this corrosion

reaction is not fully understood [27, 28].
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A. INTRODUCTION

Lead, mercury, cadmium, hexavalent chromium, and poly-

brominated compounds [polybrominated biphenyls (PBB)

and polybrominated diphenyl ether (PBDE)] and similar

substances contained inmodern electronic compounds have

been associated with many health risks. The primary health

concern has been associated with the migration of lead and

other chemicals contained in electronic products from

landfill sites into the secondary water sources after disposal

[1]. A number of legislative acts have been issued with

the aim of reducing the environmental effects due to the

use of hazardous substances in electronic equipment. The

European Union has issued the most influential of these

acts. The European Union adopted the first one, the directive

on the restriction of the use of certain hazardous substances in

electrical and electronic equipment, 2002/95/EC, commonly

referred to as the Restriction of Hazardous Substances Di-

rective (RoHS), in February 2003 [2]. The RoHS directive,

which took effect on July 1, 2006, restricts the use of the six

hazardous materials indicated above in the manufacture of

various types of electronic and electrical equipment. RoHS is

closely linked with the Waste Electrical and Electronic

Equipment Directive [3] (or WEEE), which aims to prevent

the generation of electrical and electronic waste while pro-

moting the reuse, recycling, and recovery of the hazardous

substances by reducing the quantity of this type of waste sent

to landfills.

The critical substance in the RoHS directive is lead,

mainly because the directive requires that the manufacturers

of electronic and electrical equipment must replace solders

and printed circuit board (PCB) surface finishes on all

electronic products sold in the European economic region.

Although some exemptions were made for specialized med-

ical, automotive, and telecommunications equipment, those

exemptions expire in 2010. Following the European Com-

munity directives, other countries, including China and

South Korea, implemented their own versions of the RoHS

and WEEE initiatives. Although other countries, such as

United States and Japan, have not passed similar laws, most

of the companies in the United States and Japan have been

phasing out electronics that are noncompliant to RoHS and

moving toward “environmentally green electronics,” mostly

because of their exports overseas where RoHS and WEEE

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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laws apply or because of local regulations adopted to protect

the community.

In Section B, the main advantages of lead-containing

solder are described, particularly its long track record of

reliability. In Section C, some of the alternatives for lead-free

solder are presented. In Section D, the different lead-free

alternatives are described in more detail, along with the

manufacturing, properties, and corrosion resistance either

when deployed in real environments or in laboratory testing.

The difficulties in reproducing creep corrosion in laboratory

studies and the effect of flux residues on the new lead-free

solders are outlined in Section E. Although flux residues in

existing lead-containing solders were not an issue, flux

residues in lead-free solders must be investigated. Finally,

in Section F, the challenges in the use of lead-free alter-

natives—corrosion resistance and long-term reliability—are

summarized.

B. LEAD-CONTAINING SOLDERS

Traditionally, PCBs are coated with a layer of solder in a

process known as HASL (hot-air solder leveling). During

HASL, the PCB is typically dipped into a bath of molten

solder and all the exposed copper surfaces (including the

electronic components) are covered with solder. Excess

solder is removed by scraping the PCB with hot air. The

HASL process consists of four steps: precleaning, fluxing,

hot-air leveling, and postcleaning.

For many years, lead solder has been used and has been

proven to be a highly reliable system in most electronic

equipment [4]. Even in harsh environments, the long-term

corrosion resistance of many devices in the field has been

remarkably “unnoticed” until recent years when most com-

panies began transitioning to lead-free solders. The long-

term reliability of PCBs and electronic components, either

soldered or with a surface finish that include HASL, has been

instrumental in the development of many devices that are

used daily in communications, transportation, household

applications, and so on. In all of these applications, lead

solder has demonstrated an excellent corrosion resistance

due to its thick coating and the inherent corrosion resistance

of the SnPb system [5].

C. LEAD-FREE SOLDERS:

CURRENT ALTERNATIVES

Because of the RoHS directives, the move towards environ-

mentally green electronics, and the need for faster and

cheaper electronic equipment, the electronic industry is

quickly moving toward lead-free PCB surface finishes and

high-density circuit boards. The HASL surface finish is

increasingly being replaced with other lead-free surface

finishes. The new HASL replacements have found applica-

tions in several types of electronic equipment, ranging from

common household electronic equipment to high-reliability

telecommunications equipment (where the expected life

spans vary from 2 to 20 years).

At the present time, in early 2010, the most popular

choices to replace HASL are immersion silver (IAg), im-

mersion tin (ISn), electroless nickel immersion gold (ENIG),

electroless nickel electroless palladium immersion gold

(ENEPIG), and organic solderability preservative (OSP).

Among these types of lead-free finishes, IAg and OSP are

the preferred finishes for many portable applications (e.g.,

cell phones, personal games, and portable electronics). On

the other hand, ISn, ENEPIG, and ENIG are mainly used for

applications requiring higher reliability and where higher

reliability targets are expected in the electronic equipment.

The alternative PCB surface finishes were developed with

the main aim of providing a solderable and coplanar surface

for the attachment of both discrete and fine-pitch integrated

circuit component packages during assembly. The corrosion

resistance of the PCB surface finish, and sometimes of the

electronic components attached to it, is one of themain issues

that need to be resolved. Since the mid-1990s, suppliers and

manufacturers of electronic equipment have invested signif-

icant resources in both fundamental and applied research to

identify the surface finish that can yield the highest reliability

of electronics at a low cost.

As discussed in Chapter 76, airborne particulates plus

high relative humidity can result in failures of electronic

equipment, in the form of an intermittent signal, high levels

of leakage current, or most commonly a short circuit. The

other main cause of the failure of electronic equipment is

associated with corrosion that disrupts the electrical path; for

example, corrosion products may creep and connect a biased

gap between conductors.

Extensive testing and solder joint reliability assessments

have been performed on the lead-free PCB finishes. How-

ever, less attention has been paid to the corrosion resistance

of the lead-free PCB finishes. Because of the corrosion of

lead-free PCB deployed in natural environments [6] and after

less than six months exposure to high-sulfur environ-

ments [7], the current lead-free technology needs further

development. As discussed in Chapter 76, this further de-

velopment will be particularly important in very aggressive

environments [8] and those that contain high levels of

pollutants [9].

D. CORROSION OF ALTERNATIVE
LEAD-FREE SOLDERS

In this section, the manufacturing issues, properties, and

corrosion resistance of the different technologies that are

currently being explored as alternatives to lead-free solder
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are described based on mixed flowing gas (MFG) testing and

from exposure to natural environments.

D1. Immersion Silver Finish

The IAg finish is an attractive lead-free alternative for

portable product applications. It combines low cost with a

highly conductive planar surface that has been proven suit-

able for fine-pitch components. In a well-controlled envi-

ronment, IAg has a shelf life of up to one year [10]. It also

does not require special handling during manufacturing. Its

low contact resistance reduces in-circuit test (ICT) cycle time

after assembly [11]. The IAg process consists of the follow-

ing steps: cleaning and surface preparation, predipping,

silver deposition, postdipping, and finally rinsing and drying.

Commercially available IAg surface finishes have silver

thicknesses ranging from 0.1 to 0.5 mm. It is important to

note that IAg finishes may contain codeposited organic

corrosion inhibitors and postplating treatments may be car-

ried out to further enhance the corrosion resistance of the

PCB and components. However, atmospheric corrosion of

silver is well known to be influenced by the presence of

moisture and the presence of oxidizing species (O3, NO2, and

Cl2), which enhance the rate of silver sulfidation [12]. In the

presence of H2S, silver can undergo sulfidation [13] through

the chemical reaction

2AgþH2S!Ag2SþH2

Silver is sensitive to Cl2, but AgCl corrosion products

(similar to the reaction of Cu [14] in the presence of Cl2) are

found only in high-chloride environments [15]. Both Ag and

Cu corrode [16] in the presence of sulfur-containing species

in the atmosphere, such as H2S, SO2, and organic acids

containing sulfur, resulting in copper sulfide (Cu2S) and

silver sulfide (Ag2S) [1]. Electronic equipment with IAg

exposed to high sulfur environments deployed worldwide

have shown to corrode rapidly [4, 6, 7]. In these cases,

creeping corrosion between conductive traces or adjacent

pins (causing short circuits) was identified as themain failure

mode that led to failure of the devices. In general, the

susceptibility of IAg to readily tarnish and further corrode

in sulfur-containing environments is still regarded as

the main reliability concern for this technology [17]. With

the exception of creep corrosion, the failure mechanisms of

IAg surface finishes have been duplicated using MFG class

III tests [11].

D2. Immersion Tin Finish

Immersion tin not only combines good solderability and low

contact resistance but also is inexpensive [18]. During sol-

dering, the Sn dissolves in the solder to form part of the solder

joint, increasing the lubrication of the surface finish and

improving ICT. The solderability of ISn depends on the

amount of free Sn on the surface and the degree of oxidation

of the surface finish [19]. The formation of the Cu6Sn5
intermetallic, the initial thickness, and dry storage conditions

can all influence the shelf life of the ISn surface finish [20].

The (ISn) plating process is similar to the IAg process.

However, usually the ISn plating chemistry is more complex

and often includes thiourea as a selective complexing agent

for the cuprous cations. Since thiourea is a carcinogen, the

process is not “environmentally friendly.” Unless a new

green complexing agent is found, this type of surface finish

may become obsolete in the future. Similar to IAg, atmo-

spheric corrosion of Sn requires the presence of moisture on

the surface. The most common corrosion products are the Sn

oxides, even in the presence of sulfur-containing gases [21].

In the presence of SO2 and NO2 gases [22], research has

demonstrated that only tin oxides can be formed on the ISn

surfaces. The ISn surface finish can undergo low levels of

creep corrosionwhen compared to the IAg surface finish [23].

Although ISn surface finishes may provide slightly better

corrosion resistance than IAg at a lower cost, they are

susceptible to the formation of Sn whiskers [24], which may

lead to failure of the device by bridging adjacent traces or

leads in the components in a circuit board.

D3. ENIG and ENEPIG Surface Finish

Electroless nickel immersion gold has been widely used in

the electronic industry, mainly in military applications. Its

coplanar surface is suitable for fine-pitched device place-

ment, and it can resist multiple reflows, allowing for double-

sided assembly of components onto the PCB. ENIG has

excellent solderability, which is attractive for most of the

modern components with a very low contact resistance [18].

One of the main disadvantages of ENIG is its cost, which is

the main reason why ENIG is used primarily on military

applications. Commercially available ENIG has a Au plating

from 0.1 to 0.125mm and a Ni layer from 4 to 6mm [25]. The

ENIGplating process is not as simple as the IAg or ISn. In this

case, electroless Ni is deposited first and is used mainly as a

diffusion barrier between the Cu substrate and theAu layer. It

has been demonstrated that a Ni layer deposited with high

phosphorus content can increase the corrosion resistance of

the ENIG surface finish [26]. The main objective of the Au

layer (immersion plated) is to avoid Ni oxidation. Adding a

Pd layer to the ENIG surface finish results in an ENEPIG

surface finish. The Pd film is also a diffusion barrier, inhibit-

ingCumigration from the underlying substrate, and typically

is under the gold layer, the final layer in this process. The

main reason for having the final Au layer on both the ENIG

and ENEPIG is to allow the formation of a solderable surface

where aluminum wire bonds can be easily attached. Al-

though Ni is an expensive metal, it is very resistant to many

types of corrosion. The most typical atmospheric corrosion

CORROSION OF ALTERNATIVE LEAD-FREE SOLDERS 567



 

products of ENIG and ENEPIG are the various forms of

nickel sulfates [27]. Initially, the corrosion film formed on

nickel in the atmosphere is an inner layer of NiO and an outer

layer of Ni(OH)2 [27]. However, as the exposure time

increases, a layer of amorphous nickel sulfate is formed,

which later develops into a crystalline basic nickel sul-

fate [28] with slightly higher corrosion resistance. Once the

nickel sulfate is formed, it can also transform into hydro-

xysulfates [27]. The gold layer (typically referred as “flash

gold”) on the ENIG and ENEPIG surface finish has been

subjected to MFG class III testing [29]. Corrosion of the Cu

substrate was observed on the surface, and the corrosion

products increased in thickness with extended exposure

time [29]. Chlorine-containing films were present in the

2-day samples while sulfur became predominant after a

10-day exposure. The chlorine attacked the submicrometer

defects in the Au layer. These defects opened and led to the

subsequentcorrosionoftheNiandCualloysubstrate layer[30]

(as seen in Fig. 41.1). The main corrosion product identified

was Cu sulfide (Cu2S) with chlorine playing an important role

at the onset of the corrosion process [31] butwithout forming a

corrosion layer [14]. A reliability concern for ENIG surface

finishes is its propensity to display solderability problems

(sometimes referred as “Black Pad”), particularly with ball

grid array package types [32]. The Black Pad failure mode is

typicallydescribedas theseparationof thesolder joint fromthe

nickel surface [32]. Recent reports have found that the gold

thickness should not exceed the range of 2min. (�50 nm) to

4min. (�100nm) as stated in the IPC-4552 ENIG specifica-

tion [33] in order to avoid this problem [34].

D4. Organic Solderability Preservative

Using organic and inorganic corrosion inhibitors on Cu

exposed to harsh environmental conditions has been a very

popular alternative that transformed in the 1990s into the

OSP, a low-cost finishwith excellent plated-through-hole and

surface-mount solderability properties. However, because of

its poor contact resistance during in-circuit testing, it usually

requires PCBs to be filled with solder in the vias to prevent

continuity problems during electrical testing and damage to

the probes. The most common compound that is used as OSP

is imidazole,which traditionally has been used as an inhibitor

for Cu and its alloys [35]. The corrosion-inhibiting mecha-

nism is based on adsorption of molecules on the Cu surface

followedby a formationof a protective complexwithCu [35].

Similar to conventional corrosion-inhibitors of Cu, the com-

bination of imidazole with benzene results in an effective

method to increase Cu corrosion inhibition in acidic condi-

tions [36]. Imidazole films decompose 10 times more slowly

on Cu under inert atmospheres than under oxidizing atmo-

spheres [37], and since oxygen plays a direct role in the

decomposition of the OSP films, it is expected that the OSP

layer will decompose in the presence of aggressive environ-

ments leading to an increased corrosion rate of the Cu

surface [4, 17].

E. LEAD-FREE SOLDERS: CREEP AND

FLUX RESIDUES

In this section, two new problems that are frequently

encountered in the new lead-free solder technologies are

examined. Although creep corrosion is widely encountered

in field failures, it has been difficult to design a new exper-

imental method to reproduce this form of corrosion in

the laboratory. The flux residues that are left after the

deposition constitute a common issue that is prevalent in

lead-free solders.

E1. Creep Corrosion

Compared with lead-containing solder, the alternative lead-

free surface finishes provide reduced corrosion protection to

the underlying copper when exposed to aggressive environ-

ments. The high corrosion susceptibility of these alternatives

is a reliability concern for products deployed under high

levels of sulfur-containing pollutants [4, 6, 7, 9]. Creep

corrosion is recognized as the main cause of failure in

equipment that failed within a few years (1–5 years) [6].

FIGURE 41.1. Scanning electron micrograph of a corrosion site developed on an ENIG plated

contact after 30 days exposure to 90% RH, 40�C, and 4 ppm of H2S: (a) before cross-sectioning with

the focused ion beam (FIB); (b) after FIB cross-sectioning; (c) highermagnification image showing the

details of the different layers. (Courtesy of The Electrochemical Society [30].)
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Such early failures caused by creep corrosion are undesir-

able, especially if the equipment is expected to survive up to

and beyond 20 years in the field [1].

Great interest has been expressed in understanding creep

corrosion under the conditions explained above. However,

very little progress has been made in reproducing creep

corrosion in the laboratories using accelerated corrosion

testing. As discussed in Chapter 76, the MFG test is a

standard accelerated corrosion test methodology based on

the parameters of temperature, relative humidity, and gases

that are typical pollutants widely available in the environ-

ment (H2S, SO2, NO2, and Cl2). The MFG class III is widely

regarded in the electronic community as the best test to

provide realistic simulation of the corrosion behavior of

electronic equipment exposed to field environments. How-

ever, when the MFG class III was applied to PCBs with lead-

free finishes, no creep corrosion was induced. There are

clearly other factors to be considered for corrosion products

to creep over the surface of components, leads, and PCBs,

besides the aggressive environment. Two factors missing in

the MFG tests are particulates and, in most cases, a voltage

applied to the components, as discussed in Chapter 76. New

methodologies should take into consideration all possible

factors that can induce exactly the same failure modes that

are encountered in the field (including creep corrosion).

E2. Flux Residues

During PCB assembly, the residues that originate from the

fluxes used in the process create a new type of surface

contamination. These flux residues are typically difficult to

clean after the lead-free processing has been completed [38].

Lead-free solder flux formulations require higher molecular

weight resins and activators since the more aggressive flux

chemistry needs to achieve better wetting. In addition, the

higher lead-free reflow temperature induces greater poly-

merization of the flux constituents, thereby producing a flux

residue that is far more difficult to remove (than in traditional

fluxes used in lead solders). The flux residue left on the

surface of a lead-free PCB assembly is much greater than

occurs when lead-containing solders are used.

Flux, necessary in nearly all soldering operations, consists

of three major components, solvent, vehicle, and activator

[13]. The solvent acts as a carrier for the vehicle and activator

and distributes both of them evenly across the surface of the

board. The solvent is usually an organic alcohol or water.

The solvent used for each flux depends on its ability to

dissolve the other flux constituents. The second component,

the vehicle, coats the surface to be soldered while the

dissolving products (the activators with the surface metal

oxides) formed in the reaction act as a barrier between the

cleaned metal and the surrounding oxygen-rich atmosphere,

preventing further oxidation. Resins are commonly used

in traditional fluxes, whereas polyglycols are used in

water-soluble fluxes. The final component of the flux, the

activator, is the chemical that reacts with the oxides on the

surface, exposing the clean metal underneath to be soldered.

Typical activators include amine hydrochlorides, dicarbox-

ylic acids (such as adipic or succinic acids), and organic

acids, such as malic acid.

The role of flux residues on creep corrosion of the new

lead-free solders needs to be addressed in future lab and field

testing to establish if alternative flux residuesmay promote or

hinder creep corrosion.

F. SUMMARY

At the present time in 2010, there are several lead-free

surface finishes commercially available to the electronics

industry. New lead-free surface finishes and improved ver-

sions of the existing finishesmay be discovered in the years to

come. The choice of surface finish may depend on the cost,

expected reliability, and lifetime of the equipment. Several

studies have shown that these lead-free alternatives need to

be improved, particularly when the electronic equipment is

going to be deployed in harsh environments.

Furthermore, it is important to develop new testing meth-

odologies (as suggested in this chapter and in Chapter 76) to

reproduce the same failure mechanisms that these electronic

materials and devices encounter when they are deployed,

particularly in very aggressive environments where the pol-

lutant composition exceeds that of typical MFG tests.

Although there is a need for more research on alternative

lead-free technologies, it is also important to exchange the

information not only on the success stories but also in field

failures, where most of the useful knowledge is accumulated.
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METASTABLE ALLOYS
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A. STRUCTURAL CHARACTERISTICS

Amorphous alloys consist of at least two components and

have no long-range atomic order. They are produced by a

variety of methods based on rapid solidification of the alloy

constituents from the gas, liquid, and aqueous phases.

Mechanical alloying, that is, solid-state mixing, is also

effective for preparation of amorphous alloy powders.

Vitrification of metal surfaces is also made by destruction of

the long-range atomic order in the surfaces of solid metals.

The formation of the structure with no long-range atomic

order is based on the prevention of solid-state diffusion

during solidification, and hence the alloys are free of com-

positional fluctuations formed by solid-state diffusion, such

as second phases, precipitates, and segregates. The amor-

phous alloys are therefore regarded as ideal, chemically

homogeneous alloys composed of thermodynamically meta-

stable single-phase solid solutions supersaturated with alloy

constituents. This characteristic is particularly suitable in

producing new alloys possessing specific properties. Even if

amorphous single-phase alloys are not formed, alloys pre-

pared by amorphization methods are often composed of

nanocrystalline phases supersaturated with alloying ele-

ments. From a corrosion point of view they can be considered

as homogeneous alloys.

B. CORROSION-RESISTANT ALLOYS

IN AQUEOUS SOLUTIONS

The corrosion behavior of amorphous alloys has received

particular attention since the extraordinarily high corrosion

resistance of amorphous Fe–Cr–metalloid alloys was re-

ported in 1974 [1]. The preparation of amorphous iron-based

alloys by rapid quenching from the liquid state using melt

spinning generally requires the alloys to contain large

amounts of metalloids, which are mostly close to the eutectic

compositions.

The addition of chromium to amorphous Fe–metalloid

alloys is particularly effective in enhancing corrosion resis-

tance. For instance, amorphous Fe–8Cr–13P–7C alloy

passivates spontaneously even in 2M HCI at ambient tem-

perature [2]. (The number denoting the concentration of an

alloy element in amorphous alloy formulas is expressed as an

atomic percent unless otherwise stated.)

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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C. FACTORS DETERMINING THE HIGH

CORROSION RESISTANCE OF

AMORPHOUS ALLOYS

C1. Passive Films Rich in Cations of Alloying

Elements with High Passivating Ability

The spontaneously passive film formed on amorphous

Fe–10Cr–13P–7C alloy in 1M HCl consists of Cr3þ ,
O2� , OH� , and H2O, and hence the passive film has been

called a passive hydrated chromium oxyhydroxide film

[CrOx(OH)3�2x�nH2O] [3]. The chromium enrichment

occurs in passive films formed not only on amorphous alloys

but also on crystalline alloys [4] when the corrosion resis-

tance is based on the presence of chromium. The resistance to

passivity breakdown is higher when the chromium content of

the passive film is higher. Accordingly, when an alloy has a

higher ability to concentrate chromic ion in the passive film,

the alloy has a higher corrosion resistance. The concentration

of chromic ion in passive films formed on amorphous alloys

is far higher than in films formed on crystalline alloys, as

shown in Table 42.1. Consequently, amorphous alloys con-

taining strongly passivating elements, such as chromium and

tantalum, have a very high ability to concentrate the bene-

ficial ions in their passive films and have the high corrosion

resistance based on spontaneous passivation.

C2. Homogeneous Nature of Amorphous Alloys

The high corrosion resistance of amorphous alloys disap-

pears by heat treatment for crystallization [11, 12].As soon as

a nanocrystalline metastable phase is formed in the amor-

phous Fe–10Cr–13P–7C alloy matrix by heat treatment, the

alloy becomes no longer spontaneously passive in 1M HCl,

and the anodic dissolution current continues to increase

with increasing time of heat treatment [13]. This change is

due to introduction of chemical heterogeneity into the

amorphous alloy consisting of the chemically homogeneous

single phase.

A typical example of the detrimental effect of nanocrystal-

line heterogeneity in the amorphousmatrix has been reported

for Cr–Ni–P alloys in 6M HC1 at 30�C [14]. Alloys were

prepared by melt spinning of liquid alloys composed

of mixtures of eutectic Cr–13P and Ni–19P. The

Cr–25.31Ni–14.88P, Cr–27Ni–15P, Cr–28.93Ni–15.14P,

and Cr–40.5Ni–16P alloys were identified to be amorphous

by X-ray diffraction, but the former two alloys showed more

than three orders of magnitude higher corrosion rates than

those of the latter two alloys. Detailed examination revealed

that only a 0.14 at % decrease in the phosphorus content and

only a 2.07 at % increase in the chromium content result in

precipitation of a nanocrystalline body-centered-cubic (bcc)

chromium phase of �10 nm in diameter in the amorphous

matrix and that preferential dissolution of bcc precipitates

takes place, although phosphorus-containing phases are not

corroded. When passivation occurs by the formation of the

chromium oxyhydroxide film, the precipitation of the bcc

chromium phase is detrimental because chromium itself

dissolves actively in 6M HCl and because a resultant de-

crease in the chromium content of the spontaneously passive

matrix decreases the passivating ability.

The formation of the nanocrystalline phase in the amor-

phous matrix is not always detrimental. Amorphous Cr–Zr

alloys consisting only of corrosion-resistant metals were

spontaneously passive, forming a double oxyhydroxide film

of Cr3þ and Zr4þ . Increasing chromium content increases

the passivating ability and corrosion resistance. However, as

the inherited characteristic from zirconium, the zirconium-

rich alloys suffer pitting by anodic polarization. The change

in the pitting susceptibility due to structural changes by heat

treatment was examined [15]. Specimens were heated with a

rate of 4�C/min to the prescribed temperature, kept at the

temperature for 30min, and furnace cooled. These speci-

mens were spontaneously passive in 6M HC1 and their

pitting potentials increased with heat treatment temperature.

The specimen heated to 500�C exhibited the highest pitting

potential, but the specimen heated to 600�C had a lower

pitting potential than did specimens heated to 400 and 500�C.
The heat treatment at all temperatures resulted in the for-

mation of the less corrosion-resistant hexagonal close-

packed (hcp) zirconium precipitates, and the size of pre-

cipitates increased with heating temperature. The formation

of the hcp zirconiumphase led to an increase in the chromium

content of the matrix phase and hence to an enhancement of

the formation of a more protective chromium-rich passive

film covering the entire heterogeneous alloy surface. How-

ever, when the average size of the less corrosion-resistant

zirconium phase exceeded a critical size (�20 nm), the

protective chromium-rich passive film could not completely

cover the precipitates and the pitting resistance decreased. In

TABLE 42.1. Concentrations of Chromic Ion in Passive Films

Formed onAmorphous Alloys and Stainless Steels in 1MHCl at

Ambient Temperature

Amorphous Alloy

Cr3þ /Total
Metallic

Ions Passivation Reference

Fe–10Cr–13P–7C 0.97 Spontaneous 5

Fe–3Cr–2Mo–13P–7C 0.57 Anodic

polarization

6

Co–10Cr–20P 0.95 Spontaneous 7

Ni–10Cr–20P 0.87 Spontaneous 8

Stainless steel

Fe–30Cr–(2Mo) 0.75 Anodic

polarization

9

Fe–19Cr–(2Mo) 0.58 Anodic

polarization

10
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this manner, if the precipitation of the nanocrystalline phase

enhances the passivating ability of the matrix, the precipi-

tation of the less corrosion-resistant nanocrystalline phase is

not always detrimental but sometimes can increase the

corrosion resistance.

C3. High Activity of Amorphous Alloys

When the chromium-enriched passive film is formed on

amorphous and crystalline Fe–Cr alloys, the composition of

the alloy surface just under the chromium-enriched passive

film is almost the same as that of the bulk alloy [9]. However,

if nickel is contained in alloys, such as austenitic stainless

steels, nickel is concentrated in the underlying alloy surface

since nickel is not contained in the passive film [16]. Hence,

the formation of the chromium-enriched passive film results

from selective dissolution of alloy constituents unnecessary

for the passive film formation. When an alloy is able to

passivate, fast active dissolution of the alloy results in rapid

enrichment of beneficial ions. The passivating ability is

therefore related to the activity of the alloy.

Because amorphous alloys are thermodynamically meta-

stable, unless passive films are formed, the amorphous alloys

dissolvemore rapidly than their crystalline counterparts [17].

The high reactivity of amorphous alloys due to their ther-

modynamically metastable nature is effective in enhancing

the accumulation of beneficial passivating elements on the

alloy surface. As a result of rapid dissolution of active

elements unnecessary for passivation, passivating elements

are highly concentrated in the surface, causing passivation to

occur rapidly.

D. ALLOYS RESISTANT TO AQUEOUS

CORROSION

Special techniques are required for preparation of metastable

alloys. Accordingly, unless the resulting metastable alloys

have particularly high corrosion resistance, they cannot be

used practically. From a corrosion point of view, coating

would be the most suitable method. Corrosion-resistant new

surface alloys have been tailored, mostly by sputter deposi-

tion techniques. Of the various methods for amorphization,

sputter deposition is known to form single amorphous phase

alloys with the widest composition range. Recent efforts for

preparation of extremely corrosion-resistant alloys by sput-

tering will be summarized hereafter.

D1. Aluminum Corrosion-Resistant Metal Alloys

Alloying of aluminum with refractory metals, such as

niobium, tantalum, molybdenum, and tungsten, is a potential

method to enhance corrosion resistance. Although the boil-

ing point of aluminum is generally lower than melting points

of refractory metals, the sputter deposition technique does

not rely on melting to mix the alloy constituents. Therefore,

this technique is suitable for forming a single-phase solid

solution even though the boiling point of one component

may be lower than the melting point of the other components

and/or one component may be immiscible with another

component in the liquid state.

The sputter deposition method has been applied in pre-

paring corrosion-resistant new aluminum alloys [18–23].

The Al–Ti, Al–Zr, Al–Nb, Al–Ta, Al–Cr, Al–Mo, and Al–W

alloys have been successfully prepared in a single amorphous

phase over wide composition ranges. Alloying is very useful

in enhancing corrosion resistance. Figure 42.1 shows a

comparison of corrosion rates of various aluminum alloys

with those of conventional corrosion-resistant alloys in

1M HCl at 30�C. Except for Al–Ti alloys, the corrosion

resistance in 1M HCl increases with increasing alloying

additions. The Al–Ti and Al–Cr alloys dissolve actively, but

other amorphous aluminum alloys are spontaneously passive

even in 1M HCl. Amorphous Al–Ta and Al–Nb alloys are

especially corrosion resistant.

Sputter deposition techniques have been used widely for

preparation of corrosion-resistant aluminumalloys in the first

one-half of the 1990s. Shaw and co-workers found enhanced

passivity of Al–W [25] and Al–Ta [26] alloys over a wide pH

range due to the formation of tungsten and tantalum hydrox-

ide films, They attributed high pitting resistance to enrich-

ment of alloying elements with high passivating ability in the

underlying alloy surface. High pitting potentials of Al–V,

Al–Mn, and Al–Walloys are attributed to suppression of pit

growth [27]. Improved pining resistance of Al–Ta alloys is

attributed to the formation of thin passive films that are

capable of impeding migration of chloride ions through the

film [28]. When Al3Ta is precipitated, passivity breakdown

occurs in the dealloyed region of the periphery of the

cathodic precipitates [29]. AmorphousAl–(15–45)Mo alloys

show stable passivity over a wide potential range in 0.1–1M

NaCl, and their pitting potentials are at least 1.2 V more

positive than the pitting potential of aluminummetal [30]. In

this manner the formation of single-phase solid solutions of

aluminum alloys with corrosion-resistant elements is very

effective in enhancing corrosion resistance.

D2. Chromium–Refractory Metal Alloys

Valve metals, such as titanium, zirconium, niobium, and

tantalum, are all passivated in strong acids. Chromium also

has a very strong passivating ability. Chromium-valve metal

alloys have been successfully prepared by sputtering

[31–36], Their corrosion resistance to concentrated hydro-

chloric acids is remarkably high.

Figure 42.2 shows the change in the corrosion rate of

Cr–Ti and Cr–Zr alloys in 6M HCl solution at 30�C and of

Cr–Nb and Cr–Ta alloys in 12M HCl solution at 30�C as a
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function of valve metal content. In 6M HCl, chromium and

titanium dissolve actively, whereas the Cr–Ti alloys show

very low corrosion rates, several orders of magnitude lower

than those of the alloy components. Binary Cr–Zr alloys also

show low corrosion rates. In spite of the fact that the

corrosion rate of chromiummetal is five orders of magnitude

higher than that of zirconium metal, the corrosion rate of

theCr–Zr alloys decreaseswith increasing chromiumcontent

of the alloy. Amorphous Cr–Nb and Cr–Ta alloys show very

high corrosion resistance, higher than that of the alloy

components. These results indicate that if both components

of binary alloys have a strong passivating ability, the alloys

possess even better corrosion resistance than the alloy com-

ponents. The corrosion rates of Cr–Ta alloys are extremely

low and are lower than the level measurable by inductively

coupled plasma (ICP) spectrometry,<10� 6mm/year. Thus,

the Cr–Ta alloys possess the highest corrosion resistance

among all known metallic materials in strong acids.

The high corrosion resistance of the chromium-valve

metal alloys was due to spontaneous passivation caused by

the formation of the passive oxyhydroxide film consisting of

both chromium and valve metal cations. X-ray photoelectron

spectroscopy (XPS) analysis revealed a charge transfer from

chromium ion to valve metal cation in the film [35]. The

charge transfer between different cations indicates that these

cations are closely spaced and that the passive film does not

FIGURE42.2. Corrosion rates of sputter-deposited Cr–Ti [31] and

Cr–Zr [33] alloys in 6MHCl at 30�CandCr–Nb [34] andCr–Ta [34]

alloys in 12M HCl at 30�C.

FIGURE 42.1. Corrosion rates of various aluminum alloys and conventional corrosion-resistant

alloys in 1M HCl at 30�C [24].
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consist of a simple mixture of chromium oxyhydroxide and

valve metal oxide but rather consists of a double oxyhydr-

oxide of chromium and valve metal cations. The resultant

double oxyhydroxide films are more protective than chro-

mium oxyhydroxide and valve metal oxide films in these

aggressive solutions.

D3. Molybdenum Corrosion-Resistant

Metal Alloys

Figure 42.3 shows corrosion rates of sputter-deposited mo-

lybdenum-valve metal alloys in 12M HCl [37–41]. Molyb-

denum–zirconium alloys become amorphous over a wide

composition range, whereas other molybdenum-valve metal

alloys were composed of nanocrystalline single bcc phases.

Because grain diameters estimated from the full width at

half-maxima (FWHM) of X-ray diffraction lines are 5–7 nm,

these nanocrystalline alloys are regarded as homogeneous

solid solutions from a corrosion point of view. All binary

molybdenum-valve metal alloys show significantly higher

corrosion resistance than did alloy component elements,

regardless of crystalline and amorphous structures of the

alloys. The corrosion rates of titanium, zirconium, and

niobium are several orders of magnitude higher than the

corrosion rate of molybdenum, but the corrosion rate of their

alloys decreases with increasing valve metal content of the

alloy. However, the corrosion rate of binary Cr–Mo alloys

decreases with an increase in the molybdenum content of the

alloy and the corrosion resistance never exceeds the corro-

sion resistance of molybdenum [41].

The high corrosion resistance of themolybdenumalloys is

attributed to the formation of passive double oxyhydroxide

films of Mo4þ and cations of alloying elements. The

molybdenum corrosion-resistant element alloys are sponta-

neously passive in 12M HCl, and their corrosion potentials

are close to or higher than the corrosion potential of molyb-

denum. Molybdenum dissolves actively from about � 0.8

to � 0.2V (SCE) and passivates from about � 0.2 to 0.2 V

(SCE), forming the film consisting of Mo4þ [42]. The

cathodic activity of passive molybdenum for both proton

and oxygen reduction is very high. Accordingly, the corro-

sion potential of molybdenum in 12M HCl is very high, and

slight anodic polarization results in a sharp current increase

due to transpassive dissolution.

The high protective quality of the passive film is attributed

to the synergistic effect of two cations forming the double

oxyhydroxide film, Even if the alloy is polarized anodically

over the transpassive potential of molybdenum, film-forming

Mo4þ ions are protected by chromium and valve metal

cations and are stable. Themolybdenum species contributing

to the protective quality of the spontaneously passivated film

is Mo4þ ions that are stable to about 0.5V (SCE) when the

Mo4þ ions are protected by chromic ions. When the polar-

ization potential exceeds 0.6V (SCE), protection by chromic

ions is no longer effective and transpassivation of molybde-

num occurs, showing a clear increase in the content of Mo6þ

ions in the film.

D4. Tungsten Corrosion-Resistant Metal Alloys

Since tungsten belongs to the same family as chromium and

molybdenum in the periodic table, it is expected that tung-

sten-valvemetal alloys are also extremely corrosion resistant

Figure 42.4 shows corrosion rates of tungsten alloys in 6M

and 12M HCl [43–47]. The corrosion rates of the binary

alloys are lower than those of the alloy components. The

corrosion rates decrease with increasing alloy concentration,

and tantalum-containing alloys show particularly high cor-

rosion resistance. The W–Cr alloys also show higher corro-

sion resistance than tungsten and chromium, although the

corrosion resistance of Mo–Cr alloys does not exceed that of

molybdenum. The high corrosion resistance results from

spontaneous passivation. The spontaneously passivated films

are composed of double oxyhydroxide of W4þ and cations

of alloying elements.

E. ALLOYS RESISTANT TO SULFIDIZING/

OXIDIZING ENVIRONMENTS AT

HIGH TEMPERATURES

Amorphous aluminum–refractory metal alloys possess

extremely high resistance to high-temperature corrosion in

sulfidizing and oxidizing environments. Corrosion of
FIGURE 42.3. Corrosion rates of sputter-deposited molybdenum

corrosion-resistant metal alloys in 12M HCl at 30�C [37–41].
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metallic materials at high temperatures in sulfur-containing

atmospheres is much more severe than in purely oxidizing

environments. All conventional oxidation-resistant alloys

suffer catastrophic corrosion in sulfur-containing atmo-

spheres at high temperatures, because of the poor protective

properties of sulfide scales. For instance, the nonstoichio-

metry of sulfide scales formed on these alloys often reaches

10%. Because of rapid diffusion of cations through the

defective sulfide scale, they are sulfidized very rapidly.

Some refractory metals, such as molybdenum, niobium,

and tantalum, are resistant to sulfide corrosion and their

sulfidation rates are almost comparable to the oxidation rate

of chromium. These metals, however, have very low resis-

tance to high-temperature oxidation in spite of the fact that

practical sulfidizing atmospheres are often oxidizing. On the

other hand, the best alloying element to form a protective

scale in oxidizing environments is aluminum, and the second

best is chromium. These metals form alumina and chromia

scales, respectively. Therefore, aluminum–refractory metal

alloys must have the highest resistance to both oxidation and

sulfidation.

Sulfidation of sputter-deposited aluminum–refractory

metal alloys such as Al–Mo [48–51], Al–Nb [52–56], and

Al–Ta [57] alloys follows a parabolic rate law, indicating that

the rate-determining step of the overall reaction is the

diffusional transport of matter through the sulfide scale

formed. Figure 42.5 shows sulfidation (solid lines) and

oxidation (dotted lines) rate constants for amorphous Al–Mo

and Al–Mo–Si alloys as well as several high-temperature

alloys [48, 49, 51]. The sulfidation rate of conventional

oxidation-resistant crystalline alloys is generally many

orders of magnitude higher than the oxidation rate. By

contrast, the sulfidation rates of Al–Mo and Al–Mo–Si

alloys are significantly lower and comparable to the

oxidation rate of oxidation-resistant alloys. Furthermore,

the sulfidation rate constants of these alloys are more than

one order of magnitude lower than those of molybdenum.

The steady-state sulfidation rates of Al–Nb [52–56] and

Al–Ta [57] alloys are also lower than those of the corre-

sponding refractory metals.

The sulfide scales on these alloys consist of two layers,

that is, the Al2S3 outer layer and the inner refractory metal

sulfide layer [50]. The high sulfidation resistance of the

Al–Mo alloys is due to the formation of the MoS2 phase,

which constitutes the major part of the inner barrier layer of

the scale. The more protective properties of the sulfide scale

on the Al–Mo alloys compared with the MoS2 scale on

molybdenum is attributed to a lower defect concentration

in the aluminum-doped MoS2 phase.

The oxidation rate of Al–Mo alloys is comparable to that

of chromia-forming alloys although higher than that of

FIGURE42.5. Sulfidation (solid lines) and oxidation (dotted lines)

rate constants for amorphous Al–Mo, Al–Mo–Si, Al–Nb–Si, and

Al–Ta–Si alloys as well as several high-temperature alloys [48–51,

56–58].

FIGURE 42.4. Corrosion rates of W–Ti alloys [43] in 6M HCl at

30�C andW–Zr [44], W–Nb [45], W–Ta [46], andW–Cr [47] alloys

in 12M HCl at 30�C.
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alumina-forming alloys. In particular, the oxidation rate at

temperatures >900�C is very high. The scale consists

mostly of alumina, but because of the high molybdenum

contents of these alloys, molybdenum is also oxidized,

forming volatile MoO3. Since the melting point of MoO3

is 793�C, the formation of low-melting-point MoO3 is

responsible for the relatively low oxidation resistance of

the Al–Mo alloys. By contrast, the ternary Al–Mo–Si alloys

have high sulfidation resistance and have higher oxidation

resistance than Al–Mo alloys [49, 51]. This high resistance

is attributed to the formation ofmolybdenum silicide, which

is stable to oxidation. During sulfidation and oxidation,

amorphous alloys are crystallized, forming nanocrystalline

intermetallics. The Al–Mo alloys form Al8Mo3 and Mo3Al

phases. The molybdenum-rich Mo3Al phase is readily

oxidized, forming volatile MoO3. Accordingly, when the

alumina scale surface on the Al–Mo alloys is analyzed, a

low concentration of molybdenum is always found. By

contrast, Al–Mo–Si alloys are crystallized to Al8Mo3 and

Mo5Si3 phases without forming the easily oxidizable

molybdenum-richMo3Al phase. TheMo5Si3 phase is stable

to oxidation. Accordingly, any molybdenum and silicon

are not detected in the outer surface of the alumina scale.

The oxidation resistance of Al–Nb and Al–Ta alloys is also

improved by the silicon addition [56, 58].

The chromium–refractory metal alloys have high sulfida-

tion resistance. The sulfidation rates of the alloys containing

at least 50 at % refractory metals are almost comparable to

those of the corresponding refractorymetals [59]. The sulfide

scales formed on these alloys consist of two layers: the Cr2S3
outer layer and the inner refractory metal sulfide layer. The

Cr–Nb and Cr–Ta alloys possess high oxidation resistance

nearly comparable to typical chromia-forming alloys.

F. SUMMARY

Almost any kinds of properties can be obtained by prepara-

tion of amorphous and nanocrystalline alloysmostly because

of the formation of homogeneous alloys due to expansion of

solubility limits. A variety of corrosion-resistant materials

can be prepared depending upon the application and envi-

ronmental conditions. Bulk amorphous alloys can be pro-

cessed if the alloys have a wide gap between glass transition

and crystallization temperatures, but their compositions are

restricted. Corrosion-resistant amorphous and nanocrystal-

line alloys can be applied by using surface coatings.

Although it is difficult to prepare defect-free perfect coatings

at themoment, new surface treatmentmethods have potential

for developing new corrosion-resistant technology. Con-

sequently, investigations of both new surface treatment

technology and alloy design that satisfy a variety of demands

will exploit a new area in the field of corrosion science and

engineering.
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A. INTRODUCTION

Steel is themost commonmetallic material used in structures

exposed to the atmosphere. Corrosion of steel in the atmo-

sphere therefore constitutes the greatest item in the cost of

metallic corrosion in all sectors of engineering. Atmospheric

corrosion rates of bare carbon steel depend greatly on the

time of wetness and on the atmospheric concentrations of

constituents, such as sulfur dioxide and chloride, which vary

considerably from location to location; hence, atmospheric

corrosion rates vary markedly throughout the world.

On the other hand, steel is seldom used in the bare state. It

is usually protected against corrosion by organic, metallic, or

other coatings, so that corrosion rate data of unprotected

carbon steel are of limited use. However, enormous amounts

of atmospheric corrosion data of steel nave been accumulated

through exposure tests at many test sites all over the world,

because data on corrosion of steel, together with data on

corrosion of zinc, are useful in calibrating the corrosivity of

the various atmospheres. Carbon or mild steel specimens are

also commonly used as the control specimens in atmospheric

exposure tests of other metals and alloys. In fact, long-term

exposure test data of carbon steel have been obtained as

control data in test programs to determine the effects of

alloying additions in low-alloy steels and to demonstrate the

superior corrosion performance of low-alloy weathering

steels to be used in the atmosphere in the unpainted condition.

B. ENVIRONMENTAL FACTORS

B1. Major Environmental Factors

There are several factors that affect atmospheric corrosion of

steel, of which time of wetness and sulfur dioxide and

chloride pollution levels are particularly important.

B1.1. Time of Wetness. Water, essential for corrosion to

proceed, is provided by meteoric water, dew, and invisible

condensed water films from moist air. The corrosion rate of

steel depends on the time of wetness, which is defined by the

InternationalOrganization for Standardization (ISO) standard

9223-1992 [1] as the period duringwhich ametallic surface is

covered by adsorptive and/or liquid films of eletrolyte that are

capable of causing atmospheric corrosion. The length of time

when the relative humidity is� 80%at a temperature� 0�C is

specified in the ISO standard. As noted in the standard, this

specified time does not necessarily correspond to the actual

time of exposure to wetness, which is affected by the type of

metal, shape, mass and orientation, quantity of corrosion

product, nature of pollutants on the surface, and other factors.

Nevertheless, this criterion is usually sufficiently accurate for

the characterization of atmospheres.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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B1.2. Sulfur Dioxide. Sulfur dioxide (SO2) and some SO3

in the atmosphere, primarily provided by the combustion of

sulfur-bearing fossil fuels, react with steel to form ferrous

sulfate, probably through the formation of H2SO4 [2]. Some

ferrous sulfate may be oxidized to ferric sulfate. Schikorr [2]

suggested that, on exposure to water, ferrous sulfate is

hydrolyzed to regenerate H2SO4, which further reacts with

steel, accelerating corrosion by means of a cycle. The

hygroscopic nature of sulfate, and H2SO4 if present, in-

creases the time of wetness by promoting condensation of

moisture in the atmosphere. When steel was exposed to the

industrial atmosphere of Stuttgart, the corrosion rate in

the month of exposure varied directly with the SO2 content

of the atmosphere in that month [2].

With the development of the corrosion product films that

act as a barrier to the corrodants in the environment, the

action of SO2 is retarded. However, SO2 continues to accel-

erate corrosion by impairing the protective nature of the

corrosion product films through the formation of ferrous

sulfate nests [3]. For details, see Section C.

The corrosion rate of steel in industrial areas tends to be

high because of high concentrations of SO2 in the atmosphere;

the higher its concentration, the higher the corrosion rate.

B1.3. Chloride. Chlorides (Cl� ), carried by the wind

from the sea and deposited on the steel surface, are also

hygroscopic and promote chemical condensation ofmoisture

in the air. Similar to SO4
2� ions, they decrease the protection

of the corrosion product films.

The chloride concentration in the atmosphere is usually

high at the seacoast, although the concentrationvaries greatly

from seacoast to seacoast and season to season, depending on

the direction and the strength of prevailing winds. It is also

affected by the topography of the coast. The chloride content

decreases sharply with the distance inland from the coast, but

the decay curve is considerably influenced by the geograph-

ical features of the area, so that no general data are available.

At the exposure test station at Kure Beach, North Carolina,

the atmosphere at the 80-ft (25-m) lot is �3.5 times more

corrosive to steel than that at the 800-ft (250-m) lot [4].

Generally speaking, the effect of chloride on corrosion of

steel is particularly severe in areas within 0.5–1 km inland

from the coast.

B2. Corrosion Rate as a Function

of Environmental Factors

Equations have been developed to express the corrosion rate

as a function of environmental factors. The research group on

the corrosion protection of steel frame structures [5] [Rikujo

Tekkotsu Kozobutsu Boshoku Kenkyu Kai (RIKU-BO-

KEN), a Japanese group consisting of NKK (steel manufac-

turer), Ishikawajima Harima Heavy Industries, and Dai

Nippon Toryo (paint manufacturer)], based on atmospheric

exposure tests for five years, starting in 1960 at seven sites

distributed throughout Japan and on environmental data

developed the following equation for carbon steel bymultiple

regression analysis1:

Corrosion rate ðmddÞ*¼ 0:484� ðtemperature;� CÞþ 0:701

�ðrelative humidity;%Þþ 0:075� ðCl� ; ppmÞþ 8:202

�ðSO2;mddÞ� 0:022� ðrainfall; mm=monthÞ� 52:67

ð43:1Þ
where the values of each factor are based on the annual

average in the five-year exposure period. Sulfur dioxide was

measured by the amount of SO2 trapped on a PbO2–powder

coated plate in terms of milligrams per square decimeter per

day (mg/dm2/day or mdd) (close to the procedure of

ISO 9225-1992 [6]) and Cl� by the concentration of Cl�

extracted each month in 1000mL of water from a 100-cm2

vinylidene chloride resin film gauze that trapped chlorides.

The equation was used to draw a corrosion map of Japan [7].

The group also formulated other equations [8] by using

corrosion data for carbon steel in the first year of exposure at

43 locations in Japan compiled from various sources.

For inland and industrial atmospheres,

Corrosion rate ðmddÞ ¼ 4:15þ 0:88

�ðtemperature;� CÞ� 0:073

�ðrelative humidity;%Þ� 0; 032

�ðrainfall; mm=monthÞþ 2:913

�ðCl� ; ppmÞþ 4:921� ðSO2;mddÞ

ð43:2Þ

and for marine atmospheres,

Corrosion rateðmddÞ ¼ 5:61þ 2:754� ðCl� ; ppmÞ
þ 6:155� ðSO2; mddÞ ð43:3Þ

The TokyoMetropolitan Research Institute for Environmen-

tal Protection [9] derived a regression equation for carbon

steel based on the exposure tests conducted during

1970–1975 at seven locations in Tokyo:

Corrosion rateðmm=monthÞ ¼ � 0:00774þ 3:86� 10� 4

�ðmonthly average temperature;� CÞþ 2:45

�10� 6 � ðtime of wetness; h=monthÞþ 3:24� 10� 6

�ðconductivity of filtrate of collected dust and rain;
mW=cm=L=month=100 cm2Þ
þ 3:22� 10� 3 � ðSO3;mg=day=cm2PbO2Þ
þ 2:4� 10� 3 � ðchloride; mg as NaCl=day=m2Þ

ð43:4Þ

1 For steel, to convert the corrosion rate from milligrams per square deci-

meter per day (mdd) to mm/year, multiply by 0.00464.
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It should be noted that the SO2 concentration in the

industrial atmospheres in Japan in the 1960swasmuch higher

than in the 1990s because of the pollution control measures

implemented in the 1970s, during which period these equa-

tions were obtained. The negative coefficients for rainfall in

Eqs. (43.1) and (43.2) show the beneficial effect of rain that

washes contaminating SO2 and its derivatives from the

surface. The negative coefficient for relative humidity in

Eq. (43.2) was probably caused by die limitation of regres-

sion analysis applied due to the small variation, less than

10%, of the annual average relative humidity.

B3. Corrosivity Classification of Atmospheres

Comparative rankings of 45 locations in North America,

England, and some other countries in terms of corrosion of

carbon steel are listed in Table 43.1 [4]. The rankings are

based on the atmospheric corrosion data obtained by two-

years exposure during the period from 1960 to 1962.

According to Table 43.1, the atmosphere at Dungeness,

England, is 326 times more corrosive to steel than that at

Norman Wells, NWT, Canada. Although significant yearly

variations may exist at each location, the rankings are

helpful in estimating comparative corrosivity at different

locations.

ISO/TC156 WG 4 [1, 6, 10, 11] has developed a com-

prehensive corrosivity system, and to substantiate this

system, it has carried out an extensive exposure program at

45 sites in 12 countries from 1986 to 1998 (see Chapter 23,

Section E1.2). Materials tested were carbon steel, zinc,

copper, and aluminum. Time of wetness, SO2 pollution, and

NaCl deposition rates for each year were measured as the

environmental data.

A corrosion map based on the corrosion rate of carbon

steel plate specimens is shown in Figure 43.1 [12]. The

numbers in circles represent the rankings of the corrosion

rate, in increasing order (i.e., the lowest corrosion rate results

in a ranking of 1).

C. CORROSION PRODUCT FILMS

Corrosion product films on steel formed in the atmosphere

tend to be protective, and therefore, the corrosion rate

decreases with time, reaching a steady state in a few years,

following the relation p¼ ktn, where p is mass loss, k and n

are constants, and t is time [13]. Examples of corrosion–time

curves are shown in Figure 43.2 [14].

The higher corrosion rates observed in marine and indus-

trial atmospheres indicate that the corrosion product films

formed in these atmospheres are less protective than those

in rural atmospheres. In industrial atmospheres that contain

appreciable amounts of SO2, ferrous sulfate, formed by the

corrosion reaction, accumulates in small, shallow discrete

TABLE 43.1. Comparative Rankings of 45 Locations Based

on Mass Loss of Steel Specimens Exposed for Two Yearsa

Ranking Location

Mass

Lossb

1 Norman Wells, N.W.T., Canada 0.73

2 Phoenix, AZ 2.23

3 Saskatoon, Sask., Canada 2.77

4 Esquimalt, Vancouver Island, Canada 6.50

5 Detroit, MI 7.03

6 Fort Amidor Pier, Panama, C.Z. 7.10

7 Morenci, MI 9.53

8 Ottawa, Ont., Canada 9.60

9 Potter County, PA 10.00

10 Waterbury, CT 11.00

11 State College, PA 11.17

12 Montreal, P.Q., Canada 11.44

13 Melbourne, Australia 12.70

14 Halifax (York Redoubt), N.S. 12.97

15 Durham, NH 13.30

16 Middletown, OH 14.00

17 Pittsburgh. PA 14.90

18 Columbus, OH 16.00

19 South Bend, PA 16.20

20 Trail, B.C. Canada 16.90

21 Bethlehem, PA 18.3

22 Cleveland, OH 19.0

23 Miraflores, Panama, C.Z. 20.9

24 London (Battersea), England 23.0

25 Monroeville, PA 23.8

26 Newark, NJ 24.7

27 Manila, Philippine Islands 26.2

28 Limon Bay, Panama, C.Z. 30.3

29 Bayonne, NJ 37.7

30 East Chicago, IN 41.1

31 Cape Kennedy, 0.8 km (0.5 mile)

from ocean

42.0

32 Brazos River, TX 45.5

33 Pilsey Island, England 50.0

34 London (Stratford), England 54.3

35 Halifax (Federal Building), N.S. 55.3

36 Cape Kennedy, 55m (60 yd)

from ocean, 60-ft elevation

64.0

37 Kure Beach, NC, 250-m (800-ft) lot 71.0

38 Cape Kennedy, 55m (60 yd) from ocean,

9m (30 ft) elevation

80.2

39 Daytona Beach, FL 144.0

40 Widness, England 174.0

41 Cape Kennedy. 55m (60 yd) from

ocean, ground level

215.0

42 Dungeness, England 238.0

43 Point Reyes, CA 244.0

44 Kure Beach, NC, 25-m (80-ft) lot 260.0

45 Galeta Point Beach,

Panama, C.Z.

336.0

a
Reproduced with permission from [4]. Copyright American Society for Testing and

Materials (ASTM).
bMass loss: g/4� 6 in. (101.6� 152.4mm) specimen.
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corrosion pits, �0.5–1mm in diameter, on the steel surface

under mounds of the corrosion product films. The ferrous

sulfate agglomerates nesting in pits were named “ferrous

sulfate nests” by Schwarz [3], who discovered their exis-

tence. Sulfate (SO4
2� ) anions migrate to the pits, which are

anodic sites, and a greater number of these nests are formed in

atmospheres with higher SO2. Because the protection of the

corrosion product films at the nests is poor, the nest areas

provide themain paths for further corrosion to proceed. Thus,

the corrosion rate is higher with more nests [15].

In marine atmospheres of appreciable chloride content,

Cl� ions probably act in the same way as SO4
2� ions in

industrial atmospheres. The presence of chloride nests has

been demonstrated recently [16].

The major crystalline constituents in the corrosion prod-

uct films are g-FeOOH (lepidocrocite), a-FeOOH (goethite),

and Fe3O4 (magnetite). The Fe3O4 here is not stoichiometric

and would be better described as a spinel type oxide. Starting

from Fe2þ ions, these crystalline compounds are formed,

and the relative amounts vary depending on environmental

FIGURE 43.1. Corrosion map of the world. Corrosion rates in micrometers per year (mm/y). Based

on the average corrosion rates of six flat carbon steel specimens exposed for 1 year starting in spring

(in triplicate) and in autumn (in triplicate) [11]. The numbers in circles represent the rankings of the

corrosion rate in increasing order. (Reproduced with permission from [12]).

582 CARBON STEEL—ATMOSPHERIC CORROSION



 

conditions. Lepidocrocite (g-FeOOH) is the first stable com-

pound, which changes to a-FeOOH and Fe3O4. In marine

atmospheres, b-FeOOH (akaganeite) may also be formed. In

addition, large amounts of amorphous iron oxides (e.g., 25%

in industrial atmospheres [17]) are found in all corrosion

product films in the atmosphere. The constituents of corro-

sion product films formed on carbon steel in various atmo-

spheres are summarized by Misawa [18] in Table 43.2.

Ferric oxides in corrosion product films take part in the

cathodic reaction as first proposed by Evans [19]. The final

model of this theory [20] is as follows:

Anodic reaction: Fe! Fe2þ þ 2e� ð43:5Þ

Cathodic reaction: Fe2þ þ 8FeOOHþ 2e�

! 3Fe3O4 þ 4H2O ð43:6Þ

Oxidation of Fe3O4: 3Fe3O4 þ 3

4
O2 þ 9

2H2O! 9FeOOH

ð43:7Þ
Despite some objections to this mechanism, particularly

about the readiness of reoxidation of Fe3O4 expressed in

Eq. (43.7), there is no doubt as to the accelerating effect of

ferric oxides as cathodic reactants on atmospheric corrosion

of steel. Revised models have been proposed by

Stratmann [21] and D€unnwald and Otto [22].

D. CORROSION DATA

Long-term atmospheric exposure tests have been conducted

at a large number of locations around the world. Because it is

not possible to present in this chapter all the data that have

been obtained, and because data obtained at one location are

not helpful for corrosion engineering at other locations, only

a list of major exposure programs is given in Table 43.3.

A survey of the data obtained in these programs shows that

the average values of corrosion penetration in the first 10

years are in the following ranges:

Industrial atmospheres 0:1--0:5 mm

Marine atmospheres 0:3--0:8 mm

Rural atmospheres 0:05--0:2 mm

Themethod of exposure affects the corrosion rate. Inmost

of the tests, specimens in the form of plates or sheets were

exposed to the atmosphere at an angle of 30� from the

horizontal with the racks facing south. The corrosion rate

was measured by mass loss caused by corrosion of both

surfaces of the specimen and, using the specific density,

converted to the decrease in thickness from one surface so

that thevaluewas the average of corrosion of the skyward and

groundward surfaces. In polluted atmospheres, corrosion that

occurs on the groundward surfaces is greater than on the

skyward surfaces, because the former surfaces do not benefit

from thewashing action of rain and the quick drying action of

the sunshine that enhance the protective quality of the

corrosion product films. It has been shown [60] that for steel

specimens exposed in an industrial atmosphere on the 30�

rack the corrosion that occurred on the skyward and ground-

ward surfaces was � 40 and 60%, respectively, of the total

corrosion.

In some programs, specimens were exposed vertically.

LaQue [61] pointed out that the vertical exposure has the

disadvantage of poorer reproducibility because a slight

variation in the position of the specimen from the vertical

greatly affects the washing and drying effects.

Galvanic corrosion data based on atmospheric exposure

testswere surveyed byKucera andMattsson [62]. In rural and

industrial atmospheres, no risk of galvanic corrosion of

FIGURE43.2. Atmospheric corrosion of steel as a function of time

in different types of atmosperes. (Data taken from [14].)

TABLE 43.2. Types of Atmosphere and Constituents of

Corrosion Product Filmsa

Type of

Atmosphere

Constituents of Iron Compounds in

Corrosion Product Films

Industrial a-FeOOH, g-FeOOH�Fe3O4; iron

sulfates, amorphous rust

Marine Fe3O4>a-FeOOH> g-FeOOH; b-FeOOH,
amorphous rust

Rural rust g-FeOOH, a-FeOOH, Fe3O4; amorphous

a
Reproduced with permission from [18].
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TABLE 43.3. Major Atmospheric Exposure Tests in Various Countries

Country Organization Locationa Started In

Maximum

Test Period

(years) References

International ISO 12 countries (47 sites) 1987 8 –b

Australia Commonwealth Scientific and

Electricity Trust of South

Australia (ETSA)/CSIRO

Melbourne (299 sites)

South Australia (66 sites)

South Australia (475 sites)

1979

1990

1991

2

2

2

23

24

24

Brazil Campanhia Sider�urgica
Natuinal (CSN)

Volta Redonda (U/I)

Volta Redonda (R)

Restinga da Marambaia (M)

1972 16 25

Centro de Pesquisas e

Deservolvimento

Leopoldo A. Miguez de

Mello (CENPES) of

Petrobr�as

Manaus (E)c

Bel�em (E)c

Fortaleza (M)

Aracaju (5 sites, M)

Ajacaju (R)

1975 2 25

Madre de Deus (M)

Betim (I)

Rio de Janeiro (M)

Cubat~ao (I)

S. Mateus (I)

Canoas (l)

Bras�ilia (U)

Canada CANMET Arctic & Southern

Canada (77 sites)

1978 1 26

Czechoslovakia Akimov State Research Inst.

of Material Protection

Prague (U)

Ust�i nad Labem (I)

Late 1960s 5 27

Hurbanovo (R/I)

Kopisty (I)

Finland Technical Research

Center (VTT)

Otaniemi (R)

Helsinki (U/I)

1968

1975

7

4

28

28

Harmaja (M)

Otaniemi (R)

Koski (R)

Haravalta (I)

Germany Staatlichen

Materialpr€ufungsamt,

Berlin

Berlin (R)

Dortmunt (I)

1914 4 29

H€ornum (M)

Iron and Steel Inst. Olpe (R) 1956 8 30

M€ulheim (I)

Cuxhaven (M)

Vereins Deutscher

Eisenh€uttenleute
Duisburg (I)

Gelsenkirchen (I)

1962 16 31, 32

M€ulheim (I) (about 1970)d 8 32

Cuxhaven (M)

Olpe (R)

Japan Research Group on

Corrosion Protection of

Steel Structures

Obihiro (R)

Wajima (M)

1960 5 5

Tokyo (I)

Kawasaki (I)

Omaezaki (M)

Takayama (R)

Makurazaki (M)

Steel Manufacturers 38 sites in Japan 1960s 12 (max) 33

Public Works Research Inst. 41 sites in Japan (sheltered) 1981 9 14
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Country Organization Locationa Started In

Maximum

Test Period

(years) References

Latin America Project on “Ibero-American

Map of Atmospheric

Corrosiveness”

72 sites (about 1990)d 4 34

New Zealand Building Research Assoc. of

New Zealand

168 sites in NZ 1987 1 35

Norway VERITAS and Norwegian

Inst. for Air Research

Sogn (R)

Voss (R)

1970 8 36

Bergen-Bergens Tidende (U)

Bergen-VERITAS (U)

Bergen-Stend (R)

Bergen-Fredriksberg (U)

Bergen-Minde (U)

Stord 50 (M/R)

Panama Naval Research Laboratory Cristobal (M) by 1958 16 37, 38

Miraflores (Semi-U)

Russia (Formerly

USSR)

Inst. of Physical Chemistry Moscow (I)

Zvenigorod (R)

Batumi (M/U)

1968 10 39

Scandinavia Scandinavian Council for

Applied Research

(NORDFORSC)

32 sites (Norway 19,

Sweden 6, Finland 5,

Denmark 2)

1975 8 40

Singapore National University of

Singapore

Singapore (M) 1985/86 12 weeks 41

A raft (M)

Spain Ciudad University South (16 sites) 1976/83 1 42

Northwest (21 sites)

Center (34 sites)

University of Barcelona Catalonia (42 sites, R, U, I, M) (1980s)d 3 43

Centro Nacional de

Investigaciones

Metalurgicas

El Escorial (R) 1976 13–16 44

Madrid (U)

Zaragoza (U)

Bilbao (I)

Barcelona (M)

Cadiz (M)

Cabo Negro (M)

Alicante (M)

Sweden Swedish Corrosion Inst. Ryda (R) (1980s)d 5 45

Stockholm (U)

Borregaard (I)

Bohus-Malm€on (M)

Taiwan China Steel Corp. Hsinchu (R/U) (1980s)d 8 46

Kaohsuiung (M)

Hsiao Kang (I)

United Kingdom Iron Steel Inst. Calshot (M) 1928 5 47

Dove Holes Tunnel

Llanwrtyd Wells (R)

Motherwell (I)

Redear (M/I)

Sheffield (I)

Woolwich (I)

BISRA Sheffield (I) 1937 5 48

TABLE 43.3. (Continued )
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carbon steel existswhen the steel is in contactwith Pb, Zn,Al,

Mg, or weathering steel. Increased corrosion results if carbon

steel is coupled to stainless steels, Cu, Ni, anodizedAl, Sn, or

Cr. In marine atmospheres, the effect is essentially the same,

except that contact with anodized Al and Cr is not harmful.

Unlike the situation in aqueous environments, galvanic

corrosion in the atmosphere is usually restricted to a narrow

zone in the anodic metal, and the galvanic effects do not

extend over several millimeters from the line of contact [63].
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A. INTRODUCTION

Corrosion of steel in freshwater proceeds electrochemically

by the action of dissolved oxygen:

Anodic reaction: Fe! Fe2þ þ 2e� ð44:1Þ

Cathodic reaction: 1
2
O2 þH2Oþ 2e� ! 2OH� ð44:2Þ

Overall: Feþ 1
2
O2 þH2O! FeðOHÞ2 ð44:3Þ

Most natural freshwaters are air saturated, and the concen-

tration of dissolved oxygen at ordinary temperatures is

8–10 ppm. For corrosion of steel to occur, dissolved oxygen

must be supplied to the steel surface by diffusion through

water and possibly through surface films on the steel surface

that act as diffusion barrier layers. Because of its concentra-

tion and diffusion coefficient, the supply of dissolved oxygen

is slow unless the velocity of water relative to the steel surface

is sufficiently high. The corrosion reaction proceeds as rapidly

as oxygen reaches the steel surface. Thus, the corrosion is

under diffusion control of dissolved oxygen.

In the absence of diffusion barrier layers on the surface,

the theoretical corrosion current density, i (A/cm2), of steel

in stagnant air-saturated freshwater can be calculated as

follows:

i ¼ DnF

d

� �
C � 10� 3 ð44:4Þ

where D is the diffusion coefficient for dissolved oxygen in

water (cm2/s), n is the number of electrons involved in the

reaction,F is the Faraday constant (C/mol), d is the thickness
of the diffusion layer (cm), and C is the concentration of

dissolved oxygen (mol/L).

Using D ¼ 2� 10� 5 cm2=s; n ¼ 4;F ¼ 96; 500 C=mol;
d ¼ 0:05 cm, and C ¼ 8=32� 10� 3 mol=L at 25�C; i ¼
38:6� 10� 6 A=cm2, which is equivalent to a corrosion rate

of 0.45mm/year [18mils/year (mpy)].

In hard waters that contain high concentrations of calcium

and bicarbonate, the natural deposition of calcium carbonate

(CaCO3) on the steel surface provides an effective diffusion

barrier to oxygen diffusion, greatly decreasing corrosion. In

soft waters, the corrosion rate is higher than in hard waters,

but it is lower than the theoretical maximum value because

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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the corrosion product film formed on the surface acts to some

extent as a diffusion barrier. The average corrosion rate of

steel in stagnant air-saturated soft waters at ordinary tem-

peratures is roughly 0.1mm/year.

Increase in oxygen concentration, velocity, and temper-

ature, within limits, accelerates corrosion in soft water by

increasing the supply of dissolved oxygen to the surface.

When oxygen concentration is very high, for example,

�12mL/L or 17 ppm in distilled water at 25�C [1] or

25–35 ppm [2] in natural waters (e.g., when freshwater is

saturated with a gas of high oxygen partial pressure), or water

velocity is above a critical value, the corrosion rate drops to a

low value. This decrease in corrosion rate is caused by

passivation of the steel as a result of oxygen being supplied

to the surface in excess of the amount that can be used for

the cathodic reaction. More quantitative data regarding the

effects of environmental factors are given in Section B.

While the supply of dissolved oxygen controls the over-

all corrosion rate, the cathodic and anodic reactions do not

necessarily occur uniformly over the surface. There are two

types of corrosion cells. In macrogalvanic cells, the anodic

and cathodic areas are macroscopic, and their locations are

fixed, whereas in macrogalvanic cells, the anodic and

cathodic sites are microscopic and move randomly with

time. When macrogalvanic cells, such as differential aera-

tion cells, are formed on the steel surface and the anodic

reaction dissolution of steel takes place predominantly at

some limited areas in amount equivalent to the cathodic

reaction proceeding around themacroanode, the penetration

rate at the anode can be high if the cathode–anode area ratio

is large. The extent of the effective cathode area depends on

the conductivity and geometry of the system. In waters of

high conductance, macrogalvanic cells can operate over

long distances.

High corrosion rates of steel are associated with the

formation of macrogalvanic cells of some kind, which may

not have been anticipated or considered at the design stage for

corrosion protection.

B. ENVIRONMENTAL FACTORS

B1. Natural Freshwaters

While corrosion of carbon steel proceeds by the action of

dissolved oxygen, the rate of the reaction is affected by other

species in water. Among the many species dissolved in

natural freshwaters, calcium (Ca2þ ), bicarbonate (HCO3
� ),

and chloride (Cl� ) are very important with respect to

corrosion.

The source of natural freshwaters is meteoric water that

falls on the earth as rain, snow, sleet, or hail. Rainwater comes

in contact with the atmosphere and is saturated with dis-

solved air. Depending on the kind of atmosphere towhich the

rainwater is exposed, it also dissolves impurity gases, such as

SOx, NOx, NH3, and HCl, and other matter from suspended

atmospheric impurities such as sea salt and dust.

When the precipitation comes into contact with the

ground, some of it evaporates, but the rest flows or collects

on the surface of the earth as surface water or sinks into the

ground as groundwater. The water dissolves materials with

which it comes in contact and therefore contains a variety

of species, including Ca2þ , Mg2þ , soluble silica [e.g.,

(H2SiO3)n], HCO3
� , Naþ , Kþ , Cl� , and SO4

2� .
Carbon dioxide in water reacts with minerals containing

CaCO3, such as limestone, marble, chalk, calcite, and

dolomite, as follows:

CaCO3 þCO2 þH2O!Ca2þ þ 2HCO3
� ð44:5Þ

Dissolved CO2 also reacts similarly withminerals containing

MgCO3 to formMg2þ andHCO3
� . The contents of Ca2þ and

Mg2þ as equivalent parts per million CaCO3 are the calcium

hardness and the magnesium hardness, respectively, and the

sum is the total hardness. In natural waters, the concentra-

tion of bicarbonate (HCO3
� ) corresponds to the methyl

orange alkalinity (MO alkalinity; the equivalent per liter of

titratable base to the methyl orange end point), commonly

expressed as parts per million CaCO3. The values of Ca

hardness and the MO alkalinity are the primary factors that

determine the ease of protective CaCO3 film formation on a

metal surface.

The solubility of CaCO3 depends on the dissolved CO2

concentration. Air-saturated distilled water contains only

0.5 ppm CO2 at room temperature and can dissolve 53 ppm

CaCO3. Rainwater, however, may contain up to 2 ppm CO2

because of the CO2 derived from organic matter in the

atmosphere. The amount of CO2 contained in some natural

waters, particularly groundwaters, is much higher due to the

CO2 derived from the decay process of organic matter in the

soil, and the Ca hardness and MO alkalinity may be over

200 ppm. At a given CO2 concentration, the amount of

CaCO3 dissolution depends on the kind of geological strata

to which the water is exposed and the contact time before the

water is utilized.

If the dissolution of CaCO3 and MgCO3 is the major

source of the total hardness and the MO alkalinity, these two

values should be almost identical. In some natural waters,

however, the total hardness may be significantly higher or

lower than the MO alkalinity. This difference can occur

because Ca2þ and Mg2þ can derive from water-soluble

minerals, instead of carbonates, without the action of CO2,

for example, Ca2þ from gypsum, alabaster or selenite and

Mg2þ from epsomite, kainite, picromerite, or loweite.

Additional HCO3
� may be formed by the reaction of dis-

solved CO2 with some minerals other than CaCO3 and

MgCO3, for example, albite (NaAlSi3O8). If the MO alka-

linity of the water equals or exceeds the total hardness, all of
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the hardness is attributed to carbonate hardness. If, on the

other hand, the MO alkalinity is less than the total hardness,

the carbonate hardness equals the MO alkalinity and the

balance is the noncarbonate hardness.

The results of analyses of dissolved matter in typical soft

and hard river waters are listed in Table 44.1 [3]. Waters with

a total hardness of < 100 ppm are soft, those with

100–150 ppm are slightly hard, and those with > 150 ppm

are hard. Some waters are very hard, the total hardness being

over 300 ppm.

The sources of Cl� in natural freshwaters are sea salt in

the atmosphere, pollution of rivers by sewage and industrial

effluents, some geological strata to which the water is

exposed, and road deicing salts. The average concentration

of Cl� in rainwater is commonly � 1 ppm, but near the

seacoast, it can be an order of magnitude higher due to

prevailing winds from the sea. The Cl� content of river

waters, about 8 ppm on average, varies in awide range from a

few parts per million to several hundred parts per million

except in some unusually high cases.

B2. Effect of Water Quality

B2.1. General. The analyticalwater quality parameters that

may affect corrosivity of natural freshwaters are pH, dis-

solved oxygen, Ca hardness, MO alkalinity, total dissolved

solids (TDS), Cl� , and SO4
2� . The values of pH, Ca

hardness, MO alkalinity, and TDS are factors that determine

the saturation index, which is the criterion of whether or not

the CaCO3 diffusion-barrier film is formed on a metal

surface, as will be described in the following section (see

Section B2.5).

The values of pH and of dissolved oxygen concentration

are the fundamental factors that affect the corrosivity of soft

waters. They usually do not change the corrosion rate of steel

in natural freshwaters, because the pH value remains within a

certain range and most waters are air saturated.

The ions Cl� and SO4
2� are always present in natural

freshwaters. They affect the penetration rate of localized

corrosion by increasing conductivity, and they also affect the

critical concentration of oxygen and critical water velocity

above which passivation of steel occurs.

B2.2. Saturation Index. For given values of calcium

hardness, MO alkalinity and total dissolved salt concentra-

tion, a value of pH (pHs) exists at which the water is in

equilibrium with solid CaCO3. The deposition of CaCO3 is

thermodynamically possible when the pH of the water is

higher than pHs.

At equilibrium,

K2 ¼ ½Hþ �½CO3
2� �

½HCO3
� � ð44:6Þ

Ks ¼ ½Ca2þ �½CO3
2� � ð44:7Þ

¼ ½Ca2þ �½HCO3
� �K2

½Hþ � ð44:8Þ

TABLE 44.1. Typical Water Qualities of River Watersa,b

Hardnessc

(as CaCO3)

River Location pH

MO

Alkalinity

(as CaCO3) Total Ca Cl� SO4
2� SiO2

Total

Dissolved

Solids

(Concentration in ppm)

Bandas Seria (Brunei) 5.3 1 8 1 1 7 6

Kerteh Kerteh (Malaysia) 6.2 3 15 7 10 1 10 78

Yodo Sakai (Japan) 6.7 24 39 29 15 22 6

Vanda Helsinki (Finland) 7.5 38 50 31 12 22 8 145

Enim Tanjung (Indonesia) 8.3 141 73 12 29

Changjiang Wuhan (China) 7.2 99 75 53 17 18 5

Indus Jamshoro (Pakistan) 8.0 92 125 15

Chaopraya Bangkok (Thailand) 6.8 107 126 73 109 28 26

Thachin Banglen (Thailand) 7.5 150 150 100 35 50 20

Changjiang Shanghai (China) 8.0 102 163 98 153 40 10

Donau Bratislava (Slovakia) 7.8 178 233 169 23 33 9

Thames London (UK) 8.4 215 262 252 19 27 6 904

Red Deer Red Deer (Canada) 8.0 218 290 180 6 37 7

Saskatchewan Saskatchewan (Canada) 7.3 380 604 352 476 298 14 1650

aData were supplied from the Kurita Water Industries database [3].
bWater quality is subject to seasonal fluctuation.
cArranged in increasing total hardness.
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Since � log [Hþ ] here is pHs and ½HCO3
� � ’ MO alkalinity

(alk) in natural freshwaters,

pHs ’ log
Ks

K2

� �
� log Ca2þ

� �þ logðalkÞ� � ð44:9Þ

For a more thorough derivation of pHs, see the textbook by

Uhlig and Revie [4], and for a new equation based on a

rigorousmodel of CaCO3 saturation, see the paper by Pisigan

and Singley [5].

The value pHmeasured � pHs is called the saturation index,

or the Langelier index, after Langelier [6], who established

this index. A positive value of the Langelier index indicates a

tendency for the protective CaCO3 film to form and a

negative value for it not to form.

In the presence of other dissolved salts, the increase of

ionic strength depresses the activities of other ions and

increases the values of log(Ks/K2) in Eq. 44.9 if Ks and K2

are based on concentrations rather than activities. On the

other hand, the values of log(Ks/K2) decrease with temper-

ature, making the saturation index more positive. In practice,

the calculation of pHs is carried out on the concentration basis

with additions of correction factors for ionic strength and

temperature to Eq. 44.9.

The values of the Langelier index of representative river

waters, calculated based on the analyses provided by

Suzuki [3] and others, are shown in Figure 44.1.

Charts have been prepared by Powell et al. [7] for calcu-

lating the Langelier index of waters varying widely in

relevant dissolved species at various temperatures. The

historical charts prepared by Powell et al. [7] and the table

arranged by Nordell [8] (Table 44.2) are still in use, but

correction factors for ionic strength and temperature have

been updated based on recent advances in the solubility

chemistry of CaCO3 and solution chemistry (e.g., by

Schock [9]).

While the concept of the Langelier index is correct and

helpful, it should be emphasized that a positive value of the

index can result from waters of totally different quality.

As the pH increases, the Ca2þ concentration decreases

drastically. The corrosion protection characteristics of the

resulting CaCO3 film differ accordingly. In other words,

waters of different pH, Ca hardness, and MO alkalinity that

give the same value of the index have different corrosivity.

The buffer capacity and the oxygen concentration of the

water and the thickness, composition, and crystalline state

of deposits all affect the protectiveness of the deposited

CaCO3 film. These facts were pointed out by Stumm [10] as

early as 1956 and have not been explained to date either

quantitatively or systematically.

Instead of using the thermodynamic prediction of the

tendency for CaCO3 precipitation in terms of the Langelier

index, an experimental method, the marble test, developed

by DeMartini [11] and Hoover [12] can be used. Thewater is

FIGURE 44.1. Values of the Langelier index of representative river waters. Data are primarily

from [3].
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treated with powdered CaCO3, and, after saturation, changes

in pH, alkalinity, and concentration of calcium are measured

as an estimate of undersaturation. An improved procedure

has been proposed by Merrill and Sanks [13].

Another index used in practice for estimating the corro-

sivity of water is the stability index or the Ryznar index (RI)

developed by Ryznar [14]:

RI ¼ 2pHs � pH ð44:10Þ

This index is intended to predict quantitatively the amount of

CaCO3 that would be formed and also to predict the corro-

sivity of waters that are undersaturated with respect to

CaCO3. At RI 6.0, CaCO3 is in equilibrium. The deposition

of CaCO3 increases proportionately as the index drops < 6,

and corrosivity increases as the index rises> 6. Values of 10

or above indicate extreme corrosivity.

Both the Langelier and the Ryznar indexes were derived

from thermodymamic considerations. The CaCO3 precipi-

tation does not occur unless a certain degree of oversaturation

is indicated by these indexes. A new index, the practical

saturation index (PSI), has been proposed by Puckorius and

Brooke [15], which uses what they called an equilibrium pH

(pHe) in the Ryznar equation [Eq. (44.10)]:

PSI ¼ 2 pHs � pHe ð44:11Þ

pHe ¼ 1:485� log ðtotal alkalinityÞþ 4:54 ð44:12Þ

The coefficient and the constant in Eq. (44.12) were ob-

tained empirically from the study of hundreds of actual case

histories recorded and evaluated by the authors over 12–15

years with concentrated cooling waters, most of which were

water treated to a pH level >7.5, often between 8 and 9.5.

Because the values of pHe tend to be smaller than those of

the measured pH, making the PSI values larger than the

Ryznar index values to compensate the oversaturation

required for precipitation to occur [cf. Eqs. (44.10)

and (44.11)], the CaCO3 precipitation takes place below

exactly PSI 6.0, according to the authors.

For soft waters, a desired level of the Langelier index can

usually be attained by the addition of lime, sodium carbonate,

or sodium hydroxide to raise the pH to an appropriate value.

For very soft waters, however, the required pH may be too

TABLE 44.2. Data for Rapid Calculation of the Langelier Index Arranged by Nordella

A C D

Total Dissolved

Solid (ppm) A

Ca Hardness

(ppm as CaCO3) C

MO Alkalinity

(ppm as CaCO3) D

50–300 0.1 10–11 0.6 10–11 1.0

400–1000 0.2 12–13 0.7 12–13 1.1

14–17 0.8 14–17 1.2

B 18–22 0.9 18–22 1.3

23–27 1.0 23–27 1.4

Temperature (�C) B 28–34 1.1 28–35 1.5

35–43 1.2 36–44 1.6

0–1.1 2.6 44–55 1.3 45–55 1.7

2.2–5.6 2.5 56–69 1.4 56–69 1.8

6.7–8.9 2.4 70–87 1.5 70–88 1.9

10.0–13.3 2.3 88–110 1.6 89–110 2.0

14.4–16,7 2.2 111–138 1.7 111–139 2.1

17.6–21.1 2.1 139–174 1.8 140–176 2.2

21.2–26.7 2.0 175–220 1.9 177–220 2.3

27.8–31.1 1.9 230–270 2.0 230–270 2.4

32.2–36.7 1.8 280–340 2.1 280–350 2.5

37.8–43.3 1.7 350–430 2.2 360–440 2.6

44.4–50.0 1.6 440–550 2.3 450–550 2.7

51.1–55.6 1.5 560–690 2.4 560–690 2.8

56.7–63.3 1.4 700–870 2.5 700–880 2.9

64.4–71.1 1.3 880–1000 2.6 890–1000 3.0

72.2–81.1 1.2

aSee [8].

(1) Obtain values of A, B, C and D from the table.

(2) pHs¼ (9.3 þ A þ B) � (C þ D).

(3) Langelier saturation index¼ pH � pHs.
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high for uses such as tap water unless Ca2þ ions are added

simultaneously. A Langelier index of þ 0.1 � þ 0.5 is

considered to be satisfactory to provide corrosion protection

and at the same time avoid excessive deposition or scaling at

elevated temperatures [16]. Data by Flentje [17] and

Fujii [18] show that water with a less negative Langelier

index is less corrosive. Waters with a slightly negative

Langelier index may deposit CaCO3 because of pH fluctua-

tions. The relationship between the Langelier index and the

corrosion rates of water pipes obtained by Fujii [18] from a

field test at a city waterworks are reproduced in Figure 44.2.

Even though the saturation index is positive, the corrosion

rate may remain high if the water contains colloidal silica or

organic particles, such as algae, because CaCO3 precipitates

on them instead of on the steel surface. For waters high in

dissolved salt or at high temperature, the CaCO3 film is less

protective.

The following sections deal with corrosion in soft waters

unless otherwise stated.

B2.3. pH. The pH of freshwaters is determined by the

equilibrium of carbonic species:

pH ¼ 6:35þ log½HCO3
� �

½CO2aq� ð25�CÞ ð44:13Þ

where [CO2aq] is the sum of dissolved [CO2] and [H2CO3] in

equilibrium with the partial pressure of CO2 gas in the gas

phase. The pHof surfacewaters ranges from5 to 9, but that of

undergroundwaters exposed to a high CO2 partial pressure is

often < 6.5 and increases on aeration, which eliminates

excessive CO2.

Based on the classic data by Whitman et al. [19], it

has generally been considered that, within the pH range of

� 4–10, the corrosion rate is independent of pH, other factors

being equal (Fig. 44.3, line a). Regardless of the bulk pH of

water within this range, the steel surface is always in contact

with an alkaline solution of saturated hydrous ferrous oxide

(pH� 9.5).

Some researchers claimed, however, that water quality

(i.e., alkalinity, buffer capacity, and concentrations of Cl�

and SO4
2� ) is the primary factor in corrosion at low-flow

velocity and that the influence of dissolved oxygen and

pH on corrosion rates is secondary. Skold and Larson [20],

by polarization resistance measurements, reported the

effect of pH on corrosion, as shown by curves b and c in

Figure 44.3, where the corrosion rate increases from pH 7 to

a maximum at pH 8. The concentrations of NaHCO3 and

NaCl were kept constant at 2.5 and 0.5mmol/L, respec-

tively, throughout the experiment. Carbon dioxidewas used

to control pH. A similar curve (Fig. 44.3, curve d) was

obtained by Pisigan and Singley [21], who conducted

immersion tests in a solution containing 1mmol/L total

carbonate species. These authors pointed out that the

increase of the corrosion rate in this pH range corresponds

to the decrease of the buffer capacity provided by HCO3
� .

The basis of this conclusion is that HCO3
� ions act as an

inhibitor (see Section B2.5)

Regarding the effect of pH indicated by curves b–d in

Figure 44.3, it should be pointed out that the waters used in

these experiments contained no calcium, unlike natural

waters.

Fujii et al. [22] observed an appreciable increase in the

corrosion rate with increase of pH from 6.5 to 8.5 (Fig. 44.3,

curve e) with soft Tokyo tap water (Ca hardness: 51.8 ppm,

MO alkalinity: 39.8 ppm, pH 7.1, Langelier index: � 1.4)

using CO2 gas or NaOH to control pH. They attributed the

increased corrosion rate to the observed enhanced formation

FIGURE 44.2. Relationship between the Langelier index and the corrosion rates of water pipes [18].
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and activity of tubercles at higher pH, where corrosion

products are more adherent and the buffer capacity is less,

resulting in a lower pH at the anodic areas.

B2.4. Chloride and Sulfate Ions. As long as diffusion of

dissolved oxygen is controlling corrosion, Cl� and SO4
2�

ions in concentrations found in freshwaters have essentially

no effect on the overall corrosion rate of steel because they do

not affect the solubility of oxygen. Localized attack, how-

ever, is accelerated as the conductivity of water increases

with increase in the concentration of these ions, expanding

the effective cathodic areas.

Above a criticalwater velocity, passivation occurs, and the

corrosion rate of the passivated steel increases with Cl�

concentration. For more details, see Section B3.

Some authors have shown that, at a given HCO3
� con-

centration in the absence of Ca2þ , increased Cl� or SO4
2�

concentration caused the water to become more corrosive to

steel [21, 23, 24]. According to these authors, even in the

absence of Ca2þ , bicarbonates inhibit the corrosion of steel,
and Cl� and SO4

2� are detrimental to this inhibitive action.

For more details, see Section B2.5.

B2.5. Bicarbonate. Bicarbonate (HCO3
� ) is one of the

species essential to form a protective CaCO3 film in

the presence of Ca2þ ions at pH above pHs. Some data

indicate the effects of HCO3
� ions as an inhibitor of corrosion

in the absence of Ca2þ ions. Although it is not likely that in

natural waters an appreciable concentration ofHCO3
� ions is

present without a comparable concentration of Ca2þ ions, it

would be worthwhile to consider this inhibitive action.

With solutions that do not contain Ca2þ , Larson and

co-workers [23, 24] reported that at a given concentration of

Cl� or SO4
2� the corrosion rate decreased with increase of

HCO3
� and at a given HCO3

� concentration the corrosion rate

increased with increase of Cl� or SO4
2� and leveled off at

a certain concentration of these ions. In other words, the

corrosion rate was determined by the Cl� /HCO3
� or SO4

2� /
HCO3

� ratio.

These authors, and also Pisigan and Singley [21], sug-

gested that the corrosion product formed in the presence of

HCO3
� and in the absence of Ca2þ was FeCO3, instead of

Fe(OH)2, the former being more protective than the latter.

The latter authors, having obtained the effect of pH as shown

bycurved inFigure 44.3, proposed that the composite effect of

FIGURE 44.3. Effect of pH on corrosion of steel in aerated waters. (a) Soft tap water,

Cambridge, MA. pH adjusted by additions of HCl and NaOH, 22�C [19]. (b) Aerated water

containing 2.5mmol/L NaHCO3 and 2.5mmol/L NaOH. pH controlled by continuous addition of

CO2 (22–31�C). Linear polarization method applied after 16 days immersion [20]. (c) Aerated

water containing 2.5mmol/L NaHCO3 and 0.5mmol/L NaOH. pH controlled by continuous

addition of CO2 (19–28�C). Linear polarization method applied after 16 days immersion [20].

(d) Water containing NaHCO3 (alkalinity: 100mg/L as CaCO3). pH adjusted by introduction of

CO2 and air. Room temperature, 3 days [21]. (e) Soft tap water, Tokyo, Japan. pH adjusted by

additions of CO2 and NaOH. 0.5 in. (12.7mm OD) pipe, 2 L/min once-through flow. Room

temperature, 32 days [22].
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pH and alkalinity can be combined into one parameter, the

buffer capacity, b which is defined as b¼ d (alkalinity)/d

pH. If the pH is varied at constant alkalinity or total

carbonate species, b of the water decreases with pH in

the range of typical drinking water systems from a

maximum to a minimum at pH corresponding to pK1 and

to 1
2
ðpK1 þ pK2Þ, respectively, where K1 and K2 are the first

and the second dissociation constants of H2CO3. The max-

imum occurs at pH 6.3 and the minimum at pH 8.3. Curve d

in Figure 44.3 shows the highest corrosion rate at pH 8.0, at

which b is near its minimum.

The beneficial effect of the alkalinity represented by b
was explained by its capacity to neutralize the acid generated

at the anode by the oxidation of Fe2þ 2Fe2þ þ 1
2
O2 þ

�
5H2O ¼ 2FeðOHÞ3 þ 4Hþ � and to cause additional carbon-
ate precipitation (FeCO3, or CaCO3 in the presence of

Ca2þ ) at the cathode, decreasing the strong driving force

for corrosion.

B3. Effect of Velocity

The effect of water velocity on corrosion of mild steel, from

data by Kowaka et al. [25], Fujii et al. [22], Matsushima [26],

and Kinoshita et al. [27], is shown in Figures 44.4 and 44.5.

According to these data, the critical velocity above which

the corrosion rate decreases because of passivation is in the

range of � 0.3–0.7m/s.

The critical velocity and the corrosion rate at velocities

above critical depend on the concentration of chloride ions

that prevent passivation. An example of data by Matsush-

ima [26] is shown in Figure 44.6. As shown by LaQue [28],

passivity is not established at any velocity in the presence of

high concentrations of Cl� , as in seawater. On the other

hand, passivation of mild steel occurs at a very low velocity,

for example, < 0.1m/s in high-purity water (e.g., conduc-

tivity < 0.5mS/cm) [29].

Water at very high velocities (e.g., 20m/s) causes

erosion–corrosion by removing corrosion product films

through application of shear stress, thereby exposing the

steel surface directly to the corrosive environment. It may

also remove the metal mechanically, but removal of only

corrosion product films is sufficient for erosion–corrosion to

proceed. The free access of dissolved oxygen in water

increases corrosion several times. The maximum penetra-

tion rate approaches the rate that corresponds to the amount

of dissolved oxygen supplied from the water without a

surface barrier. Erosion–corrosion often occurs at bends or

misaligned joints of high-velocity water pipe even if the

water does not carry suspended solids.

If conditions of high-velocity water are such that low- and

high-pressure areas develop and bubbles form and collapse at

the metal–water interface (cavitation), the steel is damaged

mechanically by the impact pressure exerted by the collaps-

ing bubbles. This type of degradation is called cavitation

erosion or cavitation damage. Cavitation erosion can occur

purely mechanically but is accelerated by free access of

dissolved oxygen. It occurs typically on rotors of pumps

and the trailing side of water turbine blades made of steel and

cast iron.

C. LOCALIZED CORROSION

C1. General

Localized corrosion of steel in freshwaters occurs in most

cases by the action of macrogalvanic cells. The resulting

damage tends to be most critical in water pipes because

perforation of the pipe wall by localized corrosion (e.g.,

pitting)means instant leakage of thewater carried by the pipe.

The major types of localized corrosion of steel in fresh-

water are pitting under tubercles, groove corrosion of electric

resistancewelded (ERW) pipes, and pitting at discontinuities

in corrosion product films. For other types of localized

corrosion in water see Chapter 47.

C2. Pitting under Tubercles

Tuberculation or formation of mounds of corrosion products

(tubercles) occurs frequently on the steel surface in contact

FIGURE 44.4. Effect of water velocity on corrosion of carbon steel

(1). (a) Distilled water þ 10 ppm Cl� , 50�C, 14 days [26]. (b) Soft
tap water, Tokyo, Japan, room temperature, 67 days [22]. (c) Soft tap

water, Amagasaki, Japan, 20�C, 15 days (killed steel) [25]. (d) Soft

tap water, Amagasaki, Japan, 20�C, 15 days (rimmed steel) [25].
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with water. Differential aeration cells are then formed. The

areas under tubercles, where the supply of dissolved oxygen

is limited, undergo localized corrosion by the galvanic action

of the surrounding cathodic areas that receive free oxygen

supply. Galvanized water pipes corrode similarly after the

zinc coating has been lost, as often occurs within several

years of service in soft waters.

The penetration rates in millimeters per year (mm/year)

and mils per year (mpy) of galvanized city water pipes are

listed in Table 44.3 [30]. The periods of protection by the

FIGURE 44.6. Effect of water velocity and chloride concentration on corrosion of carbon steel.

Distilled water þ NaCl, 50�C, 14 days [26].

FIGURE 44.5. Effect of water velocity on corrosion of steel (2). 25 ppm Cl� , 30�C, 30 days [27].
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zinc coatingwere neglected in calculating the rates. The rates

are not high, ranging generally from< 0.1 to� 0.3mm/year

(<4 to �12mpy). The highest rate is 0.32mm/year.

Masamura and Matsushima [31] calculated the theoretical

penetration rate by assuming the geometry of the corrosion

system and the anodic polarization behavior and by solving

the Laplace equation for the potential distribution. The rate

depended on the resistivity of the water, increasing as resis-

tivity decreased. The penetration rate corresponding to

the resistivities of city waters, 5000–8000W � cm, is about

0.3mm/year (12mpy) (Fig. 44.7), in good agreement with

the observed highest rate.

The penetration rate increases with increase of temper-

ature and decrease of water resistivity. The highest rate

observed by Matsushima [30] for galvanized hot water pipe

was about 1mm/year (40mpy), except for the cases where

the rate was extremely high, for example, 2.8mm/year

(110mpy) indicating that the localized corrosion was

accelerated by reversal of polarity between zinc and steel

due to the formation of noble corrosion product films on

zinc inwaters of particular quality at high temperatures [32].

A penetration rate of 3.8mm/year (150mpy) was experi-

enced in black pipe (as rolled steel pipe with mill scale)

carrying warm mine water of low resistivity (pH 8.4,

TABLE 44.3. Penetration Rates of Galvanized Tap Water Pipes Under Tuberclesa

Maximum Penetration Rate

Size (in.)

Wall

Thickness (mm)

Maximum

Penetration (mm)

Service

Period (year) mm/year mils/year (mpy)

1 3.2 3 13 0.23 9

1 3.2 1 5 0.20 8

1 3.2 1.5 10 0.15 6

11/4 3.5 0.8 10 0.08 3

1 3.2 Perforated 14 0.23 9

11/4 3.5 0.8 14 0.06 2

11/4 3.5 1.2 14 0.09 3

2 3.8 0.8 14 0.06 2

1 3.2 1.4 14 0.10 4

11/2 3.5 1.3 14 0.09 3

5 4.5 2 16 0.13 5

4 4.5 Perforated 15 0.30 12

1 3.2 Perforated 10 0.32 13

6 5.0 Perforated

aFrom [30].

FIGURE 44.7. Effect of water resistivity on theoretical penetration rate of carbon steel under

tubercles [31].
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Ca hardness 32 ppm, total hardness 72 ppm, MO alkalinity

475 ppm, total dissolved solids 2635 ppm, Cl� 735 ppm,

resistivity 1385W � cm). The presence of mill scale pre-

sumably contributed to the high rate.

It is generally accepted that aerobic iron bacteria greatly

accelerate the formation of tubercles by accumulating

large amounts of ferric hydrate [33], but tuberculation can

also occur in their absence. Sulfate-reducing bacteria

flourish in tubercles because of the anaerobic condition

and may accelerate corrosion [33]. The corrosion mecha-

nism, however, can be explained solely from electrochem-

istry [34], and the significance of bacterial action is

unknown.

C3. Groove Corrosion of Electric Resistance

Welded Pipe

Thewelded seam of the ERWpipe is heated locally and then

cooled rapidly by the ambient air, and its microstructure is

much different from that of the parent metal that is not

heated during welding. It tends to have more negative, or

less noble, potential than the parent metal and, on exposure

to corrosive media, such as water and soil, corrodes locally

in the form of grooves. This type of localized corrosion does

not always occur, but most ERW pipes are potentially

susceptible to it

A rate in the range of 1–3mm/year (40–120mpy) is

common and can be as high as 10mm/year (400mpy) [35].

The difference of the open-circuit potential is a maximum

of � 70mV [35]. The more negative, or less noble,

potential of the weld seam has been attributed to the

formation of unstable MnS inclusions in the weld by

the thermal cycle of the welding operation [36, 37].

Butt-welded pipes that have been heated uniformly in the

process of shaping and welding are not susceptible to this

type of corrosion.

Groove corrosion can be mitigated by minimizing the

potential difference between the weld seam and the parent

metal. The ERW pipes that are resistant to groove corrosion

were developed in the 1970s. The chemical compositions of

steels for these new pipes were modified by decreasing

sulfur (e.g., 5 0.005%) and adding up to 0.3% Cu and

small amounts of other elements (e.g., Ca, Ni, or Ti). The

reduction of sulfur minimizes the formation of unstable

MnS, and other elements, such as Ca, stabilize the remain-

ing sulfur. The potential difference between the weld and

the parent metal is reduced to almost nil. These ERW pipes

are being widely used in diameters = 125mm, and no

occurrence of groove corrosion has been reported. For

pipes of smaller diameter, butt-welded pipes are used.

For more details, see [38].

C4. Localized Corrosion at Discontinuities in

Corrosion Product Films

Pitting-type localized corrosion at penetration rates >1

mm/year (40mpy) sometimes occurs without the formation

of tubercles in pipes alternately exposed to hot water

(or steam) and cold water. Examples are shown in

Table 44.4 [39].

The inside surface of the pipe is covered by corrosion

product films that are tight, dense, relatively smooth, and

dark in color. X-ray analysis identifies g-Fe2O3 and Fe3O4,

unlike the usual iron oxides, a- or g-FeOOH, Fe3C4, and

large amounts of amorphous substances that form in aqueous

media. The degree of crystallization is much higher, as

indicated by high intensities of the diffracted beams in

X-ray diffraction.

The mechanism of this type of corrosion is similar to

that of the localized corrosion of mill-scaled steel in

seawater (see Chapter 47 Section B4). The surface cov-

ered by corrosion product films formed during exposure to

hot water or steam tends to act as the cathode to the

exposed steel at the defects or discontinuities in the

films during exposure to cold water, causing localized

corrosion. The corrosion potential of the film-covered

areas was measured in the range of �590 to �670mV

versus SCE in 3% NaCl in the laboratory. The localized

attack was reproduced in an experiment simulating service

conditions [40].

TABLE 44.4. Penetration Rates of Steel Pipes Alternately Exposed to Hot Water or Steam and Cold Watera

Penetration Rate

Item Conditionb Penetration (mm)

Service

Period (year) mm/year

mils/year

(mpy)

Hot water pipe RT/90 � 95�C 5.8c 6 0.97 38

Hot water pipe RT/max 60�C 3.8c 4 0.95 37

Steam/water pipe 6 h cycle 4.2c 1.2 3.5 140

Boiler hot water return line

near inlet of cold make-up water

48/90�C 4.5c 4 1.1 43

aSee [39].
bRoom temperature¼RT.
cPerforated.
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A. INTRODUCTION

Typical steel structures that are exposed to marine environ-

ments aremarine piles, offshore structures, vessels, and other

structures immersed in seawater. A steel structure in amarine

environmentmay be exposed to five different corrosive zones

depending on the position of its parts relative to sea level.

The five zones are the atmospheric, splash, tidal, submerged,

and seabed-embedded zones. The corrosion characteristics

and corrosion behavior of steel are different in each zone.

Some kinds of equipment, such as machinery and piping

systems that use seawater for industrial purposes, are also

subject to seawater corrosion.

While well-established countermeasures are available

against marine corrosion, such as application of coatings

and cathodic protection, corrosion of bare steel in marine

environments is important because some steel structures are

used without protection and also because corrosion protec-

tion systems in marine environments are particularly sus-

ceptible to damage and deterioration, leaving considerable

exposure time for corrosion before detection and repair.

B. CORROSION BY CONTINUOUS

IMMERSION IN SEAWATER

B1. Environmental Factors

The major variables that affect the corrosion rate of steel are

salinity, dissolved oxygen concentration, temperature, pH,

carbonate, pollutants, and biological organisms. The char-

acteristics of seawater with respect to these variables are

summarized in Table 45.1. Reviews of the variability in

seawater at different global locations have been published

by Dexter and Culberson [1] and by Dexter [2].

Corrosion of steel in seawater is controlled by the rate of

supply of dissolved oxygen to the steel surface, similar to

corrosion in freshwaters. The rate of oxygen supply, in turn, is

determined by the oxygen concentration in the bulk seawater,

the degree of movement of seawater, the diffusion coefficient

for oxygen in seawater, and characteristics of corrosion prod-

uct films on the steel surface as a barrier to oxygen diffusion.

The concentration of oxygen in surface waters is usually

near the equilibrium saturation value with the atmosphere,

which varies inversely with the temperature and salinity of

seawater. Because salinity variations in the surface water are

relatively small and do not greatly affect oxygen solubility,

the temperature is the major factor affecting oxygen

concentration.

The temperature of the surface waters of oceans varies

mainly with the latitude, and the range is from about �2�C
in the Arctic to �35�C in the tropics. Accordingly, the

equilibrium saturation concentration of oxygen varies from

11 to 6 ppm [1, 2]. The equilibrium concentration of oxygen

in water is shown in Table 45.2 as a function of temperature

and salinity.

The diffusion coefficient for oxygen, on the other hand,

increases with increase of temperature, and the corrosion

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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rate of steel at a given oxygen concentration approximately

doubles for every 30�C rise in temperature [3]. Because of

the compensating effects of temperature with respect to the

oxygen solubility and the diffusion coefficient, the rate of

corrosion of steel in seawater is relatively independent of

temperature.

The corrosion product film on the steel surface that more

or less serves as a barrier to oxygen diffusion and decreases

the corrosion rate of steel contains oxides and hydroxides of

iron, and possibly iron sulfide, calcareous deposits, bacterial

slime, and macroscopic marine growths. While the film is a

physical barrier to oxygen diffusion, oxygen-utilizing bac-

teria in the film may provide a biochemical barrier by

consuming all the oxygen diffusing through the film, result-

ing in anaerobic conditions at the metal surface. These

conditions reduce corrosion by oxygen but may provide

a condition where sulfate-reducing bacteria flourish and

accelerate corrosion.

TABLE 45.1. Environmental Factors in Seawater Corrosiona

Salinity 1. Open sea: Variation with horizontal location is small, 32–36 parts per thousand (ppt).

2. Near river outlets: Lower.

3. Variation with depth: Very small.

Dissolved oxygen concentration 1. Surfacewater: (1)Near the equilibrium saturation concentrationwith atmospheric oxygen at a given

temperature [6 ppm (in the tropics), 11 ppm (in the Arctic)]. (2) Can be supersaturated due to

photosynthesis by microscopic plants (up to 200%) and entrainment of air bubbles (up to �10%).

2.Variationwithdepth: (1) Tends to beundersaturated due to consumption by thebiochemical oxidation

of organic matter. (2) Goes through a minimum at intermediate depths (400–2400m deep).

Temperature 1. Surfacewater: In the open ocean, variations are in the range of �2 to 35�Cdepending on the latitude,

season, currents, and so on.

2. Variation with depth: Drops with depth. The differencewith depth and seasonmay be large or small

depending on the location.

pH 1. Surface water: (1) Lies between 7.5 and 8.3 in the open ocean depending on the concentration of

dissolved CO2 determined by air–sea exchange and photosynthesis activity of plants. (2)

Microbiological activity affects the pH value; e.g., lower pHs by the formation of CO2 through the

process of biochemical oxidation and higher pH values by the reduction of CO2 through the process

of photosynthesis. (3) Affected by pollutants in the coastal waters.

2. Variation with depth: Tends to show a profile similar to that of dissolved oxygen (the biochemical

oxidation that consumes dissolved oxygen generates CO2, reducing the pH value).

Carbonate 1. Surface water: Nearly always supersaturated with respect to CaCO3 (200–500%) favored by high

pH values and moderate temperatures.

2. Variation with depth: Saturation state with respect to CaCO3 decreases as the result of lower

temperature and pH. Undersaturated in deep waters (e.g., below 200–300m).

Pollutants 1.H2Smaybe 50ppmor higher in pollutedwaters in estuaries, harbors, rivermouths, andfitting-out basins.

2. Ammonia may be high in inshore waters and harbors.

Biological organisms 1. Bacteria form bacterial films (slime).

2. Weeds grow from spores.

3. Animals (e.g., barnacles, tube worms, and hydroids) adhere.

aPrepared based on [2].

TABLE 45.2. Equilibrium Saturation Concentration of Oxygen in Seawater as a Function of Temperature and Salinitya

Oxygen Solubility (ppm) at Indicated Salinity (ppt)

Temperature (�C) 0 8 16 24 31 36

0 14.6 13.9 13.1 12.4 11.8 11.4

5 12.5 11.9 11.3 10.7 10.2 9.9

10 10.9 10.4 9.8 9.4 8.9 8.7

15 9.5 9.1 8.7 8.2 7.9 7.7

20 8.5 8.5 7.7 7.3 7.0 6.8

25 7.6 7.2 6.9 6.6 6.3 6.2

30 6.8 6.5 6.2 6.0 5.7 5.6

aCalculated based on data from [2].
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In spite of wide variations of environmental factors af-

fecting the rate of oxygen supply, differences in the corrosion

rate of steel under conditions of continuous immersion in

seawater at different locations throughout the world are

relatively small. LaQue [4] pointed out that this similarity

of corrosion rates in seawater everywhere occurs because

the controlling factors change in a compensating way. For

example, decrease of oxygen concentration by higher water

temperatures is compensated by a large diffusion coefficient.

High water temperature, which tends to promote higher

reaction rates, also enhances the development of protective

calcareous deposits and marine growths, which stifle at-

tack [4]. The action of bacteria that grow beneath the original

corrosion product film may simply be to take the place of the

excluded oxygen in enabling corrosion reactions to continue

at the rates commonly observed [4].

Of course, there are some cases where the corrosion rate

is exceptionally high or low. For example, the corrosion

rate may be very low because of complete coverage of the

surface by macroscopic fouling organisms. Significant

salinity variations, caused by river discharge or high evap-

oration, affect oxygen concentration in seawater and hence

the overall corrosion rate. Pollutants in inshore waters

(e.g., organic material, hydrogen sulfide, and ammonia)

affect corrosion by changing the oxygen concentration

and/or the nature of corrosion product films as a barrier to

oxygen diffusion.

Intense photosynthesis by macroscopic marine plants

growing in the surface layers of the sea can produce high

supersaturation of oxygen in the surface waters in the day-

light hours. On the other hand, oxygen concentration of

seawater below the surface tends to be lower due to con-

sumption by the biochemical oxidation of organic matter.

The vertical profile of oxygen concentration depends on the

location but commonly goes through a minimum at inter-

mediate depths. The depth of the oxygen minimum ranges

from 400m in the equatorial eastern Pacific to over 2400m

in the central Pacific and the concentration at the depth of

the minimum ranges from 0.16 to 6.4 ppm [2].

The pH of open ocean seawater ranges from �7.5 to 8.3

and has no direct effect on the corrosion rate of steel, but its

variation affects the degree of saturation with respect to

CaCO3. Spontaneous calcareous deposition is more likely

to occur at higher pH values, but the function of the deposits

as a barrier to oxygen diffusion is limited because of the

presence of organic matter and high salinity of seawater,

although enhanced buildup of calcareous deposits under

cathodic protection helps to reduce the required protection

current, lowering the power consumption.

B2. Corrosion Rate

Overall corrosion rates of steel continuously immersed in

quiescent seawater at many locations throughout the world

for periods from< 1 year to 40 years collected from various

literature [4–14] are plotted in Figure 45.1. The corrosion

rates range from 0.02 to 0.37mm/year (0.8–14.6mpy), the

average rate being �0.1mm/year (4mpy).

FIGURE 45.1. Average corrosion rates of steel continuously immersed in seawater.
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The average of the corrosion rates in Figure 45.1 in the

first 5 years is 0.14mm/year (5.5mpy) being very close to

0.125mm/year (5mpy), which is the value most commonly

used as the expected average rate of corrosion of steel

continuously immersed in seawater under natural condi-

tions [4, 15]. The average corrosion rates for periods of

> 5 to 10 years, > 10 to 20 years, and > 20 years are

0.07, 0.07, and 0.05mm/year (2.8, 2.8, and 2.0mpy), respec-

tively, indicating that the corrosion rate decreases with time.

At one time, the corrosion rate of steel in seawater was

considered to be linear with time [4]. Larrabee [16] reported

in 1962 that the average corrosion rate of submerged sections

of 20 H-piles of a steel pier near Santa Barbara, CA, used

for offshore oil wells for 23.5 years was �0.038mm/year

(1.5mpy) and concluded that the corrosion rate of carbon

steel in seawater averages 0.05mm/year (2mpy) for the first

20 years, then drops to 0.025mm/year (1mpy).

The decrease of corrosion rate with time has been more

clearly shown in corrosion tests in which steel was contin-

uously immersed in seawater at a specific location for

different periods of time. Southwell and Alexander [12],

who conducted an extensive corrosion test in the Panama

Canal Zone, showed that the overall corrosion rates [(average

penetration)/(time of exposure)] of structural steel in sea-

water in 1, 2, 4, 8, and 16 years were 0.14, 0.11, 0.094, 0.084,

and 0.077mm/year (5.5, 4.3, 3.7, 3.3, and 3.0mpy), respec-

tively (curve b in Fig. 45.1). The corrosion rate was

0.15mm/year (5.9mpy) after 1 year of exposure and

0.068mm/year (2.7mpy) after 16 years of exposure. From

the results of corrosion tests of structural carbon steels in

seawater atWrightsville Beach, NC, Schmitt and Phelps [10]

reported that the corrosion rates of structural carbon steel

in 1.5, 2.5, 4.5, and 8.5 years were 0.12, 0.10, 0.083, and

0.068mm/year (4.7, 4.0, 3.3, and 2.7mpy), respectively

(curve c in Fig. 45.1).

B3. Localized Corrosion

One of the common causes of pitting of carbon steel is

differential aeration cells formed by nonuniformity of cor-

rosion product films or spotty coverage of fouling organisms

on the surface. Mill scale, if it has not been removed prior to

exposure to seawater, accelerates corrosion at bare spots or

breaks in the scale through galvanic action, resulting in pits.

Galvanic action tends to decrease with time because of the

development of insulating calcareous deposits as a result of

cathodic reaction at the scaled surface [4] and also because

mill scale is undermined by corrosion products that cause it to

be spalled off. For this reason, the effect of mill scale is more

pronounced during the early stages of exposure.

From a literature survey, Fink [15] concluded that the

pitting attack on bare steel is frequently �0.25–0.38mm/

year (10–15mpy) and that the presence of mill scale signif-

icantly increases the rate of pitting, the penetration rate being

�0.5mm/year (20mpy). Assuming the average corrosion

rate of 0.125mm/year (5mpy), the pitting factor (the ratio

of deepest metal penetration to average metal penetration)

is 2–3 for bare steel and 4 for mill-scaled steel. According to

LaQue [4], the pitting rate decreaseswith time, and a normal

pitting factor for exposure of �10 years would be �2.5 for

descaled steel and 3.5 for steel exposed with mill scale. He

also stated that, as a general rule, steel exposed with mill

scale will be pitted about three times as deeply as descaled

steel in a short period of exposure and that this ratio

decreases as the exposure is prolonged to become 1.5–1

for a 10-year-exposure period.

The values of the pitting factor found in 15-year tests

in seawater at Halifax (N.S., Canada), Auckland (New

Zealand), Plymouth (England), and Colombo (Sri Lanka)

by the Committee of the Institution of Civil Engineers

(London) [17] were 2.0–2.9 for pickled specimens and

2.1–5.6 for specimens with mill scale, in fair agreement with

the values indicated by Fink and LaQue.

The pitting factor based on the depth of the deepest pit and

the average of the 20 deepest pits found by Southwell

et al. [11, 12] in the tropical sea of the Panama Canal Zone

for machined andmill-scaled structural steel are summarized

in Table 45.3. In these data, the pitting factors are much

greater than those summarized by Fink and LaQue.

C. CORROSION OF PILINGS

The corrosion rates in the region between high and low tide,

which is alternately immersed and not immersed (the tidal

zone), and in the area above it which receives seawater spray

(the splash zone) are very high because of constant wetting.

The corrosion attack in the tidal zone occurs primarily

during the periods of atmospheric exposure because of the

presence of the thin seawater film and an abundant supply

of oxygen. The splash zone is under such conditions all

the time.

However, bare (uncoated) vertical members, such as

marine piles, that extend from the submerged zone through

the tidal zone into or beyond the splash zone frequently

show characteristic corrosion behavior as first reported by

TABLE 45.3. Pitting Factor of Structural Steel in Seawater

in the Panama Canal Zonea

Exposure (year)

Surface Finish 1 2 4 8 16

Machined 12 17 8 6 3b

Mill scaled 25 14 10 11 –c

aBased on data from [11, 12].
bPickled specimen. Pit perforated in machined specimen. The pitting factor

for cast steel, which corroded more or less the same as carbon steel, is 3.
cPerforated.

604 CARBON STEEL—CORROSION BY SEAWATER



 

Humble [5] in 1949. Relative corrosion rates of a baremarine

pile exposed to the atmospheric, splash, tidal, submerged,

andmud (seabed) zones are shown by line a in Figure 45.2.Of

these zones, corrosion at the splash zone is the severest, as

expected, but corrosion in the tidal zone is relatively mild.

It is generally believed that the low corrosion rate in the

tidal zone is the result of galvanic protection by the part near

the top of the submerged zone that shows a corrosion peak [5].

The part in the tidal zone acts as the cathode probably

because the corrosion products (iron oxides) are oxidized

to higher oxidation states during the periods of exposure to

the atmosphere, resulting in amore noble corrosion potential.

Then, when the part in the tidal zone is submerged during the

periods of high tide, it acts as the cathode, with the reduction

of the oxides on its surface [18]. If the pile is coated with

electrically insulating substances, such as organic coatings,

the exposed steel at coating defects in the tidal zone corrodes

just as severely as in the splash zone [line b in Fig. 45.2] [19].

High corrosion rates near the top of the submerged zone

are not always observed. Zen [14] investigated corrosion of

piles used at 43 ports throughout Japan for times of up to

40 years and classified the vertical corrosion profile of bare

steel marine pilings (sheet and pipe piles) below the low

water level into five types. These types may be rearranged to

the following three types:

Type 1 Sharp corrosion peak within several tenths of a

meter below the low water level (corrosion rate

0.5–1.0mm/year, 20–40mpy) and mild corrosion

below this level (corrosion rate < 0.1mm/year,

< 4mpy)

Type 2 Corrosion rate highest just below the lowwater level

(0.1–0.2mm/year, 4–8mpy), gradually decreasing

with depth

Type 3 Low and almost flat corrosion rate below the low

water level (< 0.1mm/year, < 4mpy)

Type 1, corresponding to the corrosion profile of line a

in Figure 45.2, usually applied to pilings in shallow water,

< 3m deep, with the lowest level of concrete coverage

staying above the mean water level. When the pilings were

covered with concrete below this level or thewater depth was

> 5m, the sharp corrosion peak at the top of the submerged

zone was not found, resulting in the corrosion profile of type

3. At locations where the difference inwater level of high and

low tides was small, the sharp corrosion peak did not occur.

The presence of a freshwater layer at thewater surface caused

by river discharge, on the other hand, caused the corrosion

peak to occur even in pilings in deep water. The corrosion

profile of type 2 was intermediate between types 1 and 3.

FIGURE 45.2. Corrosion profile of steel piling in seawater. (a) Uncoated piling. (Reproduced with

permission from [5]. Copyright�NACE International.) (b) At coating defect of piling coated with an

electrically insulating substance.
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TABLE 45.4. Corrosion Rates of Carbon Steel Pilings and Test Specimens in Different Corrosion Zonesa,b

Vertical Position Material Number of Data Time of Exposure (years) Corrosion Rate (mm/year)

Atmospheric zone Coupon 19 0.4–16 0.128

Average 19 — 0.128

Splash zone Sheet pile 8 6–40 0.112

Pipe pile 1 8 0.25

H-pile 2 5–7 0.198

Coupon 16 0.4–15 0.363

Average 27 — 0.272

Tidal zone Sheet pile 35 5–40 0.044

Pipe pile 4 3–8.5 0.070

H-pile 2 5–7 0.055

Coupon 27 0.4–16 0.137

Average 68 — 0.083

Low water level Sheet pile 42 5–42 0.047

Average 42 — 0.047

Immersed zone Sheet pile 59 5–42 0.039

Pipe pile 5 3–8.5 0.062

H-pile 3 5–23.6 0.049

Coupon 61 0.3–16 0.143

Average 128 — 0.090

Mud zone H-pile 2 5–7 0.033

Coupon 3 3–5 0.103

Average 5 — 0.075

aFrom [13].
bAverages of corrosion rates compiled from literature.

FIGURE 45.3. Effect of velocity on corrosion of steel and cast iron in seawater. (a) Carbon

steel tested for 36 days at�23�C [4]. (b) Carbon steel tested for 30 days at ambient temperature [20].

(c) Cast iron tested for 7 days at 25�C [21].
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Corrosion rates of carbon steel pilings and test specimens

in different corrosion zones, compiled by a committee of

The Kozai Club (organization composed of major steel

manufacturers and traders in Japan) [13] from the literature,

are listed in Table 45.4. Typical corrosion rates of bare

pilings are 0.1–0.2mm/year (4–8mpy) in the atmospheric

zone, 0.3–0.5mm/year (12–20mpy) in the splash zone,

0.1mm/year (4 mpy) in the tidal zone, 0.5–1mm/year

(20–40mpy) at the top of the submerged zone (down to

1m deep) when the corrosion peak appears [otherwise

0.1mm/year (4 mpy)], 0.1mm/year (4 mpy) in the sub-

merged zone < 1m, and 0.05mm/year (2mpy) in the mud

zone. The pitting factor in the tidal and splash zones is in

the range of 2–3.

D. EFFECT OF VELOCITY

The corrosion rate of steel by seawater increases with

increase of velocity until a critical velocity is reached,

beyond which there is little further increase in corrosion

rate. The trend of the velocity effect is shown in Figure 45.3

[4, 20, 21]. This behavior is different from that in fresh-

waters, where corrosion decreases above a critical velocity

by passivation (see Sections A and B3, in Chapter 44). In

seawater, passivity is not established at any velocity

because of the high concentration of Cl� . The limiting

rate of corrosion corresponds to the maximum rate of

oxygen supply by diffusion.

When the velocity increases above a critical value, cor-

rosion of steel markedly increases because of erosion–corro-

sion, even in the absence of solid particles. The critical

velocity depends on the state of flow, but it is said to be

�20m/s [20]. At areas where flow is disturbed (e.g., bends

and joints in piping), erosion–corrosion may occur at

much lower velocities. The expected maximum corrosion

rate of carbon steel piping under velocities up to 4m/s is

�1mm/year (40mpy), but above this velocity, erosion–

corrosion would occur at areas of flow disturbance.
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A. INTRODUCTION

Typical steel structures used underground in contact with the

soil are pipelines, utility pipings, and pilings. While most

pipelines are protected against corrosion with coatings and

cathodic protection, driven pilings are commonly used in the

bare condition.

Corrosion rates of steel in soils vary to a marked degree

with the kind or type of soil, being affected by many

environmental factors such as soil composition, pH, mois-

ture, and so on. Corrosion proceeds basically by the action of

water and oxygen, as in water and in the atmosphere, but

localized corrosion or pitting is more likely to occur because

of nonhomogeneity of the surrounding soils and nonuniform

contact of the metal with soils. These effects are more

pronounced in disturbed soils than in undisturbed ones, so

that pitting in buried pipes is more severe than in pilings

driven into undisturbed natural soils.

Soils are not severely corrosive environments, and the

overall corrosion rates of buried steel are normally far less

than 0.1mm/year (4mpy). However, localized corrosion

caused by macrogalvanic cells, due to differential aeration

and other causes that develop potential differences between

different parts of a structure, may increase the rate of

penetration by an order of magnitude.

B. DISTURBED SOILS

B1. Overall Corrosion

Major factors that govern corrosivity of a given soil are

porosity (aeration), electrical conductivity or resistivity,

dissolved salts, moisture, and acidity, or alkalinity [1]. There

are mutual relationships among these factors (e.g., a porous

soil may retain more moisture and a soil with a high

dissolved salt content has a high conductivity). The same

factor may accelerate or retard corrosion, for example, a

porous and hence well-aerated and moist soil tends to

increase the initial corrosion, but the corrosion product films

formed in a well-aerated soil may be more protective than

those in an unaerated soil, reducing corrosion, particularly

pitting, in the long term.

An extensive series of field tests on various metals was

conducted by the National Bureau of Standards (NBS; now

National Institute of Standards&Technology, NIST) starting

in 1910 at many locations in the United States and included

almost all types of soils. The results of the tests [2] on 6-in.-

(152-mm-) long, 3-in.-(76-mm-) diameter open-hearth steel

pipe tested for �12 years from 1922 at 44 locations are

summarized in Table 46.1 and Figure 46.1. The overall

corrosion rates range from 0.003 to 0.063mm/year (0.1 to

2.5mpy), the average being 0.02mm/year (0.8mpy). With

respect to the overall corrosion rates, corrosion by soils is

relatively mild.

The data on the effects of environmental factors, that is,

soil resistivity, internal drainage, and air–pore space, shown
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in Table 46.2 are based on the NBS tests. No single factor

controls the overall corrosion rate.

From resistivity measurements of soils of known corro-

sivity, it was found quantitatively that corrosivity is higher for

soils of lower resistivity [3, 4], suggesting that soil resistivity

can be used as a rough index of corrosivity of soils. It should

be noted, however, that the corrosivity was based on field

experience with oil and gas pipelines [3] or gas- and water-

distributing systems [4], where localized corrosion was

supposedly the main concern. As indicated in Table 46.2,

soil resistivity is not a criterion of corrosivity of soils with

respect to overall corrosion.

Tables to estimate corrosivity of soils are given in a

German Industrial Standard (DIN 50929, Teil 3). One of the

tables lists rating indices for each of 12 factors, and by adding

the relevant indices and by referring to other tables, the

corrosion probability of a given soil can be estimated. The

12 factors include kind of soil (e.g., clay content), resistivity,

water content, pH, acidity and alkalinity, sulfide content, and

Cl� and SO4
2�contents.

B2. Localized Corrosion

Localized corrosion, usually in the form of pits, tends to be

severe in disturbed soils, and particularly in pipelines, which

pass through soils that are different from place to place along

the route, thereby enhancing the possibility of the establish-

ment of macrogalvanic cells.

Major causes of the formation of macrogalvanic cells in

undergound pipelines are illustrated in Figure 46.2. Pitting,

rather than general reduction of thickness, occurs in the

anodic areas because corrosion current tends to leave

the anodic areas at discrete points of low pipe-to-soil resis-

tance caused by nonuniform contact of themetal with the soil

or low resistivity of the soil at localized areas (seeChapter 47,

Section B5).

As shown in Table 46.1 and Figure 46.1, the specimens

used in the NBS tests were severely pitted, the highest

penetration rate being >0.45mm/year (>18mpy). The pit-

ting factors ranged from 3.0 to 22.4 (average: 8.5; �80% of

the data points are between �5 and 10), which are much

higher than in waters. These high pitting factors were ap-

parently caused by the formation of differential aeration

FIGURE 46.1. Overall corrosion rates and pitting rates of open-hearth steel exposed to 44 soils for

12 years. Original data are based on [2].

TABLE 46.1. Summary of NBS Field Test Results on

Open-Hearth Steel Tested for 12 Years at 44 Locations

in the United Statesa

Overall Corrosion Rate (mm/year)

Maximum 0.063 Merced silt loam,

Buttonwillow, CA.

Minimum 0.003 Everett gravelly sandy loam,

Seattle, WA

Average 0.020 44 locations

Pitting Rate (mm/year)

Maximum >0.45b Muck, New Orleans, LA

Minimum 0.033 Everett gravelly sandy loam,

Seattle, WA

Average 0.143 44 locations

aOriginal data based on [2].
bPerforated.
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cells, as suggested by Romanoff [5]. Pitting by differential

aeration in operating pipelines would be more severe than in

the tests because larger cathodic areas would be available

than in the 6-in.-long specimens used in the tests.

The rate at which pits grow in the soil under a given set of

conditions tends to decrease with time, as reported by

Romanoff [2]. The pit depth–time curves conform to the

equation P ¼ ktn, where P is the depth of the deepest pit at

time t and k and n are constants that depend on the char-

acteristics of the soil. Examples of the pit depth–time curves

obtained in theNBS tests for ferrousmetals are reproduced in

Figure 46.3 [2].

The most damaging macrogalvanic corrosion cells are

formed where there is contact between a pipeline and one or

more foreign metallic structures when the pipeline and the

structures are not isolated from each other (case A in

Fig. 46.2). The damage is catastrophic when buried piping

is in contact with reinforcing bars (rebars) in concrete

foundations or walls. Being in the alkaline environment of

concrete, rebars are passivated and thus have a noble poten-

tial constituting a cathode of very large surface area. The

penetration rates observed in buried utility piping are shown

in Figure 46.4 [6]. A rate of 1mm/year (40mpy) is common

and the rate reaches over 3mm/year (120mpy), being an

order of magnitude larger than those found in the NBS tests

(see Fig. 46.1).

Pipelines may suffer bacterial corrosion and stray current

electrolysis, which are treated elsewhere in this book.

FIGURE 46.2. Major causes of the formation of macrogalvanic cells in underground pipelines.

TABLE 46.2. Effects of Environmental Factors on Corrosion of Steel in Soilsa

Overall Corrosion Rate (mm/year) Maximum Pitting Rate (mm/year)

Environmental Factor Maximum Minimum Average Maximum Minimum Average

Resistivity (W�cm)

<1000 0.063 0.018 0.033 0.31 0.11 0.20

1000–5000 0.058 0.006 0.017 >0.45b 0.05 0.14

5000–12000 0.033 0.005 0.018 0.23 0.06 0.14

>12000 0.036 0.003 0.014 0.26 0.03 0.11

Drainage

Very poor 0.058 0.038 0.046 >0.45b 0.16 0.28

Poor 0.037 0.010 0.024 0.23 0.05 0.14

Fair 0.063 0.018 0.022 0.31 0.08 0.16

Good 0.022 0.003 0.010 0.18 0.03 0.11

Air–pore space (%)

<5 0.033 0.010 0.021 0.20 0.05 0.13

5–10 0.063 0.009 0.024 0.31 0.10 0.17

10–20 0.037 0.006 0.017 0.26 0.05 0.15

20–30 0.058 0.012 0.025 >0.45b 0.10 0.20

>30 0.038 0.004 0.013 0.23 0.03 0.09

aOriginal data are based on NBS field tests [2] on open-hearth steel for 12 years at 44 locations in the United States.
bPerforated.
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C. UNDISTURBED SOILS

Undisturbed soil is the environment of steel piles driven

below the water table. Factors affecting the corrosivity of

undisturbed soils are basically the same as those of disturbed

soils.

When a pile is isolated from subsurface structures, cor-

rosion tends to be low regardless of the nature of the soil

because of low availability of oxygen. Corrosion by differ-

ential aeration can occur by the effect of a disturbed and

aerated zone above the groundwater level. Coupling with

subsurface structures also establishes a galvanic system.

Piles at the undisturbed soil zone, however, do not corrode

severely because the corrosion current is spread over large

surface areas. The pitting tendency is less than in disturbed

soils because of the uniform metal-to-soil contact.

It is difficult or impossible to expose existing piling for

examination, and as a result, corrosion data are scarce.

Figure 46.5 has been compiled from limited reported

values [7–10]. The highest rate of penetration for the zone

above the water table is 0.37mm/year (15mpy), whereas

below the water table, the rate is only 0.12mm/year

(4.7mpy).

FIGURE46.3. Pit depth–time curves for ferrousmetals exposed to

soils of different aeration [2]. (Reproduced courtesy of National

Institute of Standards and Technology, Technology Administration,

U.S. Department of Commerce.)
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FIGURE 46.4. Maximum pitting rates of buried utility pipings [6].

FIGURE 46.5. Maximum penetration of driven steel pilings.

Compiled from [7–10].
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Note: A source list of 1172 English language journal

articles on underground corrosion of steel and othermetals as

well as its causes and prevention was published in 10 parts

by Williams [11].
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A. GENERAL CHARACTERISTICS

Localized corrosion of iron and steel, typically pitting,

usually occurs by the action of macrogalvanic cells. In a

macrogalvanic cell, the anodic and cathodic areas are mac-

roscopic, and their locations are fixed, whereas in a micro-

galvanic cell the anodic and cathodic sites are microscopic

and their locations change randomly with time. Relatively

small fixed anodic areas surrounded by or connected to

relatively large cathodic areas undergo corrosion. Unlike

pitting of passive metals, such as stainless steels, where

localized breakdown of passivity and the resulting formation

of passive–active cells of large potential difference cause

deep pits, localized corrosion of iron and steel tends to be

shallow in most cases, as the potential difference of various

macrogalvanic cells is not as large.

In certain situations, the anodic area of macrogalvanic

cells corrodes more or less evenly, resulting in localized

corrosion, but in some other situations, specific sites in an

anodic area corrode preferentially due to inhomogeneity of

the metal surface and/or the environment towhich the anodic

area is exposed. For example, the anodic areas of differential

aeration cells in steel pipe buried in the ground usually form

discrete pits at localized sites where the metal/soil contact

resistance is lower than at the rest of the anodic areas.

Localized corrosion of iron and steel may occur by the

severe corrosive action of the environment concentrated at

specific sites without the formation of macrogalvanic cells.

The formation of deep pits in cylinder liners (coolant side) of

diesel engines by cavitation–erosion under corrosive action

is a typical example [1].

B. MACROGALVANIC CELLS

B1. Types of Macrogalvanic Cells

The macrogalvanic cells that frequently cause localized

corrosion in steel in service are commonly formed by bime-

tallic contact, an inhomogeneous steel matrix (typically at

welded joints), discontinuous surface films, differential aer-

ation, and differential pH caused by combinations of an

alkaline (pH>�10) and a near-neutral (pH in the range of

5–9) environment that leads to the formation of passive–

active cells. An alkaline environment is typically provided by

mortar or concrete.

B2. Bimetallic Contact

Bimetallic corrosion of steel that occurs when the steel is

coupled to a more noble metal usually takes the form of
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general attack over the steel surface. If the steel in bimetallic

contact with a noble metal is coated with organic materials,

such as paint, localized corrosion, commonly in the form of

severe pitting, occurs at holidays (i.e., defects) in the coating

because of the large cathode–anode area ratio.

In one case, 350-mm-diameter sewage piping of 7.9mm

wall thickness, internally coated with coal tar epoxy resin,

was perforated in 7 months, and the penetration rate was as

high as 13.5mm/year (530mdd) [2]. The internal surface of

the piping at each butt-welded joint was lined with 400-mm-

wide type 304 stainless steel instead of the resin paint coating

that would be damaged by welding. The localized attack

apparently proceeded at a coating holiday. Thus, the cath-

ode–anode area ratio was extremely large. In addition, the

specific resistance of the sewagewas low, 60W � cm, allowing

the flow of large galvanic current.

Bimetallic contact tends to accelerate localized attack

caused by some other types of macrogalvanic cells. For

example, localized corrosion at welds proceeds more rapidly

when a more noble metal is coupled, because the resulting

shift of the electrode potential of the anodic welds in the

noble direction causes a higher corrosion rate of the welds

and much deeper localized attack.

B3. Localized Corrosion at Welded Joints

When the weld metal and/or the heat-affected zone (HAZ)

are less noble than the steel (parent metal), the former

corrodes selectively. Since both are ferrous metals, the

difference in the open-circuit potential between the anode

and the cathode would not be large, most often a few

hundredths of a volt, but the penetration rate could be high

because a small shift of the potential of the anode in the noble

direction causes a large increase of the dissolution rate due to

the small Tafel slope of the anodic polarization curve for steel

(see Section D in this chapter).

As mentioned in Section C3 in Chapter 44, the welded

seam of electric resistance welded (ERW) pipe is susceptible

to groove corrosion. With a potential difference of �30mV,

the maximum penetration rate could be as high as 10mm/

year (400mpy), a rate of 1–3mm/year (40–120mpy) being

quite common. In ERW pipes developed to resist groove

corrosion, the potential difference is practically nil [3].

In welded joints, the weld metal and/or HAZ corrodes

selectively if it is less noble than the parent metal, which is

commonly much larger in surface area than the weld metal

and HAZ. The corrosion potentials of the welding materials

are almost the same as those of the parent metals but

frequently are not exactly the same. Usitalo [4] reported a

maximum of 40mV less noble potential for the welding

materials than for the steel plates for shipbuilding. The

potential of steel tends to shift in the active direction as a

result of the thermal cycle during welding operations, mak-

ing the HAZ less noble than the parent metal.

The selective attack of weld metal can be prevented by

adjusting the weld metal composition so that the potential is

slightly positive to that of the parent metal, but not too

positive, so as to avoid a detrimental effect on the HAZ. To

minimize the potential drop at the HAZ, the chemical

composition of the steel plate must be appropriate.

R€as€anen and Relander [5] made the welding material

for shipbuilding steel [tensile strength: 490N/mm2

(50 kgf/mm2)] slightly more noble than the parent metal by

adding Cu and Ni, which make the potential more noble, and

decreasing Si, which makes the potential less noble. The

chemical composition of the steel plate was also adjusted by

specifying the maximum amount of Cu and the minimum

amount of Si to make the steel slightly negative to the weld

metal. At the same time, the Si, Mn, and S contents were

limited and some Ce was added to minimize the potential

drop at the HAZ. Some V and Nb were added to counteract

the decrease of tensile strength caused by the lowMncontent.

Chemical Composition (%)

Cu Ni Si Mn S Others

Welding

material

(example)

0.6 0.4 0.25 0.8

Steel plate 0.3/0.5 — 0.2/0.3 51.1 <0.015 Ce, V,

and Nb

In the Canada Centre for Mineral and Energy Technology

(CANMET) experimental program [6], it was also found that

weld metal corrosion in normalized carbon steel plate was

greatly decreased by the presence of Cu (0.3/0.5%) and Ni

(0.5/1.6%) in the deposited weld metal. The decrease of Si

from 0.42 to 0.15% in the Cu–Ni bearing weld metal was

exceptionally effective on steel plate of 0.2/0.3%Si, reducing

weld metal corrosion by �80% in six month tank tests.

Increased amounts of Cu and Ni shift the potential of

ferrous metals in the noble direction. Appropriate amounts

and ratios of these elements in the parent metal and the weld

metal are important in avoiding weld metal corrosion in low-

alloy steels. Itoh et al. [7] and Endo et al. [8] reported

appropriate distributions of Cu and Ni for 588N/mm2

(60 kgf/mm2) high-strength steel for Arctic service and for

grade 448 (API X-65) pipeline steel to transport CO2-bearing

wet oil and gas, respectively.

In spite of the susceptibility of welded steel structures to

localized corrosion at welded joints, not much attention has

been paid to welding practices nor have countermeasures

been established, because most such structures are paint

coated or otherwise protected from corrosion. Selective

attack at welded joints is frequently experienced in bare

marine piles. Large petroleum tanks not coated internally

tend to suffer corrosion at welds during the hydrostatic

pressure test with seawater that may take � 1 month. Some
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studies have been made of ships and offshore structures for

Arctic service, where paint coatings are prone to severe

mechanical damage by the collision of ice, and of oil and

gas pipelines, to which internal coatings are not applied.

B4. Discontinuous Surface Films

A typical example of localized corrosion under discontinuous

surface films is pitting of mill-scaled steel plate exposed to

water. Mill scale formed on the steel surface by oxidation

duringhot rollingat thesteelmill isnot continuousandexposes

the underlying steel to the environment at discontinuities or

defects. Because the mill-scaled steel surface has a potential

much more noble than the exposed steel, macrogalvanic cells

are formed between them: the large area ofmill-scaled surface

being the cathode and the small exposed areas being the anode.

Whenmill-scaled steel is exposed to seawater, the penetration

rate at the exposed small areas can be a fewmillimeters a year.

For more details, see Section B3 in Chapter 45.

Steel is seldom used with mill scale, which is removed by

either acid pickling or blasting, and the steel is then painted,

metal plated, or otherwise protected before use in corrosive

environments. When mill-scaled steel is used for large

petroleum tanks, pitting may result when it is exposed to

the seawater used for the hydrostatic pressure test at the end

of construction or to brine precipitated from the stored

petroleum.

Ifmill-scaled steel plates for construction of ships or tanks

are stored outdoors for an extended period (e.g., 6 months),

pitting corrosionmay occur, especiallywhen they are stacked

without proper separation between them to allow drying.

Rainwater penetrates between the plates and remains there,

causing pitting. In one case [9], mill-scaled steel plate used

for ship construction corroded along grooves, following the

pattern of discontinuities in mill scale resulting from stress

concentrations during service.

Steel that is corroded in water and covered with corrosion

products may undergo localized corrosion if the corrosion

products are removed repeatedly from a fixed area of rela-

tively small size. Corrosion product films protect the under-

lying steel from corrosion to some extent by acting as a

barrier layer against the corrosive environment. If this barrier

layer is damaged at a fixed area repeatedly, so that the steel

surface is exposed to the environment, the penetration rate at

the exposed area increases. Because the surface covered with

corrosion products tends to be more noble than the exposed

steel, the former acts as the cathode of the macrogalvanic

cell. When a piece of mild steel was totally immersed in

artificial seawater and the corrosion product film at a fixed

small area was removed once a day using a wooden spatula,

the penetration at that area in three months was 0.14mm,

while the average penetration was 0.043mm [10]. More

frequent removal of the corrosion product film would have

resulted in much larger localized penetration.

The waterside (inside) surface of boiler tubes, reacting

with the hot boiler water, develops an Fe3O4 film that

protects the tubes from further corrosion. Should the film

be damaged locally, either chemically or mechanically,

pitting corrosion results at the localized areas. Dissolved

oxygen, if present, accelerates the localized attack, possibly

because the large surrounding areas with intact Fe3O4 film

act as the cathode.

B5. Differential Aeration

A typical example of localized corrosion caused by differ-

ential aeration in water is associated with the formation of

tubercles. The steel surface under a tubercle receiving a poor

supply of dissolved oxygen is the anode, and the surrounding

area of better oxygen supply is the cathode. As stated in

Section C2 in Chapter 44, the penetration rate in water pipe

carrying city water having a resistivity in the range of

5000–6000W � cm can be a maximum of 0.3mm/year [11].

Assuming an average pipe corrosion rate of 0.1mm/year, the

cathode area surrounding a tubercle is about three times that

of the anode area. The penetration rate under a tuberclewould

be larger if the resistivity of the water were lower, although a

low resistivity does not necessarily favor the formation of

tubercles.

Waterline attack occurs in steel plate or pipe that extends

vertically from underwater to air. It is localized corrosion

damage at the water–air interface and can be explained in

terms of differential aeration caused by limited oxygen

supply to the area covered by a thicker corrosion product

film at the waterline.

If a buried steel pipe passes through two different soils,

onewith good aeration, such as sand, and the otherwith poor

aeration, such as clay, a differential aeration cell is set up.

The part of the pipe in well-aerated soil is the cathode, and

the part in poorly aerated soil is the anode. The corrosion

current of the cell leaves the anode at discrete points of low

pipe-to-soil resistance, resulting in deep pits. The rest of the

anode section of the pipe may corrode, but at lower pen-

etration rates.

In water of a given dissolved oxygen concentration, the

supply of oxygen to the metal surface is greater at higher

water velocity relative to the metal surface. Corrosion of

the cast iron casing of seawater pumps is accelerated by

differential aeration near the center, where the water

velocity is much lower than at the peripheral area. In one

case, the depth of corrosion (graphitic corrosion)* near the

center was� 2mm after 4600 h of operation, corresponding

*A type of corrosion that occurs mainly in gray cast iron, composed of iron

(ferrite) and graphite flakes. In the corroded layer, corrosion products of iron

cement together the residual graphite flakes and form a solid layer of low

ductility without apparent reduction in thickness. It occurs in some soils or

waters and eventually penetrates the total thickness.
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to a corrosion rate of 3.8mm/year (150mpy), in contrast to

the corrosion rate of 0.8mm/year (32mpy) at the peripheral

area [12].

B6. Differential pH

Steel is passivated in alkaline environments (above a pH of

� 10) and assumes noble potentials. If a large passivated area

in an alkaline environment is coupled to a small active area in

a near-neutral environment, the latter area is attacked by the

action of the passive–active cell.

This type of corrosion damage has frequently been

observed in underground utility piping leading to steel-

reinforced concrete buildings. Because the steel reinforce-

ments are in the alkaline environment of concrete (pH of �
12.5), they are in the passive state. If an underground pipe is

in contact with the reinforcements, it becomes the anode to

the reinforcements and discharges the corrosion current. As

the current discharge takes place at limited areas of low

pipe-to-soil resistance, the damage is highly localized,

usually in the form of pits. Because the surface area of the

reinforcements that are connected is much larger than that

of the piping, the discharging current densities tend to be

large. Thus, the penetration rate is often in the range of

0.5–1.5mm/year (20–60mpy) and may be >3mm/year

(120mpy) [13].

If limited areas of reinforcing bars in concrete structures

are neutralized by the action of water penetrating through

cracks in the concrete, localized corrosion results at such

areas. Along the same lines, piping in constantly wet

concrete floors of kitchens in restaurants and in the concrete

bottoms of swimming pools may be perforated due to local

neutralization by penetrating water. If piping installed in

concrete emerges into soil or water, corrosion may occur in

the latter environments. The localized attack tends to be

concentrated and severe if the piping goes through a thin

water layer just outside the concrete, as in the case of a wet

concrete floor.

C. LOCALIZED CORROSION BY OTHER

CAUSES

C1. Other Types of Macrogalvanic Cells

The presence of chlorides in alkaline environments causes

pitting corrosion in passivated steel by locally breaking

down passivity. The mechanism is similar to that of pitting

corrosion of stainless steels in neutral chloride environ-

ments. Localized damage of reinforcing bars in concrete

contaminated by chlorides (e.g., use of sea sand in concrete

without sufficient washing) and pitting in steel chemical

equipment handling crude caustic soda containing

chlorides are examples. Pitting corrosion occurs in water

(with or without chlorides) inhibited by passivating-type

inhibitors (e.g., chromates and nitrites) at insufficient con-

centrations. Below a certain critical concentration, passi-

vators behave as active depolarizers and increase the cor-

rosion rate at localized areas.

Steel sheets coatedwithmetalsmore noble than steel (e.g.,

nickel, silver, copper, lead, or chromium) are attacked at

exposed pores by the galvanic effect of the noble coatings.

Similar accelerated corrosion occurs in steel coated with thin

paint films (e.g., < 100 mm thick) at coating holidays. Steel

coated with thin paint films having some degree of ionic

conductance exhibits noble electrode potentials whether or

not the paint is pigmented with antirusting compounds of the

passivator type. The noble potential may be associated with

passivity, but its mechanism, particularly when passivating

pigments are not used, has not yet been clarified.

C2. Nongalvanic Types

Localized corrosion may occur by the locally concentrated

direct action of corrosive environments. The bottoms of pipes

or vessels in contact with gasoline containing suspended

water are corroded locally by the sedimentary water. The

high corrosivity of this water is caused by the good supply of

dissolved oxygen from thegasoline, inwhich the solubility of

oxygen is as high as six times that in water.

Steam return lines are pitted by deposited droplets of

condensate at locations where condensation starts. Steam

condensate is corrosive if it contains CO2, which is generated

in the boiler and contained in the steam. The penetration rate

may reach a few millimeters a year [14]. On reaching lower

temperatures, steam condensate accumulates at the bottom of

the horizontal line to cause elongated general thinning of

the bottom areas [14]. Steam lines are pitted similarly if

condensate is generated by lowering of temperature. Heat

exchanger tubes carrying steam to heat fluid outside the

tubing may suffer the same damage.

Stray-current corrosion or electrolysis of underground

pipelines commonly takes the form of pitting because the

discharging current from the pipeline chooses locally dis-

tributed paths of low pipe-to-soil resistance.

Erosion–corrosion causes localized attack at areas where

corrosion product films are removed allowing easier access

by corrosive species from the environment. Examples are

seen at the bottoms of slurry lines, at bends of piping carrying

high-velocity water, and at the inlets of heat exchanger tubes

handling corrosive fluids.

Cavitation–erosion that occurs typically on diesel en-

gine cylinder liners (cooling water side), on rotors of

pumps, and on the trailing side of water turbine blades is

accompanied by numerous deep pits. Fretting corrosion

caused by oscillatory motion is characterized by the for-

mation of pits.
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D. MAXIMUM POSSIBLE PENETRATION

RATE

The corrosion rate at the anode of a macrogalvanic cell

increases as its potential becomes more noble than the

open-circuit potential. The shift of the anode potential in

the noble direction is greater, the more noble the open-circuit

potential of the cathode and the higher the cathode–anode

area ratio. If the latter ratio is very large, the potential of

the anode is practically the same as that of the cathode, the

corrosion rate of the anode, or the penetration rate of local-

ized corrosion being a maximum.

The maximum penetration rate at the anode in a given

macrogalvanic cell system can be estimated by the steady-

state anodic current density at the potential at which the local

anode is maintained The steady-state anodic polarization

curves in deaerated 3% NaCl at 25 and 60�C are shown in

Figure 47.1 [10]

The maximum penetration rate at 25�C predicted by

Figure 47.1 is �1mm/year (40mpy) at � 650mV and

4mm/year (160mpy) at � 600mV (vs. SCE). The actual

penetration rates of localized corrosion caused by macro-

galvanic cells would be lower than the predicted maximum

rates because an incubation period usually exists, during

which galvanic cells are formed, or because the anodic area is

not always fully active. Unfortunately, data on the corrosion

potential during service are not always available. The highest

penetration rates observed in some types of localized cor-

rosion mentioned earlier are 0.3–10mm/year (12–400mpy),

as listed in Table 47.1. Assuming that the anode potentials

were in the range of � 600 to � 650mV versus SCE, and

considering that the actual rates tend to be lower than the

steady-state values, these predicted rates are within a rea-

sonable range of the observed values.
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TABLE 47.1. Highest Penetration Rates for Various Types of

Localized Corrosion in Mild Steel Observed in Practice

Type of Localized Corrosion

Penetration

Rate

(mm/year) mpy

Localized corrosion under tubercles in

tap water pipe

0.3 12

Localized corrosion under tubercles in

hot water pipe

1 40

Localized corrosion in seawater 0.9 35

Localized corrosion by the galvanic

action of oxides in steam/industrial

water pipe

3.5 140

Localized corrosion of underground

service pipe

3.5 140

Groove corrosion at theweld of electric

resistance welded water pipe

10 400

FIGURE 47.1. Steady-state anodic current density as a function of

the potential ofmild steel in deaerated 3%NaCl at 25 and 60�C [10].
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A. NEED FOR WEATHERING STEEL

Recognition of global warming and environmental deg-

radation has caused the direction of technology to shift

toward environmentally conscious and sustainable devel-

opment, with the result that increased efficiency in the use

of limited resources is now a focus (e.g., recycling indus-

trial materials). In addition, the environmental character-

istics of industrial products, structures, and materials

through their life cycles are being improved by life-cycle

assessment (LCA) of the International Organization for

Standardization (ISO) 14000s. Although LCA needs fur-

ther improvement, it is a potentially useful methodology

for systematically analyzing a product from the extraction

of resources to eventual abandonment, including reuse,

recycling, or disposal in terms of energy, in most cases,

and materials, emissions of hazardous substances, and

wastes.

The LCA approach is being used to clarify quantitatively

the important role of steel and steel products in our society in

terms of their abundant resources, economic availability in

large quantities, workability, reliability, reasonable life-cycle

cost, relatively low environmental burden, and recycling

possibilities.

Structural steel is expected to remain as one of most

environmentally friendly materials available in the twenty-

first century. In addition, the recent life-cycle study of

automobiles, houses, bridges and so on conducted by the

Engineering Academy of Japan has demonstrated that

70�85% of the energy consumption by these products

throughout their life cycle occurs during service period,

rather than during production or product assembly [1]. This

observation indicates that materials performance, durability,

and reliability are key considerations in the design of a

product or a structure for its life-cycle energy efficiency.

Figure 48.1 shows an example of the framework for the

systematic assessment of materials performance, including

(a) life-cycle cost (LCC) analysis, (b) life-cycle safety (LCS)

design, (c) LCA for energy and materials, and (d) diagnosis

of life prediction based on the operating mechanisms.

Our living environments consist mainly of freshwater,

seawater, the atmosphere, and soil. These four categories

include the environments in which the majority of structural

steel products and large structures are exposed. Corrosion

mechanisms of structural steels and the dominant corrosion

parameters in these environments are discussed in other chap-

ters. In this chapter, carbon and low-alloy structural steels

resistant to atmospheric corrosion (i.e., weathering steels) are

discussed. Weathering steels have been widely accepted in

recent years from the viewpoint of saving not only money but

energy and resources.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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B. HISTORY

Weathering steel contains Cu, P, Cr, Ni, and Si as alloying

elements totaling a maximum of a few percent. During field

exposure, an adherent, compact, and protective layer of

corrosion products grows under a coarse surface rust layer

retarding further corrosion.

Weathering steel was originally developed by U.S. Steel

in 1933 as CORTEN, a high-strength, low-alloy structural

steel of yield strength>35 kgf/mm2 and corrosion resistance

superior to that of Cu-bearing steel [2]. The initial chemical

composition is shown in Table 48.1 [3] with more recent

American Society for Testing and Materials (ASTM)

specifications [4].

Buck [5] reviewed investigations dating from 1908

which showed the beneficial effects of Cu as an alloying

element in steels for atmospheric exposure. In 1916, ASTM

took an initiative to conduct long-term exposure tests to

evaluate the effect of Cu on atmospheric corrosion resis-

tance of various steels. The final report [6] confirmed the

superior corrosion resistance of steels containing Cu up to

0.3%, compared to those without Cu (<0.03%). The addi-

tional beneficial effect of P up to 0.09%was also noted. The

role of Cu, Cr, Ni, P, Al, and Mo in atmospheric corrosion

resistance was assessed in systematic studies in the United

States [2], United Kingdom [7], and Germany [8, 9].

Addition of 0.2–0.3% Cu was found to increase the

corrosion resistance by a factor of �2. Weathering steel,

with 0.5% Cr in addition to Cu, improved corrosion resis-

tance by an another factor of�2, as shown in Figure 48.2 [2].

Corrosion resistance is usually assessed by measuring the

reduction in thickness from both sides of a steel plate during

a specific exposure time.

B1. Practical Applications

The first version of CORTEN was based on the Fe–Cu–Cr–P

system whereas later versions were based on the

Fe–Cu–Cr–Ni–P system, the basis for the ASTM standard

series listed in Table 48.1 [3]. CORTEN B was specially

designed with P < 0.04% (like ASTM 588, registered in

1968) compared with 0.07–0.15% P for CORTEN A, to

avoid weld cracking of plates >37mm (1.5 in.). Nickel

was added to minimize plate damage during rolling due

to enrichment of Cu in the surface scale [10] and to

improve the corrosion resistance in chloride-bearing

environments [2].

In the early applications, weathering steel was used for

freight trains, trucks, agricultural equipment and so on

with various paints. In eight-year atmospheric field expo-

sure tests, painted weathering steel lasted 1.5–4 times

longer than on conventional steels [11]. Paints, which

retard corrosion initiation and minimize stains from

corrosion products, are evaluated for their contribution to

life-cycle economy, reduction of environmental stains, and

their ease of use.

Bare weathering steel was first used in a full-scale

application in the John Deere and Co. office building in

Moline, Illinois, in 1964 which stimulated the use of

weathering steel in buildings and other structures such

as Chicago Civic Center, towers for power transmission

lines, and highway bridges. Thus the use of weathering

steel expanded in the United States (e.g., by 1993, there

were �2300 bridges in the United States without coat-

ings) [12]. Guidelines were prepared for the removal of

mill scale and contaminants, and for the design to install

water drainage.

B2. Expansion of the Use of Weathering Steels

Weathering steel was first commercialized in the United

States, and the use of weathering steel then has spread to

other parts of the world where different environmental

conditions exist. In the late 1950s, weathering steel was

modified in Japan [3] into Cu–P, Cu–P–Ti, Cu–Cr–Ni–P

(CORTEN), Cu–P–Cr–Mo and other systems. The main

features included (1) diversification of steels according to

P content: high P for high corrosion resistance and low P

for better welding properties; (2) three grades of tensile

strength covering 41, 50, and 58 kgf/mm2 (58, 71, and

83 psi, respectively) for welded structures; and (3) a

variety of coatings to stabilize the corrosion products early

in the exposure period to avoid stains of corrosion pro-

ducts [13–16].

During the 1960s, air pollution in industrial areas in

Japan, up to 0.07 ppm SO2, caused by combustion of

sulfur-bearing fossil fuel, along with high rainfall and

humidity levels, and rather high chloride concentration

near the seacoast led to poor performance of weathering

steel. The alloy design was modified and coatings were

developed to meet the needs for the local applications [3].

Steelmakers collaborated in 12-year exposure tests that

FIGURE 48.1. Framework for the systematic assessment of

weathering steel performance.
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TABLE 48.1. Compositions of Weathering Steelsa

C Si Mn P S Cu Cr Ni Weight Percent (w/o)

CORTEN �0.10 0.50–1.00 0.10–0.30 0.10–0.20 — 0.20–0.50 0.50–1.50

example [2] 0.09 0.93 0.30 0.16 0.035 0.42 1.1 0.03

1940 CORTEN 50.12 0.25–0.75 0.20–0.50 0.07–0.15 50.05 0.25–0.55 0.30–1.25 50.65

example [2] 0.06 0.54 0.48 0.11 0.030 0.41 1.0 0.51

USS CORTEN A 50.12 0.25–0.75 0.20–0.50 0.07–0.15 50.05 0.25–0.55 0.50–1.25 50.65 — YS= 50 ksi

ASTM-A242 Type 1

USS CORTEN B 50.19 0.30–0.65 0.80–1.25 50.04 50.05 0.25–0.40 0.40–0.65 50.40 V0.02–0.10 YS= 50 ksi

ASTM–A588GRA

USS CORTEN

B-QT

50.19 0.30–0.65 0.80–1.25 50.04 50.05 0.25–0.40 0.40–0.65 50.40 V0.02–0.10 YS= 70 ksi

ASTM-A852

USS CORTEN C 50.19 0.30–0.65 0.80–1.35 50.04 50.05 0.25–0.40 0.40–0.70 50.40 V0.40–0.10 YS= 60 ksi

ASTM-A871GR60,65

ASTM A242 (M) 50.15 — 51.00 50.15 50.05 50.20 — — —

ASTM A588 A 50.19 0.30–0.65 0.80–1.25 50.04 50.05 0.25–0.40 0.40–0.65 <0.40 V0.02–0.10

ASTM A588 B 50.20 0.15–0.50 0.75–1.35 50.04 50.05 0.20–0.40 0.40–0.70 50.50 V0.01–0.10

ASTM A588 C 50.15 0.15–0.40 0.80–1.35 50.04 50.05 0.20–0.50 0.30–0.50 0.25–0.50 V0.01–0.10

ASTM A588 D 0.10–0.20 0.50–0.90 0.75–1.25 50.04 50.05 50.30 0.50–0.90 — Zr 0.05–0.15

Cb5 0.04

ASTM A588 K 50.17 0.25–0.50 0.50–1.20 50.04 50.05 0.30–0.50 0.40–0.70 50.40 Mo5 0.10

Cb 0.005–0.05

aSee [3].
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were carried out to classify the severity of the environments

in Japan into five zones [17]. The maximum acceptable

deposition rate of airborne salt was 0.05mdd (mg/dm2/day)

in order for the corrosion rate of weathering steel to be

<0.3mm corrosion loss during 50 years [18].

The protective rust layer is the product of corrosion

reactions between the steel substrate and the chemical

species in the environment, for example, chloride and

sulfate ions under wet and dry conditions with temperature

variation. Because of these variables, the performance of

weathering steel varies with geographic location, such as

distance from the seashore, as well as structural location and

orientation, such as the angle with respect to incident

sunlight. Experience with weathering steel in Japan [3]

indicates the need for quantitative assessment of time-

dependent environmental parameters, especially concen-

trations of sulfate and chloride, seasonal humidity and solar

radiation, and the effects of these parameters on the for-

mation of protective rust layer.

By 1980, the application of bare weathering steel to

highway bridges had increased to 12% of all bridges in the

United States [12]. Corrosion of bridges constructed of

weathering steel has been observed predominantly on upper

decks and joints where deicing salts sprayed during the

winter season accumulate [19]. Analysis of the corrosion

damage showed that, to ensure the satisfactory performance

ofweathering steel, it is important to avoidwater poolswhere

salts concentrate and degrade the protective rust layer [20].

This experience indicates the importance of design in the use

of weathering steel. It is essential to avoid water pool

formation and thereby accumulation of salts which could

be deicing salts or airborne sea salts depending on geographic

location as described in Section C.

C. ALLOYING ELEMENTS

The role of alloying elements in weathering steel may be

divided into (1) effects on the formation of protective rust

layer (discussed in this section), (2) enhancement of

mechanical strength and toughness, and (3) improvement

of weldability. The protective qualities of the layer of cor-

rosion products on steel depend on the continuous growth of

the adherent, compact, inner layer, and on the low porosity of

the layer. From statistical analysis of data obtained in long-

term exposure tests [2, 21–27], the kinetics of atmospheric

corrosion were found to obey the equation,

C ¼ AtB ð48:1Þ

as shown in Figure 48.3 [2], where C is the corrosion loss, t

is time, and A and B are constants. Expressing Eq. (48.1) in a

different way the following equation is drawn,

log C ¼ log AþB log t ð48:2Þ

and with regression analysis, the two constants, A and B,

may be expressed in terms of alloy content or environmental

parameters, such as chloride and sulfate ion concentra-

tions [26] depending on the available data. In using statis-

tical analysis, it is essential to establish the reliability of

the available data, and then to select a mathematical

FIGURE 48.2. Atmospheric corrosion of steel as a function of time (industrial atmosphere) [2].
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methodology (e.g., extreme-value analysis or discriminant

analysis).

In this way, the beneficial effects of Cu, Cr, and P and the

small contribution of Si, Ni, Al, and Mo in the protective

layer of corrosion products were identified. The present

understanding of the structures of the corrosion product films

is described in Chapter 43, pp. 581–583.

The protective nature of weathering steel have been

characterized by observing the dark color and limited po-

rosity of the protective rust layer. Study of the cross sections,

using polarized light reflection [28] as well as X-ray analysis

and electrochemical techniques, identified the inner layer as

an amorphous state, spinel-type iron oxide enriched with Cu,

Cr, and P, and the outer layer as g-FeOOH, as schematically

illustrated in Figure 48.3. The protective nature of weather-

ing steel was thus attributed to the continuity of the amor-

phous inner layer. Ferroxyl tests were used to study disconti-

nuities of the amorphous layer caused by porosity or sulfate

nests which are spotlike open defects, where chlorides and

sulfates accumulate because of localized corrosion [29, 30].

As the sulfate nests become smaller in size and in population,

the protective qualities of weathering steel improve. Recent-

ly, integrated instrumental analysis, with X-ray diffraction,

Raman spectroscopy, and infrared (IR) transmission was

utilized to show that Cr-bearing a-FeOOH could be the

structure of protective rust layer on the samples exposed for

26 years [31] although identification of this stable phase

has not been substantiated for other samples exposed for

35 years [32].

Applications of weathering steel, however, are still very

limited in the presence of concentrated sea salt or accumu-

lated deicing salts because of insufficient formation of the

protective layer in the presence of chloride nests [33]. One of

the proposed solutions to this difficulty is to increase Ni

content by as much as 3–5%. Nickel enrichment of the

amorphous inner layer was found to retard corrosion sup-

porting the hypothesis that chloride ions do not penetrate the

layer bearing higher Ni contents [34–36].

C1. Mechanistic Aspects

Regarding the role of Cu, Masuko and Hisamatsu [37] and

Suzuki et al. [38] found in their studies of artificial rust that

addition of Cu ion decreases the size of iron oxyhydroxide

(FeOOH) particles, increases its buffer capacity, and stabi-

lizes its amorphous state. The role of Cu was also assessed by

Stratmann and Streckel [39] using the Kelvin method, who

confirmed the considerable retardation of corrosion by the

formation of a compact layer containing Cu. Studies have

been carried out on the ion selective properties of corrosion

products on local solution chemistry, and on agglomeration of

colloidal particles [40, 41]. By observing in situ the formation

of colloidal corrosion products with a video-enhanced mi-

croscope during the initial stage of corrosion, a phosphate

layer was identified beneath which the amorphous layer

grows. This mechanism explains the role and location of P

at the interface between the inner amorphous layer and the

outer FeOOH layer in weathering steel exposed to the field

atmosphere for 19 years [42].

Since the corrosion reactions of weathering steel are very

slow and have many variables, the precise mechanism of the

formation of the protective layer of corrosion products is still

somewhat uncertain. Experimental techniques that may be

useful in elucidating further the mechanism of corrosion

protection of weathering steels include alternating current

(ac) impedance with controlled thin water films under wet

and dry conditions [35], Kelvin vibrating-capacitor tech-

nique [39], colloidal chemical techniques with video-

enhanced microscope [42], and high-energy X-ray sources

for higher resolution in situ.

FIGURE 48.3. Schematic illustration of the corrosion product layers identified on steels exposed to

rural and marine atmospheres for the periods of up to five years [28].
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D. MONITORING OF RUST FILMS

Protective film formation in the field has been confirmed

firstly by visual observation, thickness measurement, and

the ferroxyl test, which identifies the anodic dissolution of

the Fe2þ ion from local active sites called sulfate nests. At

these sites, protective film formation is incomplete, as can

be noticed by blue spots on filter paper after wetting the

steel surface followed by the removal of unstable surface

rust. The tests are conducted with a solution of 10 g potas-

sium ferrocyanide, 10 g potassium ferricyanide, and 60 g

sodium chloride in 1 L of water. The ferroxyl test is easy to

use but can be misleading due to incomplete penetration

of test solution in the presence of thick heterogeneous

corrosion products.

Kihira et al. [43] developed a portable instrument based

on electrochemical ac impedance and harmonic current

measurements in order to identify the formation of a

protective film on weathering steel. Upon a thin film of

0.1M Na2SO4 solution, two probes were attached to the

steel surface which had previously been exposed to a semi-

industrial environment for 13 years. By measuring ac im-

pedance and harmonic current characteristics, an appreciable

difference in ionic resistance of the films on carbon steel and

on weathering steel was found at frequencies of 100mHz–1

kHz as a noticeable characteristics between two steels.

According to Okada et al. [28], the features of corrosion-

resistant films are (1) a surface layer consisting mainly of

crystalline FeOOH and (2) inner layer consisting of amor-

phous iron oxyhydroxides with enrichment of Cu, Cr, and P.

Cross-sectional observations of corrosion product films

using a polarized light microscope indicate the presence

of an amorphous layer, which absorbs light, whereas a

crystalline surface layer reflects it. These observations

combined with other measurements using ac impedance

and an electromagnetic film thickness gagemade it possible

to establish a correlation between film thickness and film

resistance, namely protectiveness, for numerous weather-

ing steels exposed at various locations throughout Japan.

The quantitative classification map for the performance of

weathering steels was constructed and is shown in Fig-

ure 48.4. In the zone designated as A, the film resistance

may increase without increasing the thickness where a

uniform and protective film is formed. On the other hand,

there is a zone C in which thickness increases without

increase in the resistance where anomalous rust composed

of FeOOH is formed next to the surface, and crystalline

Fe3O4 is formed in the rest of the film.

The previously described portable instrument called

Rust Stability Tester was applied to the 13-year-old bridge

located approximately 2 km from the mouth of a river in

order to assess the state of the rust films. Figure 48.5

FIGURE 48.4. Quantitative classification of the states of corrosion products on weathering steels

based on measurements of film resistance and thickness [43].

626 WEATHERING STEEL



 

illustrates the observations. The steel inside the girders

(C–D–E–F) and outside the upper girders (A and H) is still

covered with the initial rust because of the relatively low

humidity. The steel outside the lower girders (B and G) is,

however, covered with a protective rust film. The formation

of this film may be attributed to washed out effect for

deposits by rainfall at this location, in contrast to points C

and F, where dust and sea salt accumulate. This nonde-

structive Rust Stability Tester can be used to assess struc-

tures, such as a bridge, so that the formation of a protective

film can be monitored and diagnosed. In addition, feedback

of the information to the maintenance and design stage

becomes very practically useful.

E. DESIGN PARAMETERS

Larrabee [44] and Schikorr [45] noted the importance of

orientation and geometric configuration of samples in field

exposure tests, that is, the anglewith respect to the horizontal,

and the upper and lower sides of a sample, due primarily to

the time of wetness and amount of deposit. In the study of

FIGURE 48.5. Distribution of states of corrosion products on a bridge constructed from weathering

steel 2 km from the mouth of a river [43].
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geometric factors, Moroishi and Satake [46] assessed carbon

and weathering steels using samples having one side coated

and exposed at various angles and directions. The lower side

tends to be corroded as much as 60–70%more than the upper

side, and the extent of corrosion increased as the orientation

approached vertical. These observations correlated with the

concentration of sulfate in corrosion product layers on

samples exposed on the lower side only. On the other hand,

samples with upper side exposure behaved differently

because of the washout effect caused by rainfall. These

corrosion phenomena were more prominent for carbon steel

than for weathering steel.

Important studies of design parameters and the formation

of protective corrosion product layers were conducted by

Satake et al. and Matsushima et al. in 1970 [47] and

1974 [48], respectively. They constructed models having

configurations anticipated for weathering steel structures:

H-shaped pillars and beams, ceilings, window frames,

siding, louvers, and stairs. Matsushima et al. [48] reported

the time required for stabilizing the corrosion product in

terms of the location in a given structure and environment,

either industrial or urban. The required time varies from one

to five years except for the locations where no stabilization

occurs because of water pool formation.

Design criteria and guidelines for construction and

maintenance of bridges using bare weathering steel were

established in Japan in 1993 [18]. As a result of exposure

tests on 41 bridges for nine years, the design criteria and

guidelines clarified the critical concentration of sea salts,

belowwhich the corrosion rust layer remains protective and

stable as shown in Figure 48.6. Above 0.1mdd of air born

salts, anomalous corrosion products are formed. Since SOX

has been dramatically reduced in Japan from 0.04 to

0.06 ppm around 1970 to <0.01 ppm, the essential consid-

eration for the environmental parameters has been focused

on sea salt deposition and time of wetness. If salt deposition

is <0.05mdd, the corrosion loss in thickness during 50

years of service is estimated to be <0.3mm.

F. GUIDELINES FOR THE USE OF BARE

WEATHERING STEEL

Use of weathering steel for bridges has several advantages

over the alternatives, such as fiber reinforced concrete

including lighter weight, ease of construction, strength, and

formation of a protective rust layer within several years in

most atmospheres which eventually reduces life-cycle main-

tenance costs. In order to ensure the protective rust layer, the

following design and fabrication requirements must be met

according to the guidelines issued by the Japan Association

for Construction of Bridges [49].

In parallel with the use of bare weathering steel, new

types of coatings with ion selective and corrosion product

stabilizing functions have been developed [50–52].

Reliable and economical surface coatings or paints will be

required in order to expand the potential applications of

weathering steel.

The main design points are the minimization of time of

wetness and control of chloride deposition (<0.05mdd).

Following are typical considerations for design of weath-

ering steel structures: (1) secure drainage for rainfall; (2)

give the lower I-beam flange a slight tilt; (3) minimize the

bottom-flange extrusion of the box girders; (4) provide

good clearance between neighboring lower flanges; (5)

minimize the entry of water at friction grip bolts beneath

FIGURE 48.6. Influence of airborne salts on the stability of the protective layer of corrosion

products [18].
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splice plates; (6) avoid water leakage at expansion joints;

(7) protect the slab from intrusion of water from bridge

surfaces; (8) paint the inside surface of the box girders to

protect against condensation of water, and paint the girder

edge to protect against intrusion of water from expansion

joints; (10) blast clean the steel surfaces to facilitate the

formation of the protective rust layer; and (11) avoid or

minimize foreign substances, such as oil, grease, mortar,

and markings.

Minimum maintenance concept for bridges which was

proposed by the Ministry of Construction of Japan in 1997

in collaboration with universities and industries will con-

tribute to sustainable development in saving energy, cost and

environmental burden.

G. ADVANCEMENT IN WEATHERING
STEEL IN THE PAST DECADE

Because of our shared objectives of achieving a sustainable

society, life-cycle design for the durability, reliability, and

best use of materials and energy is an essential philosophy

for social infrastructure such as key bridges and railway

stations. The past decade, in this sense, has been a turning

period for weathering steel, especially in Japan where a

paradigm change in the use of weathering steel has occurred

as described in the following paragraphs. This trend is

expected to prevail over the environment-sensitive

countries.

G1. Life-Cycle Design Specification for

Highway Bridges

The Japanese specification for highway bridges was revised

in 2002 clearly stating for the first time in its history that

degradation of bridge members including those of weather-

ing steels is inevitable during their service lifetime, and

therefore, the diagnosis and maintenance must be taken into

account at the design stage [53]. This was the first govern-

mental recognition of corrosion degradation of infrastruc-

tures during service lifetime followed by necessary mainte-

nance requirements regardless of whether the weathering

steels are painted or unpainted.

G2. “Minimum-Maintenance” Concept

For many years, the initial cost has been the main concern

for constructing social infrastructures due to budget con-

straints. Nowadays, it is critical to implement the best

performance of infrastructure throughout its service life-

time from the viewpoint of taxpayers as well as future

generations, namely social accountability.

Kihira [54] has clearly demonstrated that the design

concept for minimizing the maintenance cost is key to

attaining the best life-cycle performance of a bridge, espe-

cially that made of unpainted weathering steel. In this

concept, three technologies are required:

1. A computational scheme for predicting corrosion of

weathering steels, such as those developed by several

steelmakers in Japan [55–57] based on rather short

exposure test results and quantitative assessment of

alloying elements that result in the low corrosion rates,

for example less than 0.3mm per side for 50 years, or

0.5mm per side for 100 years, under the simulated

environmental conditions for a bridge in service.

2. A rust-monitoring system, such as the instrument

developed in 1989 as previously described [43] aiming

at identifying abnormal rust growth

3. Development of the effective repair methods [54, 58]

applicable to identification of the abnormal rust growth

during monitoring

G3. Advanced Weathering Steel

After nine years of field exposure tests, an advanced weath-

ering steel, namely 3mass %Ni–0.4mass % Cu steel, which

is significantly more resistant to airborne salt environments

than are conventional steels, was commercialized in 1998 in

Japan, as reported elsewhere [59, 60]. Other steelmakers

followed [61–63], with the result that the cumulative pro-

duction of advanced weathering steel exceeded 35,000 tons

at the end of the 2004 fiscal year.

The formation mechanism of the protective inner rust

layer of 3Ni–0.4Cu-bearing weathering steel was recently

assessed by Kimura et al. [64]. Utilizing synchrotron radi-

ation for fine X-ray beams, (1) X-ray diffraction (XRD)

Debye rings for crystalline structures, and (2) X-ray absorp-

tion fine structures (XAFS) for local linkages around specific

elements were studied. Also, (3) electron probe microanal-

ysis (EPMA) for compositional mapping was carried out.

They clarified that the protective rust layer on weathering

steels formed through wet–dry cycles, which used to be

considered from conventional X-ray analysis as an amor-

phous state, is actually composed of a nanonetwork of Fe(O,

OH)6. The formation processes are schematically illustrated

in Figure 48.7. Compared with those on conventional weath-

ering andmild steels, the rust formed on advancedweathering

steel includes Fe2NiO4 where CuO phases are likely to

provide nucleation sites for Fe(O,OH)6 nanonetwork to form

densely packed fine rust. Fe2NiO4 in the nanonetwork of the

inner rust layer is considered to increase the negativity of the

surface charge of fine iron oxy-hydroxide particles, thereby

attracting positively charged sodium ions, which accumulate

within the inner protective rust layer increasing the pH

adjacent to the steel surface during wet periods. The above

proposed mechanism for the protective nature of rust film has

to be substantiated by further studies.
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A. EXTENT AND COST OF
REINFORCEMENT CORROSION

Reinforced concrete is one of the most durable, versatile, and

widely used construction materials. It can be used to make

small posts, vast bridges, and tall buildings as well as lining

tunnels and constructing pipelines. Generally, this composite

material is capable of withstanding a wide range of environ-

ments, from oil rigs in the North Sea to deserts. However,

occasionally it does not give the low maintenance life ex-

pected of it. Sometimes this is due to incorrect expectations,

sometimes to inadequate specification or construction, and

sometimes to more adverse conditions than initially ex-

pected. Consequently, there are many structures in the built

environment suffering from corrosion-induced damage.

One estimate from the United States [1] is that the cost of

damage due to deicing salts alone is between $325 and $1000

million/year to reinforced concrete bridges and car parks. In

the United Kingdom, the Department of Transport (DoT)

estimates a total repair cost of £616.5million (�1 billionU.S.

dollars) due to corrosion damage to motorway bridges [2].

These bridges represent �10% of the total bridge inventory

in the United Kingdom. The total problem may therefore be

10 times the DoT estimate. There are similar statistics for

Australia, Europe, and particularly the Middle East, where

the warm marine climate with saline ground conditions

increases all corrosion problems. Corrosion control is made

more difficult by the problems of curing concrete in hot,

drying environments and has led to very short lifetimes for

reinforced concrete structures [3]. Deterioration occurs on

buildings and other structures as well as bridges.

B. PRINCIPLES OF REINFORCEMENT

CORROSION IN CONCRETE

Whereas concrete and concrete deterioration are described in

Chapter 31, this chapter is concerned with corrosion of steel

in concrete. As concrete is porous and both moisture and

oxygen can move through the pores and microcracks in

concrete, the basic requirements for corrosion of mild or

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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high-strength ferritic reinforcing steels are present. The

reason that corrosion does not occur in most cases is that

the pores contain high levels of calcium, sodium, and po-

tassium hydroxide, whichmaintain a pH of between 12.5 and

13.5. This high level of alkalinity passivates the steel, form-

ing a dense gamma ferric oxide that is self-maintaining and

prevents rapid corrosion.

In many cases, any attack on reinforced concrete will be

on the concrete. However, there are two chemicals that

penetrate the concrete and attack the steel without breaking

down the concrete first. The culprits are chlorides and carbon

dioxide as these are themain common atmospherically borne

species that penetrate concrete without causing significant

damage and then promote the corrosion of steel by removing

the protective passive oxide layer on the steel, created and

sustained by the alkalinity of the concrete pore water.

There are many texts covering the mechanisms of corro-

sion in concrete and assessment techniques (e.g., [4–7]) as

well as specifications and recommended practice documents

on how to select and apply repair methods (e.g., NACE SP

0290 and SP 0390, BSEN 12696, BSEN 1504 [7a] and ACI

222R-01; see Bibliography).

Figure 49.1 shows the electrochemical corrosion mech-

anism common to both carbonation- and chloride-induced

corrosion. The separation of anodes and cathodes is an

important part of the understanding, measurement, and con-

trol of corrosion of steel in concrete. Corrosion of steel in

concrete is basically an aqueous corrosionmechanismwhere

there is very poor transport of corrosion product away from

the anodic site. This usually leads to the formation of

voluminous corrosion product and cracking and spalling of

concrete, with delaminations forming along the plane of the

reinforcing steel. In the absence of sufficient oxygen at

the anodic site, the ferrous ion will stay in solution or diffuse

away and deposit elsewhere in pores and microcracks in the

concrete, leading to severe section loss without the advanced

warning given by concrete cracking and spalling.

C. CHLORIDE INGRESS AND THE

CORROSION THRESHOLD

Chlorides can be present in concrete for a number of reasons.

Examples are:

1. Contamination

a. Deliberate addition of calcium chloride set

accelerators

b. Deliberate use of seawater in the mix

c. Accidental use of inadequately washed marine

sourced aggregates

2. Ingress

a. Deicing salt ingress

b. Sea salt ingress

c. Chlorides from chemical processing

Until the later 1970s, it was widely held that chlorides cast

into concrete were largely bound as chloroaluminates and

would not cause corrosion. It was then found that large

numbers of structures with chloride cast into the mix did

suffer from corrosion and that binding was not as effective as

initially believed. The ACI Report 222R-01 reviews the

national standards and laboratory data. The consensus is that

a chloride level of 0.4% chloride by weight of cement is a

necessary but not sufficient condition for corrosion and that

in variable chloride and aggressive conditions corrosion can

occur at lower chloride levels, down to �0.2% chloride by

weight of cement.

A literature review [8] suggested that, whether chlorides

are bound or not, the chloroaluminates break down releasing

chloride ions for participation in the passivation breakdown

process. They suggested that the discussion about the amount

of chloride bound in the cement paste is therefore less

important than previously thought. They also pointed out

that the amount of calcium hydroxide available to maintain

the pH has a profound effect on initiation of corrosion. This

has implications for cement replacement materials.

Chloride ingress into concrete is generally held to follow

Fick’s second law of diffusion, forming a chloride profile

with depth into the concrete:

d½Cl� �=dt ¼ Dc � d2½Cl� �=dx2

where [Cl� ] is the chloride concentration at depth X and time

t and Dc is the diffusion coefficient (usually of the order of

10� 8 cm2/s). The solution to the differential equation for

chlorides diffusing in from a surface is

ðCmax �Cx;tÞ=ðCmax �CminÞ ¼ erf
x

ð4DctÞ1=2
where

Cmax ¼ surface or near-surface concentration

Cx,t ¼ chloride concentration at depth x at time t

Bursting Forces
from oxide expansion

Fe → Fe2+ + 2e-

Fe2++ 2OH- → Fe(OH)2

4Fe(OH)2 + O2 + 2H2O → 4Fe(OH)3

→ 2Fe2O3.H2O + 4H2O (RUST)

1/2O2 + H2O + 2e- → 2OH-

Anode Reactions:

Cathode Reactions

Cathode
Anode

Cathode

FIGURE 49.1. The corrosion process for steel in concrete.
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Cmin ¼ background chloride concentration

erf ¼ error function

The parameter Cmax must be constant, which is why a

near-surface measurement is used, to avoid fluctuations in

surface levels on wetted and dried surfaces.

An alternative to the error function calculation is to

calculate the progress of a threshold chloride concentration

as a parabolic function of time [9, 10] using a similar function

to that used for the carbonation front progression.

D. CARBONATION OF CONCRETE AND

CONSEQUENCES OF CORROSION

Carbonation is a simpler process than chloride attack.

Atmospheric carbon dioxide reacts with the pore water to

form carbonic acid. This reacts with the calcium (and other)

hydroxides to form solid carbonates. The pH therefore drops

from�pH 13 to�pH 8. The steel starts to corrode at around

pH11.

Carbonation is associated with poor concrete cover, poor

concrete quality, poor consolidation, and old age in the

absence of chlorides. Carbonated concrete is good quality

concrete but it is no longer protective to the reinforcing steel.

Carbonation rates generally follow parabolic kinetics:

d ¼ At0:5

where

d ¼ carbonation depth

t ¼ time

A ¼ constant, generally of the order 0.25–1.0mm/

year0.5

Carbonation rates are a function of the environment where

indoor concretewill carbonate faster than outdoor concrete in

North American and Northern European environments, but

wet/dry cycling in warm conditions can accelerate carbon-

ation in more southern latitudes. As corrosion will not

proceed in the absence of water, carbonation rates are usually

unimportant inside buildings except in bathrooms, kitchens,

and other situations where there is wet/dry cycling and

sufficient moisture to cause corrosion after carbonation of

the concrete to reinforcement depth.

E. METHODS OF DETECTING AND

MEASURING CORROSION AND
CORROSION DAMAGE IN CONCRETE

There are several techniques available for assessing corro-

sion and corrosion damage on reinforced concrete structures.

The main ones used in the field are described below.

E1. Visual Inspection

The visual inspection is the first step in any investigation. A

properly executed survey consists of a rigorous logging of

every defect seen on the concrete surface. The aim of the

visual survey is to give a first indication of what is wrong and

how extensive the damage is. If concrete is spalling off, then

that can be used as a measure of extent of damage. In some

cases, weighing the amount of spalled concretewith time can

be a direct measure.

The main equipment is obviously the human eye and

brain, aided with a notebook, proforma, or hand-held com-

puter, and a camera to record and locate defects. Binoculars

may be necessary, but close inspection is preferred if access

can be arranged. A systematic visual survey will be planned

in advance.Many companies that carry out condition surveys

have standardized systems for indicating the nature and

extent of defects. These are used in conjunction with cus-

tomized proformas for each element or face of the structure.

It is normal to record date, time, andweather conditionswhen

doing the survey and to note visual observations, such as

water or salt rundown and damp areas.

Interpretation is usually based on the knowledge and

experience of the engineer or technician conducting the

survey. The Strategic Highway Research Program (SHRP)

has produced an expert system, HWYCON [11]. This

guides the less experienced engineer or technician through

the different types of defects seen on concrete highway

pavements and structures, including alkali silica reaction,

freeze–thaw damage, and corrosion. Further information

on bridge surveys can be found in CBDG Report 2 2002

[11a].

The main limitation of visual inspection is the skill of the

inspector. Some defects can be mistaken for others. When

corrosion is suspected, it must be understood that rust stain-

ing can come from iron-bearing aggregates rather than from

corroding reinforcing steel. Different types of cracking can

be attributed to different causes. The recognition of alkali

silica reaction (ASR) is discussed in Chapter 31. Visual

surveys must always be followed up by testing to confirm

the source and cause of deterioration.

E2. Delamination Surveys

As corrosion proceeds, the corrosion product formed takes up

a larger volume than the steel consumed, building up tensile

stresses around the rebars. A layer of corroding rebars will

often cause a planar fracture at rebar depth prior to spalling of

the concrete. The aim of a delamination survey is to measure

the amount of cracking between the rebars before it becomes

apparent at the surface. It should be noted that this can be a

very dynamic situation.

The delamination survey with a hammer is often con-

ducted alongside the visual survey with hollow sounding
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areas marked directly onto the surface of the structure with a

suitable permanent or temporary marker and then recorded

on the visual survey proforma. The hammer or chain drag

survey is usually quicker, cheaper, and more accurate than

alternatives such as radar, ultrasonics, or infrared (IR) ther-

mography. The other techniques do have their uses, for

example, in large-scale surveys of bridge decks (ultrasonics

and infrared) or waterproofing membranes or other concrete

defects (ultrasonics and radar). The reader is recommended

to review the literature for further information [12–14].

For interpretation, the experience of the inspector is vital.

A skilled, experienced technician will often produce better

results than the more qualified but less experienced engineer.

Trapped water within cracks, deep cracks (where bars are

deep within the structure), and heavy traffic noise can

complicate the accurate measurement of delamination.

It is common during concrete repairs for the amount of

delamination tobe farmoreextensive thandelaminationsurveys

indicate, because of the inaccuracy of the techniques available

and also because of the time between survey and repair. Once

corrosion has started, delaminations can initiate and grow

rapidly. An underestimate of 40% or more is not unusual and

should be borne in mind when budgeting for repairs.

E3. Concrete Cover Measurements

The thickness of concrete cover to the reinforcing steel is

measured on new structures to see that adequate cover has

been provided to the structure in line with design require-

ments. It is also carried out when corrosion is observed

because low cover will increase the corrosion rate by allow-

ing both the agents of corrosion (chlorides and carbonation)

more rapid access to the steel and more rapid access of the

“fuels” for corrosion, moisture, and oxygen. A cover survey

can determine the location of the rebars three dimensionally,

that is, their position with regard to each other (X, Y) and

depth from the surface (Z). If construction drawings are not

available, then it may be necessary to measure rebar dia-

meters as well as locations.

Magnetic cover meters (often known as pachometers in

North America) are now available with logging features and

digital outputs. With some models, a spacer can be used to

estimate rebar diameter. Other alternatives, such as radiog-

raphy, can be used to survey bridges or other structures.

There is only one standard for cover meters, BS 1881 Part

204, and this standard refers to the measurement on a single

rebar. A useful paper discusses cover meter accuracy when

several rebars are close together [15]. The paper suggests that

different types of head are more accurate in different con-

ditions. The smaller heads are better for resolving congested

rebars.

The main problem with cover measurements is the

congestion of rebars giving misleading information [15].

Iron-bearing aggregates can lead to misleading readings as

they will influence the magnetic field. Different steels also

have different magnetic properties (at the extreme end,

austenitic stainless steels are nonmagnetic). Most cover

meters have calibrations for different reinforcing steel types.

See also RILEM TC 189 Report [15a].

E4. Carbonation Depth

There are two principal causes of corrosion: chloride con-

tamination and carbonation of the concrete. Any surveymust

distinguish between the two. The distinction is important

because the type of repair may be determined by the cause of

corrosion. The neutralization of the pore solution by the

carbonation process leads to a “carbonation front,” where

there is a transition from �pH 13 to 8.

Carbonation is easily measured by exposing fresh con-

crete and spraying with phenolphthalein indicator solution.

The measurement can be done either by breaking away a

fresh surface (e.g., between the cluster of drill holes used for

chloride drilling) or by coring and splitting or cutting the core

in the laboratory. The phenolphthalein solution remains clear

where concrete is carbonated and turns pink where concrete

is still alkaline. The best indicator solution for maximum

contrast of the pink coloration is a solution of phenolphtha-

lein in alcohol and water [16]. If the concrete is very dry, then

a light misting with water prior to applying the phenolphtha-

lein will also help show the color. Petrographic analysis will

also reveal carbonated and partially carbonated zones under

an optical microscope.

Sampling can allow the average and standard deviation of

the carbonation depth to be calculated. If the carbonation

depth is compared with the average reinforcement cover,

then the amount of depassivated steel can be estimated. If the

carbonation rate can be determined from historical data and

laboratory testing, then the progression of depassivation with

time can be calculated.

In some aggregates, accurate phenolphthalein readings

are difficult to obtain. Some concrete mixes are dark in color

and color change may not be visible. Care must be taken that

no contamination of the surface occurs from dust and the

phenolphthalein-sprayed surface must be freshly exposed or

it may be carbonated before testing. High-alumina-cement

(HAC) concrete does not show the color change well, and

HAC concretes may be highly susceptible to carbonation

because of low alkali content (see Chapter 31).

It is also possible for the phenolphthalein to bleach at very

high pH (e.g., after electrochemical chloride extraction or

realkalization). If the sample is left for a fewhours, it will turn

pink. There can also be problems on buried structures where

carbonation by groundwater does not always produce the

clear carbonation front induced by atmospheric carbon di-

oxide ingress. It should be noted that phenolphthalein
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changes color at pH 9.5 whereas concrete starts to corrode

below pH 11. This could be important in realkalized con-

crete, where the pH may not reach 11 but may reach 9.5. A

new European standard BS EN 14630 on carbonation depth

measurements is now available [16a].

E5. Chloride Content

Chlorides can be cast into concrete or can be transported in

from the environment. The chloride ion attacks the passive

layer even though there is no significant drop in pH. Chlor-

ides act as catalysts to corrosion. They are not consumed in

the process but help to break down the passive layer of oxide

on the steel and allow the corrosion process to proceed

quickly. Chloride contents are measured by sampling the

concrete and analyzing a liquid extracted from the sample.

This is usually done by mixing acid with concrete dust from

drillings or crushed core samples.An alternative is porewater

extraction by squeezing samples of concrete or,more usually,

mortar. The pore-squeezing technique is frequently used in

laboratory experimental work as it is often difficult to extract

useful pore water samples from field concrete. A third

technique is to crush concrete and boil it in water to extract

water-soluble chlorides only.

To measure the chloride profile in the concrete, chloride

samples should be collected incrementally from the sur-

face by taking either drillings or sections from cores. The

first 5mm is usually discarded as being directly influenced

by the immediate environment and then measurements of

chloride content made at suitable increments. For im-

proved statistical accuracy, multiple adjacent drillings are

made and the depth increments from each drilling are

mixed. There are several ways of measuring the chlorides

once samples are taken. Field measurements of acid-sol-

uble chloride can be made using a chloride-specific ion

electrode [17]. Conventional titration (e.g., by BS 1881

part 124 and potentiometric titration methods) is also

available [18, 18a].

As well as acid-soluble chloride, there are the water-

soluble chloride tests [American Society for Testing and

Materials (ASTM) C 1218, American Association of State

Highway Officers (AASHTO) Test T 260 and Federal High-

way Administration Report FHWA RD-77-85]. These tech-

niques use different levels of pulverization of large samples

that are refluxed with water to extract the supposedly un-

bound chlorides. These chlorides are, or can become, free in

the pore water to cause corrosion as opposed to the chlorides

bound by the aluminates in the concrete or bound up in some

aggregates of marine origin. The water-soluble chloride test

is rather less accurate than the acid-soluble test because some

of the “bound” chlorides can be released, and the finer the

grinding, themorewill be extracted. However, this test can be

useful in showing the corrosion condition where chlorides

have been cast into concrete and particularly where aggre-

gates are known to contain chlorides that do not leach into the

pore water.

The corrosion threshold is usually given as �0.4% chlo-

ride by weight of cement, 0.05% chloride by weight of

concrete, or 1.2 lb/yd3 of concrete. This is only an approx-

imation because:

(a) Concrete pH (14-log10 of the OH� concentration)

varies with the cement powder and the concrete mix.

A small pH change is a massive change in OH�

concentration, and therefore the threshold moves

radically with pH.

(b) Chlorides can be bound chemically (by aluminates)

and physically (by absorption on the pore walls). This

removes them (temporarily or permanently) from the

corrosion reaction.

(c) Some aggregates contain chlorides that cannot be

leached into the pore water. They do not play any

part in the corrosion threshold but will show up on

acid-soluble chloride tests.

(d) In very dry concrete, corrosion may not occur even at

very high Cl� concentration as the water is missing.

(e) In saturated concrete, corrosion may not occur even at

a very highCl– concentration as the oxygen ismissing.

Corrosion can be observed at 0.1% chloride income cases

and none seen at >1.0% chloride by weight of cement or

more in others. If (d) or (e) is the reason that no corrosion is

observed, then a change in conditions may lead to corrosion.

The important questions from chloride measurement are

how much of the rebar is depassivated and how will this

progress. Points (a)–(c) review how the corrosivity of the

chloride can change. If chlorides have been transported in

from outside, then the chloride profile can be used along with

measurements (or estimates) of the diffusion constant to

estimate future penetration rates and the buildup of chloride

at rebar depth.

In Europe, it is normal to quote the chloride content as a

percentage by weight of cement. In many cases, assumptions

must be made about the cement content because the mea-

surement is by weight of sample (concrete) and the true

cement content is not known.

E6. Concrete Resistivity Measurements

The four-probe resistivity meter is now used for measure-

ment of concrete resistivity on site. The measurement can be

used to indicate the possible corrosion activity if steel is

depassivated. The electrical resistivity is an indication of the

amount of moisture in the pores and the size and tortuosity of

the pore system. Resistivity is strongly affected by concrete
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quality (i.e., cement content, water/cement ratio, curing, and

additives used).

The four-probe resistivity meter used for soil resistivity

measurements has been modified for concrete application

and is used by pushing pins directly onto the concrete surface

with moisture or gels to enhance the electrical contact.

Broomfield and Millard (Chapter 5 in [19]) and Andrade et

al. (2000) [19a] described two versions of the equipment.

Other variations use drilled-in probes or a simpler, less

accurate two-probe system.

An alternative approach measures the resistivity of the

cover concrete by a two-electrode method using the reinfor-

cing network as one electrode and a surface probe as the

other.

Concrete resistivity of the area around the sensor is

obtained by the formula

Resistivity ¼ 2RDðW � cmÞ

where

R ¼ resistance by “ iR drop” from a pulse between the

sensor electrode and the rebar network.

D ¼ electrode diameter of sensor

The interpretation of resistivitymeasurementswith regard

to corrosion is empirical. The following interpretation of

resistivity measurements has been cited when referring to

depassivated steel [20]:

20 kW � cm
10–20 kW � cm
5–10 kW � cm
<5 kW � cm

Low corrosion rate

Low to moderate corrosion rate

High corrosion rate

Very high corrosion rate

Researchers working with a field linear polarization de-

vice for corrosion rate measurement have conducted labo-

ratory and field research and found the following correlation

between resistivity and corrosion rates using the surface-to-

rebar two-electrode approach [21]:

100 kW � cm

50–100 kW � cm
10–50 kW � cm

<10 kW � cm

Cannot distinguish between active

and passive steel

Low corrosion rate

Moderate to high corrosion where

steel is active

Resistivity is not the controlling

parameter

In this method and interpretation resistivity is used along

side linear polarization measurements (see below).

The resistivity measurement is a useful additional mea-

surement to aid in identifying problem areas or confirming

concerns about poor quality concrete. Measurements can

only be considered alongside other measurements. Reinfor-

cing bars will interfere with resistivity measurements.

E7. Electrochemical Potential Measurements

Measurement of the electrochemical potential of the steel

with respect to a standard reference electrode gives an

indication of the corrosion risk of the steel.

The silver/silver chloride (Ag/AgCl) electrode, mercury/

mercury oxide (Hg/HgO), and sometimes the standard cal-

omel electrode (SCE) are commonly used as reference

electrodes for steel in concrete. These are now available as

extremely robust, double-junction electrodes with gel elec-

trolyte, minimizing the risk of contamination and mainte-

nance requirements. Copper/copper sulfate (CSE) cells are

also used but are not recommended because of the mainte-

nance needs, the risk of contamination of the cell, the

difficulty of use in all orientations, and the leakage of copper

sulfate. A high-impedance digital voltmeter is used to collect

the data in the simplest configuration.Other options are to use

a logging voltmeter (or logger attached to a voltmeter), an

array of cellswith automatic logging, or a reference electrode

linked to a wheel for rapid data collection.

Interpretation is most reliable for cast in situ, reinforced

concrete with chloride-induced corrosion due to diffusion of

sea or deicing salts. The ASTM C-876 states that there is a

high risk of corrosion if the potential is more negative than

– 350mVCSE. If the potential is less negative than – 200mV,

there is a low risk of corrosion. In between those values the

risk is indeterminate. This interpretation does not necessarily

apply to carbonated structures, precast concrete elements, or

elements with chlorides cast into the concrete. The readings

can also be affected by moisture content, with the base of

columns or walls showing more negative potentials regard-

less of corrosion activity. Stray currents can also influence the

readings, which can be used as a diagnostic tool where stray-

current corrosion is suspected in the presence of direct

current (dc) fields.

Very negative potentials have been measured below the

water line in marine environments; however, the lack of

oxygen will often slow the corrosion rate to negligible levels.

“Junction potentials” can be created by the change in

chemical concentrations within the concrete. This effect was

severe in a concrete slab subjected to chloride removal, but

that may be due to the treatment, rather than being a real

problem under normal conditions. Junction potentials may

explain the erratic changes in potential seen in carbonated

structures. The potential changes across the carbonation front

because of the pH change and because the concentration of

dissolved ions changes as carbonated concretewets and dries

quickly because the pores are narrowed by a lining of calcium

carbonate. Further information on interpretation can be

found in the RILEM recommendation for half-cell potential

measurement [21a].
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E8. Corrosion Rate Measurement

The corrosion rate is probably the nearest the engineer will

get to measuring the rate of deterioration with current

technology. Although there are various ways of measuring

the rate of corrosion, including ac impedance and electro-

chemical noise [22], linear polarization, also known as

polarization resistance, will be discussed along with various

macrocell techniques as they have been shown to be field

worthy for measuring the corrosion of steel in concrete.

The rate at which steel dissolves and forms oxide is

determined by measuring the electric current generated by

electrons liberated by the anodic reaction,

Fe! Fe2þ þ 2e�

and recaptured by the cathodic reaction,

H2Oþ 1

2
O2 þ 2e� ! 2OH�

The current is converted to the rate of metal loss by

Faraday’s law:

m ¼ zF=MIt

where

m ¼mass of steel consumed (g)

I ¼ current (A)

t ¼ time(s)

F ¼ 96,500A.s

z ¼ ionic charge (2 for Fe ! Fe2þ þ 2e� )
M ¼ atomic weight of metal (56 g for Fe)

This results in a conversion of 1mA/cm� 2¼ 11.6mm/

year.

A typical setup is shown in Figure 49.2. The basic system

has a rebar connection, a reference electrode, or half cell, an

auxiliary electrode through which a small current is applied,

and a battery-operated power supply to supply the direct

current to change the potential of the steel with respect to the

reference electrode. The equation for the corrosion current is

given by Stern and Geary [23]:

Icorr ¼ B

Rp

where

Icorr ¼ corrosion current.

B ¼ constant related to anodic and cathodic Tafel

slopes
and

Rp ¼ polarization resistance, ¼ dE/dI

where
dI ¼ change in current

dE ¼ change in potential

The potential is measured with respect to the reference

electrode or half cell. Current, dI, is passed from the sur-

rounding electrode to the steel and the potential shift, dE, is

measured. This measurement can be repeated for increasing

increments of dI. The potential must be stable throughout the

reading so that a true dE is recorded.

The simplest devices do not include a guard ring. There-

fore they do not define the area of measurement accurately.

At low corrosion rates this can lead to errors by orders of

magnitude [24]. A more accurate device has been developed

that uses a guard ring controlled by half cells [25, 26]. It has

FIGURE 49.2. Schematic of setup for linear polarization measurement.

METHODS OF DETECTING AND MEASURING CORROSION AND CORROSION DAMAGE IN CONCRETE 639



 

also been used to assess carbonated as well as chloride-

induced corrosion. Figure 49.3 shows the system used. Its

important features are the two extra reference electrodes that

are used to control the guard ring current and define the area

of measurement.

In an assessment of three different devices, one without a

guard ring, one with a simple guard ring, and the device with

the sophisticated half-cell controlled guard ring [24], a good

correlation was found between this device and the most

sophisticated laboratory measurements, except where the

concrete resistivity was very high or cover to the rebar was

very deep. Field trials also showed good performance of the

device.

The following broad criteria for corrosion have been

developed from field and laboratory investigations with the

sensor-controlled guard ring device [21]:

Icorr< 0.1mA/cm2

Icorr 0.1–0.5 mA/cm2

Icorr 0.5–1 mA/cm2

Icorr> 1mA/cm2

Passive condition

Low to moderate corrosion

Moderate to high corrosion

High corrosion rate

A device without sensor control has the following recom-

mended interpretation [27]:

Icorr< 0.2mA/cm2

Icorr 0.2–1.0 mA/cm2

Icorr 1.0–10 mA/cm2

IcoB> 10mA/cm2

No corrosion expected

Corrosion possible in 10–15 years

Corrosion expected in 2–10 years

Corrosion expected in 2 years or

less

These measurements are affected by temperature and

relative humidity, so the conditions at the time of

measurement affect the interpretation of the limits defined

above. The measurements should be considered accurate to

within a factor of 2.

Although the conversion of Icorr to section loss and end

of service life has been investigated [28], the loss of

concrete is the most usual cause for concern, rather than

loss of reinforcement cross section. It is far more difficult

to predict cracking and spalling rates, especially from an

instantaneous measurement. A simple extrapolation as-

suming that the instantaneous corrosion rate on a certain

day is the average rate throughout the life of the structure

often gives inaccurate results [21]. The average rate of

section loss and rate of delamination are difficult to predict

from this type of measurement because further assump-

tions are required about oxide volume and stresses for

cracking the concrete.

Another area of concern is corrosion due to pitting. Much

of the research on linear polarization has been done on

highway bridge decks in the United States, where chloride

levels are high and pitting is not observed. However, in

Europe, where corrosion is localized in run-down areas on

bridge substructures and pitting is more common, the pro-

blems of interpretation are complicated as the Icorr reading

originates in isolated pits rather than uniformly from the area

of measurement. Further information on methods, equip-

ment, and interpretation can be found in Concrete Society

Technical Report 60 [19] and the RILEM recommendations

for on-site corrosion measurements [28a].

Laboratory tests with the guard ring device have shown

that the corrosion rate can be up to 10 times higher than

general corrosion [29]. This means that the device is very

sensitive to pits. However, it cannot differentiate between

pitting and general corrosion.

FIGURE 49.3. Guard ring linear polarization defines area of measurement.
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An alternative approach, which introduces the theme of

long-term corrosion monitoring, is the embedding of macro-

cell devices. This includes galvanic couples of different

steels [30] or embedding steel in high-chloride concrete to

create a corrosion cell, as is popular in cathodic protection

monitoring systems. This approach is also popular in labo-

ratory corrosion studies and is an ASTM procedure (ASTM

G109 [31]). Concrete prisms are madewith a single top rebar

in chloride-containing concrete and two bottom rebars in

chloride-free concrete. The current flow between the top and

bottom bars is monitored.

Another configuration has been used for installation in

new structures, for example, the Great Belt Bridge in Den-

mark [32]. This approach uses a “ladder” of steel specimens

of known size installed at an angle through the concrete

cover. As the chloride (or carbonation) front advances, each

specimen becomes active, and the current flow from the

anodic specimen to its adjacent cathodic specimen can be

monitored along with the potential.

There are two major problems with interpreting macro-

cell systems. The first is that we are not actually measuring

corrosion on the reinforcing steel. The extent to which the

current represents the reaction on the actual reinforcement

partly depends on the care and thought taken about instal-

lation of the probes. The second issue is how representative

macrocell currents are of the true corrosion currents in the

steel. The microcell currents may be more important than

macrocell currents. In a comparison with linear polariza-

tion, it was found that the macrocell technique under-

estimates the corrosion rate, sometimes by an order of

magnitude [33]. As this was using the ASTM prism

technique, it should be considered the most accurate use

of the macrocell technique, so if it is an order of magnitude

out, field uses of macrocell techniques are probably even

less accurate.

The advantage of these techniques is that they are per-

manently set up and can be used to monitor the total charge

passing with time. This approach provides a clearer indica-

tion of the total metal loss or total oxide produced than does

instantaneous measurement of the corrosion rate.

E9. Permanent Corrosion Monitoring

The technique of corrosionmonitoring is well established for

cathodic protection of reinforced concrete structures where

microprocessor-controlled systems are linked by modem to

remote monitoring stations and potentials and current flows

are monitored. The sort of system available was described

several years ago [20]. Variations on this concept were used

in the Middle East and on the U.K. motorway system.

Systems have been installed in new and existing reinforced

concrete structures to monitor corrosion rate with polariza-

tion resistance, resistivity, temperature, and half-cell

potentials [34].

The advantage of long-term monitoring is that the pro-

gression of changes can be monitored. The growth of anodic

areas, potential changes, changes in corrosion rates using

linear polarization or macrocell approaches, and changes in

concrete resistivity with time are more helpful in predicting

long-termdurability than the “snapshot” approachof a survey.

F. METHODS OF REPAIRING AND
TREATING CORROSION DAMAGE

Repairs are rarely applied in isolation. Most other corrosion

control systems are preceded by patch repairing, and patch

repairs are frequently followed by coating. No single reha-

bilitation process is always suitable for all elements of all

structures, so there is always a degree of “mix and match” in

rehabilitating a structure, by applying the correct repairs

and treatments to the different elements in different

environments.

F1. Patch Repairing

Almost all corrosion repairs are preceded by patch repairs,

since treatments such as cathodic protection are rarely ap-

plied until after corrosion damage is observed. The excep-

tions are discussed below. The degree and extent of patch

repairing are determined by what other treatment is being

applied.

Patch repairs are usually applied with the intention of

making the structure safe, restoring its appearance, and

inhibiting further corrosion. Modern patch repair materials

produce an extremely durable repair, but the act of patching

can actually cause corrosion in adjacent areas by the

“incipient anode” effect (Fig. 49.4). If a patch repair is

carried out, then an anode is removed, stopping the cathodes

from functioning and allowing the development of new

anodes around the patch. This phenomenon is commonly

observed on structures suffering from chloride-induced cor-

rosion where anodes are large and well defined.

Patch repairs are applicable to most reinforced structures

and should be carried out with appropriate materials and

skilled operators. The most comprehensive standard for

designing and specifying concrete repair systems is BS

EN 150, parts 1–10 [7a]. There are other comprehensive

guidance documents, for example the Concrete Society

Technical Report 38 [35] and the Joint ACI/ICRI Concrete

Repair Manual [35a]. Proprietary patch repair systems have

the advantage of ensuring that the correct proportions are

mixed together from sealed containers of known “use by

date.” They may include bond coats applied to the parent

concrete and primers for the steel and may be applied by

hand, flowable grouts into shutters, or spray applied. All

systems require cutting the concrete from the corrosion-

damaged area of steel back to undamaged concrete and steel,
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good surface preparation of the steel, and square edges to the

breakout. Materials must be low shrinkage and require good

curing to minimize the risk of cracking in the repair.

The length of bar and the amount of the circumference

exposed during breakout will depend on the extent and type

of corrosion and the other elements of the treatment. If

cathodic protection, realkalization, or chloride extraction

are being applied, then the repair is mainly cosmetic as the

other techniques will stop the corrosion. If only patch repairs

are being used, then the repair should extend all round the bar

(usually cut out 25–40mm behind the bar) and at least

100mm beyond the point where any corrosion damage or

rust can be seen along the length of the bar.

Patch repairs are a straightforward, immediate solution to

corrosion damage that can improve the condition of a struc-

ture and can extend the life of a structure either to give an

acceptable repair cycle (e.g., repairs every 10–20 years) or to

the desired life of the structure. Patch repairs will not stop

corrosion elsewhere in the structure, andmay even promote it

due to the “incipient anode” effect described above. Nor will

patch repairs take the structural load unless specifically

designed to do so.

Patches are difficult to match to the existing finish of a

structure, and even when that is done, they usually weather

differently, so unless an opaque coating is applied, the

patches will eventually become visible. Applying patch

repairs is noisy, dusty, and dirty. Other treatments often claim

the minimization of patch repairing as one of their benefits.

F2. Barriers

The aim of barrier materials is to stop or severely retard the

ingress of aggressive agents such as carbon dioxide or

chloride ions and to aid the drying out of the concrete. There

is considerable literature on anticarbonation coatings and

testing for carbonation resistance [e.g., 36]. Penetrating

sealers, such as silanes, siloxane, and related compounds

and mixtures, are used on highway substructures in many

countries to retard chloride ingress without changing the

appearance of the structure, or its ability to “breathe,”

allowing water vapor movement, but being liquid water

repellent. The Netherlands, Norway, and the United States

are the only OECD (Organisation of Economic Cooperation

& Development) countries that do not mandate waterproof-

ing on their bridge decks [37]. Although the membranes

themselves require regular replacement throughout the life of

the structure, they significantly reduce chloride ingress if

good-quality membranes are applied and are properly

detailed at edges, corners, drains, joints, and so on.

The principle of barrier materials is to stop ingress of

chlorides, carbon dioxide, and/or water to slow down the

depassivation and corrosion processes. Any attempt to use

coatings once corrosion has initiated requires a careful

analysis to see what will happen to the steel after coating

the concrete. If chloride levels are well above the corrosion

threshold, or if carbonation is well established around the

reinforcing steel, then corrosion can continue. However, if

the areas of depassivation are small and can be repaired, then

coatings can retard or even “freeze” the “corrosion front.”

In Europe, it is normal to apply silanes and waterproofing

to new structures before chloride ingress occurs. Anticarbo-

nation coatings are applied as part of a rehabilitation process

once corrosion is detected. Coatings are frequently applied

after electrochemical chloride extraction, realkalization, or

inhibitor application to retard further ingress of aggressive

agents (and to retain vapor-phase inhibitors). A thorough

FIGURE 49.4. The formation of incipient anodes after patch repairing.
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description of waterproofing membranes for bridge decks is

given in [38].

Coatings can be effective in excluding chlorides and

carbon dioxide. They will improve the appearance of

patch-repaired structures and can be very cost effective if

applied appropriately. Coatings, sealers, and membranes are

likely to have onlymarginal effects on the corrosion rate once

depassivation has occurred, particularly if there are substan-

tial levels of chloride in the concrete. There is also a risk that,

if some oxygen is excluded, then the anodic reaction of

oxidation of iron to the soluble ferrous ion proceeds rapidly

but there is no oxygen to react with it to form the solid

hydrated ferric oxide that expands and cracks the concrete.

Severe section loss of rebar without apparent concrete crack-

ing has been observed by the author under failing water-

proofing membranes on bridge decks in the United Kingdom

and the United States due to this phenomenon. Coatings and

membranes require replacement at regular intervals.

F3. Impressed Current Cathodic Protection

Impressed current cathodic protection (ICCP) systems con-

sist of an anode system, a dc power supply, and monitoring

probes, with associated wiring as with other cathodic pro-

tection systems described in Chapter 69. For steel in con-

crete, one of the most important decisions is the choice of

anode. Anodes consist of conductive coatings on the surface,

mixed-metal-oxide-coated mesh, or ribbons under concrete

overlay, conductive mortar overlays, coated titanium ribbon

in slots, or conductive ceramics or mixed-metal-oxide-coat-

ed titanium rods or tubes in holes in the concrete.

The coatings available range from a variety of formula-

tions of carbon-loaded paints and thermal sprayed metals

such as zinc (see Broomfield [5]). The overlay systems are

either a wet sprayed conductive mortar or titanium grids or

mesh fixed to the surface and overlaid with a cementitious

overlay that can be sprayed or poured or pumped into

oversized shutters. The probe or discrete anodes are rods of

coated titanium, coated titanium ribbon, or conductive

ceramic tubes in cementitious grout.

The important calculations for designing an ICCP system

for steel in concrete are the steel surface area to be protected

and hence the current output of the distributed anode and the

transformer/rectifier supplying the direct current.

ICCP has been applied to most types of reinforced con-

crete structures in all types of conditions. The range of anodes

means that the technology can be adapted for application to

most situations. There is extensive literature on the subject

(e.g., [5, 39]) and standards and specifications [40, 41]. ICCP

has been applied to most types of reinforced concrete struc-

tures, such as:

Buildings (apartment buildings, offices, hospitals,

schools, etc.)

Bridges (decks and substructures)

Tunnels

Wharves and jetties

Water towers

Industrial plant

Multistory car parks

It is primarily applied to structures suffering from chlo-

ride-induced corrosion due to cast in chlorides and marine or

deicing salt ingress. More recently, it has been applied to

historic steel framed masonry or brick structures where the

stonework was cracking due to expansive corrosion of the

steel frame. Cathodic protection has also been applied to new

structures, either where chloride ingress is expected or where

chlorides have been used in the mix ingredients.

Cathodic protection stops the corrosion process across the

whole of the area where anodes are applied. It is extremely

versatile and is not limited by the extent and severity of

corrosion as long as anodes can be placed in a suitable

electrolyte for the current to pass to the corroding steel areas.

Using cathodic protection minimizes the amount of breakout

for patch repairs, in terms of the need to cut behind the bar and

extend along bars. As long as the concrete is sound, the ICCP

provides protection. Smaller cutouts may alleviate the need

for structural propping during patch repairs. Minimizing

patch repairs minimized the disturbance to occupants of

offices, apartment buildings, and so on.

The ICCP requires continuous ongoingmonitoring for the

life of the system/structure by suitably trained and qualified

persons, such as described in the European standard BS

EN 15257 [41a]. It has a comparatively high initial cost and

anodes need replacing on a 10–40-year cycle, depending on

the type used.

One of the advantages of the continuous monitoring

requirement of ICCP systems is that its effectiveness and

the condition of the structure are under continuous scrutiny,

so that further intervention if required can be carried out in a

timely manner.

Life-cycle cost analysis frequently shows ICCP to be one

of the most cost effective repairs for structures with 20 years

or more of residual life. Once applied, the system stops the

cycle of regular concrete repair associated with structures

with high chloride levels.

ICCP cannot easily be applied to elements containing

prestressing steel due to the risk of hydrogen embrittlement

(see NACE Report 01102 [41b]. There is concern about its

application to structures with a high susceptibility to alkali

silica reaction (ASR). Also, structures with a lot of electri-

cally discontinuous steel can be expensive to protect as all the

steel must be in contact for the current to flow correctly. This

situation includes epoxy-coated reinforcing steel, where bars

are electrically isolated by their coatings (but see below).

Short circuits caused by tiewires and tramp steel touching the
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anode can also be a problem. Current cannot flow through

insulators so coatings and membranes must be removed.

Because ICCP anodes evolve gases, gas evolution must be

handled if impermeable membranes are being applied over

the anodes.

F4. Galvanic Cathodic Protection

Galvanic, or sacrificial anode, systems are attractive in that

they cannot be controlled, so they are simpler than impressed

current systems. They usually consist of zinc applied to the

concrete surface and directly connected to the reinforcing

steel. Alloys and other metals such as aluminum–zinc–

indium alloys thermally sprayed onto the concrete surface

are also used. The principles of galvanic cathodic protection

are the same as for impressed current CP, except that the

anode is a less noblemetal than the steel to be protected and is

consumed preferentially, generating the cathodic protection

current. The potential difference between anode and cathode

is a function of the environment and the relative electrode

potentials of the anode and cathodematerials. The current is a

function of the potential difference and the electrical resis-

tance. As the voltage and current cannot be controlled, the

level of protection cannot be guaranteed and a low-resistance

environment is required.

Themost successful and extensive application has been to

the splash and tidal zones of prestressed concrete piles and

epoxy-coated reinforcing steel in substructures supporting

bridges in the Florida Keys [42]. These consist of thermal

sprayed zinc, zinc sheets clamped to the surface, or expanded

zinc mesh grouted into permanent formwork on the splash

and tidal zone of concrete columns. Recently, there have been

applications of a zinc sheet with an adhesive gel on it [43]. A

commercial version of a sacrificial anode for installation in

patch repairs has been developed to suppress the incipient

anode effect as discussed under patch repairs above.Over one

million of these units were sold worldwide by 2007.

The simplicity of galvanic CP is very attractive. It requires

only the installation of the anode and a direct connection to

the steel. In Florida, one method was to clean up the steel

exposed by corrosion damage and to arc spray zinc across the

steel and the concrete directly connecting them. This pro-

cedure provided an added advantage in the cases where the

steel had been epoxy coated as it made direct electrical

connections. The lower current and voltage meant that the

risk of accelerating corrosion in isolated bars was lower than

for an ICCP system.

The current flows and voltages in galvanic CP systems are

lower than in ICCP systems. Galvanic systems are therefore

more readily usable with prestressing because the risk of

hydrogen evolution and subsequent embrittlement is lower.

The lack of control and the limited voltage and current

generated in galvanic systems can be a major limitation;

consequently, most galvanic systems are used in splash and

tidal zone applications. The anodes are consumed and there-

fore must be replaced regularly, about every 5–10 years for

thermal sprayed zinc in a splash/tidal situation. The anode

has been found to work well initially and then the current

drops, probably due to rising internal resistance at the

anode–concrete interface. A recent development is the use

of a chemical agent to increase themoisture around the anode

and hence the effectiveness of the galvanic CP system [44].

The trials of this system are underway. Attempts have been

made to use other anodes such as aluminum and zinc/

aluminum alloys, but there have been application and instal-

lation problems [5].

F5. Electrochemical Chloride Extraction

Electrochemical chloride extraction (ECE) is also known as

electrochemical chloride removal or desalination. The tech-

nique uses a temporary anode and passes a high current

(�1A/m2 of steel or concrete surface area) to pull the

chlorides away from the steel. A proportion (usually

�50–90%) of the chloride can be completely removed from

the concrete with very significant removal immediately

around the steel, and a high level of repassivation of the

steel is obtained.

ECE can be used in many of the situations where cathodic

protection can be applied. It is at its best where the steel is

reasonably closely spaced, the chlorides have not penetrated

too much beyond the first layer of reinforcing steel, and

future chlorides can be excluded. It has been applied to

highway structures, car parks, and other structures in Europe

andNorthAmerica. The treatment typically takes 6–8weeks.

On completion the anode is removed and there are no

ongoing monitoring requirements. If sufficient chloride is

removed and further chlorides excluded, then it is a “one off”

treatment. Field and laboratory research showed an improve-

ment in concrete properties such as freeze–thaw, chloride and

carbonation resistance, and water uptake resistance for one

set of experiments [5]. The treatment time can be too long for

some applications, for example, bridge decks that cannot be

closed for 6–8 weeks. The problems with isolated steel,

prestressing, and ASR mentioned for ICCP are exacerbated

for ECE due to the high voltages and current densities. Some

concerns with reduction in bond strength have been identi-

fied [45], but these only apply to structures containing

smooth reinforcement where the mechanical interlock of

ribbed steel is not available. A lithium-based electrolyte has

been used in trials tomitigate the ASR risk, but results are not

yet conclusive on its effectiveness. A U.S. standard for

applying ECE is available (NACE SP0107-2007 [46]).

F6. Realkalization

Realkalization can be described as the equivalent of ECE for

corroding steel in carbonated concrete structures. It is a
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shorter term treatment (days instead of weeks), and the

proprietary system uses a sodium carbonate electrolyte as

an aid to regenerating the alkalinity in the concrete and

around the rebar. The same anode systems are used as for

ECE. The treatment is most commonly applied to buildings

with carbonation damage but with at least moderate cover of

the reinforcing steel ( >�10mm.). The literature is still con-

tradictory about the use of the sodium carbonate electrolyte

to maintain alkalinity after treatment and the extent to which

it migrates into the concrete. The pH of sodium carbonate is

not far above the pH corrosion threshold for steel in concrete.

The use of phenolphthalein indicator causes some concern as

its color change at pH 9.5 is below the corrosion threshold for

steel in concrete at pH 11.AEuropean technical specification

on realkalization has been published (CEN/TS 14038-1

(2004) [47]) as well as a U.S. standard for applying realk-

alization (NACE SP0107-2007 [46]).

F7. Corrosion Inhibitors

The use of calciumnitrite as a corrosion-inhibiting admixture

in the concrete mix is well established. However, trials of

inhibitor treatments to hardened concrete after corrosion

damage has been observed are comparatively recent. Al-

though new materials are being produced and tested, the

range of inhibitors presently available can be summarized as

follows:

Several proprietary formulations of vapor-phase inhibi-

tors, based on volatile amino alcohols and/or other related

organic inhibitors that create a molecular layer on the steel to

stop corrosion

Calcium nitrite, an anodic inhibitor in a mixture to aid

penetration into concrete

Monofluorophosphate, which seems to create a very

alkaline environment as it hydrolyzes in the concrete

In principle, corrosion inhibitors are applicable in any

situation. However, for the present understanding of the

materials available and the limited field testing the following

applications for inhibitors can be considered:

Carbonation or low-to-modest chloride levels (<1% chlo-

ride by weight of cement)

Low cover (<20mm)

Penetrable concrete (carbonated or corrosion, damaged in

<20 years)

Barrier coating applied after application

Corrosion monitoring installed in concrete to assess

effectiveness with time

Application of an inhibitor to any element with an acces-

sible surface is simple and inexpensive.

Results of field trials on large-exposure slabs by Sprinkel

and Oxyildirium 1998 [48] and on long-term field trials on

highway structures in the United States by Sohangpurwalla

et al. 1997 [49] have shown little benefit. Applications to

buildings and car parks have been successful where rigorous

and extensive patch repairing was applied [50].
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A. INTRODUCTION

There is significant interest within the pipeline industry in

transporting fuel-grade ethanol (FGE) as a result of the

increased usage of ethanol as an oxygenating agent for

gasoline and interest in ethanol as an alternative fuel. The

U.S. Energy Policy Act of 2005 (amended in 2007) estab-

lished a nationwide renewable fuels standard, starting from15

billion liters of all biofuels in 2006 to 136billion liters in 2022.

Ethanol will constitute almost 90% of this renewable fuel.

Ethanol is produced in biorefineries and is transported to

terminals, where it is blended with gasoline to produce the

most commonly used blends; E-10 (10 vol % ethanol–90

vol % gasoline) and E-85 (85 vol % ethanol–15 vol %

gasoline). Presently, rail and truck are the predominant

means of transporting ethanol from these biorefineries to

the population centers in North America, whereas pipeline

transportation is themost cost-effectivemode of transporting

large volumes of ethanol.

There are significant challenges for pipeline transporta-

tion of FGE.Most of the current hydrocarbon pipelinesmove

products from the Gulf of Mexico region to the population

centers on the east and west coasts and the Midwest. On the

other hand, most of the biorefineries in North America are

located close to the middle of the continent. Thus, new

pipelines will be required to transport the FGE from the

biorefineries to the population centers. Ethanol is an excel-

lent solvent so contamination of the FGE is a problem for

transportation in existing petroleum pipelines. FGE also is

not compatible with some elastomers used in these existing

pipelines. Probably the biggest challenge for pipeline trans-

portation of FGE is corrosion, and specifically stress corro-

sion cracking (SCC), of the carbon steels that are used for

pipeline construction.

The early service experience with SCC in FGE was

summarized in an American Petroleum Institute (API) pub-

lication in 2003 [1]. Documented failures of equipment in

FGE distribution terminals and in the end-user gasoline

blending and distribution terminals have dated back to the

early 1990s. No cases of SCC were reported in ethanol

manufacturer facilities, tanker trucks, railroad tanker cars or

barges, or following blending of the FGE with gasoline. The

survey did not pinpoint what causes ethanol SCC, but the

failure history suggests that the SCC may be related to

changes in the FGE as it moves through the distribution chain.

This chapter summarizes the present knowledge on the

contributing factors in ethanol SCC of carbon steels and

identified methods of mitigation.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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B. CONTRIBUTING FACTORS IN

ETHANOL SCC

A Venn diagram is sometimes used to describe the SCC

process. It shows that all three components (a susceptible

material, a tensile stress, and a potent cracking environment)

are required simultaneously for SCC to occur. How each of

these factors influences the SCC process is described further

below.

B1. Susceptible Material

API technical reports 939 D [1, 2] summarize the field

experience related to SCC in FGE. All of the confirmed

SCC failures reported in these documents have been in

ethanol storage facilities, blending facilities, or terminals in

plate and piping made of carbon steels. Affected grades

include hot-rolled American Society for Testing and Materi-

als (ASTM) A 36, ASTM A 53, and A 516 grade 70. SCC of

highly cold worked steel springs used in roof hanger assem-

blies for storage tanks has also occurred, but the steel grade

was not identified.

The majority of the cracking has been found at locations

near but not in welds. Both axial and longitudinal cracking

has been reported. A typical example of a failure of a piping

system in a terminal is shown in Figure 50.1. In this case,

through-wall cracks occurred near a girth weld in the piping

system. There is no evidence that the failures were associated

with welding defects or metallurgical defects or deficiencies

in the steels. The failures have been associated with steels

having compositions and mechanical properties within

specifications.

The typical microstructure of these steels consists of

ferrite and pearlite and the reported cracking is intergranular,

mixed mode, or transgranular. An example of ethanol SCC

observed near a girthweld inAPI 5LGradeBpiping is shown

in Figures 50.2–50.5. In this example, the failure mode is

primarily intergranular.

FIGURE50.1. SCCobserved in terminal piping systemcontaining

FGE.

FIGURE 50.2. Photograph of the internal surface of API 5LGrade

B piping used in ethanol service following magnetic particle

inspection to reveal stress corrosion cracks.

FIGURE 50.3. Light photomicrograph showing circumferential,

internal stress corrosion cracks in API 5L Grade B piping used in

ethanol service (axial cross section, 4% Nital etchant).
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 The Pipeline Research Council International (PRCI)

and the Pipeline and Hazardous Materials Safety Admin-

istration (PHMSA) sponsored research to investigate the

effect of metallurgical factors on ethanol SCC [3]. The

majority of testing was performed in simulated fuel-grade

ethanol (SFGE) containing reagent-grade ethanol and

additions to simulate a FGE meeting ASTM D 4806

specifications [4]; see Table 50.1. In slow-strain-rate

(SSR) tests of notched specimens, the severity of SCC

of base metal specimens was not highly dependent on steel

grade for X-46 double-submerged arc weld (DSAW) pipe

material, X-52 high-frequency electric resistance welded

(HFERW) pipe material, X-52 low-frequency electric

resistance welded (LFERW) pipe material, X-42 seamless

pipe material, and cast steel for pumps. However, the cast

steel did appear to be somewhat more resistant to crack-

ing; see Figure 50.6. For the X-46 steel DSAW pipe

material, the weld metal appeared to be slightly more

resistant to SCC than the base metal or heat-affected zone,

but all three metallurgies were found to be susceptible to

SCC, as shown in Figure 50.7.

Testing of the welds in the electric resistance welded

(ERW) pipe material was inconclusive because of the gen-

erally poor tensile properties of the welds, although the high

ferrite bond line of one ERW line pipe steel appeared to be

resistant to SCC [3]. This observation suggests that it may be

possible to modify the chemistry/microstructure of these

steels to produce ethanol SCC resistance.

FIGURE 50.4. Light photomicrograph of tip of crack shown in Figure 50.3 (4% Nital etchant).

FIGURE 50.5. Scanning electron micrograph of fracture surface of API 5L Grade B piping used in

ethanol service showing intergranular SCC.
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B2. Tensile Stress

The majority of ethanol SCC has occurred in the base metal

near welds in low-pressure piping or in tanks, where the

primary stresses leading to SCC have been residual welding

stresses [1,2]. This cracking was associated with slightly

elevated hardness levels, which is most likely indicative of

cold working. In analyses of two cases of ethanol SCC, the

hardness in the areas of cracking was about 5 Rockwell B

hardness (HRB) units higher than in areas away from the

cracking [2].

Field experience and laboratory testing also indicate that

severe straining is required for ethanol SCC to occur. SCC of

ethanol storage tanks has been observed only in severely

strained areas associated with non-postweld heat-treated

welds and/or in tanks with design/installation issues [1,2].

For example, floor areas that were not adequately supported

experienced SCC as a consequence of cyclic loading from

filling and withdrawal of ethanol. Some of the earliest

laboratory studies of SCC in ethanol were conducted using

U-bend specimens. SCC was not observed in these tests

unless a poor-quality weld bead perpendicular to the stres-

sing direction and an extremely severe bending mode were

included. In SSR tests with unnotched specimens, SCC was

observed near the necked region of the specimen [5].

Notched SSR tests exhibited SCC at the notch root [3]. In

more recent crack growth tests using compact tension speci-

mens, the presence of a cyclic loading component has been

shown to exacerbate SCC [6]. All of these observations

suggest that severe plastic deformation and (or) the presence

of dynamic plastic strain are necessary for SCC to occur.

B3. Potent Cracking Environment

B3.1. Ethanol Composition. Fuel-grade ethanol can be

produced in two forms: anhydrous and hydrous. Because

the azeotrope of an ethanol–water binary mixture (the azeo-

trope is the mixture that boils without any change in com-

position) corresponds to 95.6% by weight ethanol, it is

impossible to produce higher concentration ethanol simply

by distillation. The ethanol containing 4–7%water byweight

is called hydrous ethanol and has been used extensively as

automotive fuel in Brazil since the 1970s. However, because

of phase separation and corrosion concerns when blended

with gasoline, most countries have adopted ethanol specifi-

cations that contain much less water, called anhydrous

ethanol. Anhydrous ethanol can be produced by a number

of methods, including drying in the presence of calcium

oxide, separation using molecular sieves and membranes,

distillation using ternary additives, and vacuum distillation.

In this regard, it should be noted that even “pure” ethanol

(sometimes referred to as 200-proof ethanol) obtained from a

supplier of reagent-grade chemicals contains water in the

range of 100–700 ppm by weight. The ethanol used as a fuel

TABLE 50.1. Composition of SFGE

Requirement

ASTM Limitsa

SFGEMinimum Maximum

Ethanol, vol % 92.1 — Balance

Methanol, vol % — 0.5 0.5

Solvent-washed gum,

mg/100mL

— 5.0 —

Water content, vol % — 1.0 1.0

Denaturant content, vol % 1.96 5.00 3.75

Inorganic chloride, ppm (mg/L) — 10 (8) 5.0

Copper, mg/kg — 0.1 —

Acidity (as acetic acid,

CH3COOH), mass % (mg/L)

— 0.007 (56) (50)

pHe 6.5 9.0 —

aASTM D4806-10.
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FIGURE 50.6. Crack growth rate for notched base metal

(unwelded) specimens of several different steels tested in E-95

(SFGE–gasoline) blend. (After [3].)
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FIGURE 50.7. Crack growth rate as function of notch location for

specimens removed from seam weld of X-46 DSAW line pipe steel

tested in E-95 (SFGE–gasoline) blend. (After [3].)
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additive or a fuel substitute has additional additives and

contaminants. A comparison of the different ethanol speci-

fications is shown in Table 50.2.

The denaturant is a compound that is added to render

ethanol undrinkable. The United States specifies a certain

range of denaturant concentration (1.96–5 vol %) and the

only denaturants acceptable for FGE are natural gasoline,

gasoline components, or unleaded gasoline [4]. In Europe,

there is no specific range, but denaturant is permitted. In

addition to these constituents, FGE may contain corrosion

inhibitors intended to mitigate corrosion of automotive

components. There are other minor differences in the com-

positions of FGE, as shown in Table 50.2.

The effect of different constituents in ethanol on SCC of

carbon steel has been investigated by Beavers et al. [5],

Sridhar et al. [7], and Lou et al. [8]. These studies have

demonstrated that FGE that meets applicable ASTM stan-

dards (Table 50.2 and [4]) can be a potent cracking agent in

the presence of oxygen.

B3.2. Effect of Chemical Factors on SCC. While repro-

ducible results are generally obtained from SSR tests with

SFGE, the potency of actual FGEs canvary significantly [7,9]

evenwith high oxygen concentrations. The FGEs also exhibit

an aging phenomenon—with some FGEs, the SCC tendency

of steel increases with timewhile the opposite trend has been

observed with other FGEs. In the case of one FGE, the

absence of SCC was associated with a very noble corrosion

potential [9]. The reason for this behavior is still unclear and

is the subject of ongoing research.

B3.3. Effect of Dissolved Oxygen. A statistically de-

signed study by Sridhar et al. [7] showed that dissolved

oxygen is the most important contaminant affecting SCC in

FGE. No SCC occurred under any circumstances without the

presence of dissolved oxygen. Other factors, such as acidity,

denaturant, and corrosion inhibitor, were not found to be

important within the limits allowed by the ASTM D-4806

standard. The effect of different oxygen concentrations in

the gas phase on SCC susceptibility is shown in Figure 50.8.

In this figure, the corrosion potential of the SSR test

specimen measured in the same solution is also plotted.

For two ethanol samples, the corrosion potential was rather

high even when the sparging gas contained very little

oxygen. In these ethanols, very little SCC was observed.

This indicates that, perhaps, other redox agentswere present

in the ethanol to elevate the corrosion potential.

If oxygen is present, then the nextmost important factor in

cracking is contact of steel with the rust layers. Generally, the

corrosion potential in SFGE was higher when steel was

galvanically coupled to rusted layers [7].

B3.4. Effect of Chloride. Chloride concentration appears

to be important depending on the test method. In SSR tests of

unnotched specimens, only minor SCC was observed in

ethanol without any chloride [6]. However, in notched SSR

tests, significant SCC was observed even when there was no

TABLE 50.2. Specifications for Fuel-Grade Ethanol in Various Countries

Constituent U.S. (ASTM D 4806) Brazil (Anhydrous) India (IS 15464-2004) Europe (EN 15376)

Ethanol, vol % 92.1 (min.) 99.3min. 99.5min. 96.7min

Methanol, vol % 0.5 max. — 0.038 max 1 max

Solvent-washed gum, mg/100mL 5 max — — —

Water, vol % 1 max Not specified (about 0.4 v%) — 0.3 max

Denaturant content, vol % 1.96–5.00 — permitted permitted

Inorganic chloride, mg/L 8 max — — 20 max

Copper, mg/kg 0.1 max 0.07 max 0.1 max 0.1 max

Acidity as acetic acid, mg/L 56 max 30 max 30 max 56 max

Sulfur, mg/kg 30 max — — 10 max

Sulfate, mg/kg 4 max — — —

Phosphorus, mg/L — — — 0.5 max

pHe 6.5–9 — — Not specified

Appearance Clear Clear — Clear

SSR Test Results
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FIGURE 50.8. Effect of oxygen content in the gas phase on the

average corrosion potential and SCC severity in one batch of corn-

based FGE.
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addition of chloride. Furthermore, the fracturemode changed

from predominantly intergranular to predominantly trans-

granular as the chloride concentration increased from 0 to

40 ppm [6]. Similar behavior was reported by Lou et al. [8].

B3.5. Effect of Water. Although water within the ASTM

D-4806 specification limitswas not influentialwith respect to

SCC, above 1%water, cracking susceptibility decreases with

increasing water content and water contents above about

4.5% completely inhibit SCC (Figure 50.9).

B3.6. Effect of Ethanol–Gasoline Blends. In a study

performed using notched SSR specimens of an X-46 line

pipe steel in fully aerated SFGE (Table 50.1), SCC was not

observed in gasoline or E-10 but SCC susceptibility in-

creased rapidly with increasing ethanol concentration for

E-20 (20 vol % ethanol–80 vol % gasoline) and higher

blends [3]. Surprisingly, E-30 (30 vol % ethanol–70 vol %

gasoline) was nearly as potent an SCC agent as FGE, as

shown in Figure 50.10. Similar behavior has been observed in

crack growth tests performed with precracked compact-type

specimens of the X-46 line pipe steel under cyclic loading

designed to simulate pressure fluctuations on an operating

product pipeline [10].

More recent studies have shown that the 50 vol % etha-

nol–gasolinemixture (E-50) has a greater propensity to cause

SCC than either lower or higher ethanol–gasoline blends [6].

B3.7. Effect of Inhibitors. Sridhar et al. [7] showed that

one common corrosion inhibitor added to FGE to protect

against corrosion in automotive components (e.g., Octel DCI-

11) did not have any effect on SCCof steel. However, Beavers

et al. [5] showed that certain amine-type inhibitors had a

significant inhibiting effect on SCC. In addition to amine,

ammonium hydroxide appears to have a beneficial effect in

mitigating SCC. This is illustrated in Figure 50.11 for SSR

tests conducted on unnotched specimens in SFGE [6].

The effect of ammonium hydroxide on inhibiting SCC

appears to be unrelated to pH effects because an addition of

3.38mM lithium hydroxide did not inhibit SCC to the same
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FIGURE 50.9. Effect of water on SCC crack depth of carbon steel

in SFGE and FGE from production plant [6].
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FIGURE 50.10. Crack growth rate as function of ethanol concen-

tration for SSR tests of notched basemetal specimens ofX46DSAW

pipe material in SFGE–ethanol blends. (After [3].)

FIGURE 50.11. Optical photographs of SSR test specimens showing inhibition of SCC on carbon

steel in SFGE containing ammonium hydroxide addition [6].
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extent as 2mM ammonium hydroxide even though the pH in

the lithium hydroxide–ethanol solution was considerably

higher [11]. Further research on the mechanism of inhibition

of SCC is being pursued to clarify the roles of different

species on SCC.

C. MITIGATION OF ETHANOL SCC

The findings from previous field surveys and research spe-

cifically addressing ethanol SCC aswell as broader industrial

experience with other forms of SCC point to potentially

effective methods for mitigation of ethanol SCC. SCC of a

broad range of materials in potent cracking environments is

commonly associated with residual welding stresses. Post-

weld heat treatment has been shown to be effective in

reducing the residual welding stresses, thereby reducing the

incidence of SCC near welds. However, the applied opera-

tional stresses from, for example, internal pressurization of a

pipeline must be taken into consideration. These applied

stresses might be sufficient to promote ethanol SCC in the

absence of residual welding stresses. Other methods of

reducing residual stresses include shot peeing and grit blast-

ing. Grit blasting has been shown to play a role in the

mitigation of external SCC of gas transmission pipelines

[12]. The compressive residual stress imparted by the grit

blasting process effectively overcomes the effects of residual

tensile stresses and the tensile hoop stress from internal

pressurization. A similar process might be effective for the

mitigation of ethanol SCC.

The apparent resistance to ethanol SCC of the high ferrite

bond line of one ERW line pipe steel [3] may provide another

avenue for mitigation. The newer line pipe steels tend to have

lower carbon contents that older steels and these newer steels

might be inherently more resistant to SCC. It also might be

possible to modify the chemistry/microstructure of the steels

to produce ethanol SCC resistance.

Environmental control may be the most effective method

formitigation of ethanol SCC in existing pipeline systems. As

previously described, Sridhar et al. [7] demonstrated that

dissolved oxygen is themost important contaminant affecting

SCC in FGE and that no SCC occurred under any circum-

stances in the absence of dissolved oxygen. Beavers et al. [5]

showed that removing oxygen by chemical (hydrazine at

1000 ppmconcentration),mechanical (spargingwith nitrogen

or vacuum deaeration), or electrochemical methods (reaction

with steel wool to reduce oxygen) all resulted in suppression

of SCC in SSR tests in a SFGE containing 50 ppm chloride.

The oxygen removal was associated with a negative shift in

the free corrosion potential, as shown in Figure 50.12.

The application of deaeration for SCC mitigation would

create some technical challenges. Once the ethanol is dea-

erated, any further oxygen ingress must be prevented. For

pipeline applications, this could be difficult in that the FGE

likely would be transported to intermediate storage tanks

along the pipeline. With the possible exception of chemical

deaeration, the deaeration methods would require a sizable

capital investment in equipment.

SCC inhibitors also potentially could be effective. As

previously described, some amines as well as ammonium

hydroxide have been shown to have an inhibiting effect on

ethanol SCC in SSR tests. In ongoing research, possible

inhibitors or inhibitor packages are being evaluated [6]. In

addition to SCC inhibitors, factors being considered include

diverse issues such as toxicity, compatibility with combus-

tion engines, and cost. In the SCC tests, candidate inhibitors

are being screened using SSR tests of a line pipe steel

followed bymore realistic crack growth testswith precracked

compact-type specimens under cyclic loading conditions.

Typical results are shown in Figure 50.13. In this experiment,

ammonium hydroxide arrested crack growth in SFGE, but it
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required nearly four weeks for the stress corrosion crack to

arrest.
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A. DISCOVERY OF STAINLESS STEELS

Harry Brearly was the first not only to recognize the superior

corrosion resistance of an iron-based alloy containing

chromium but also to put this property to use for making

“rustless” cutlery from a 12.8% Cr alloy [1–4] Brearly’s

independent discovery in 1912, which included the applica-

tion of a heat treatment to harden the alloy, was the result of

the successful exploitation of a chance observation. He had

been trying to prevent erosion and fouling in rifle barrels

when he alloyed iron with chromium and observed during

metallographic work that these steels resisted attack by

etchants. Later he gave these ferritic Fe–Cr alloys the name

“stainless steel” [1].

This name was then also applied to the austenitic

Fe–Cr–Ni compositions that were being developed

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.

* Adapted from “Stainless Steel 77,” Robert Q. Barr (Ed.), Climax

Molybdenum Company.
† Deceased.
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into commercial products at about the same time in

Germany [3, 4]. Here, too, it was a chance observation which

led to the discovery of the corrosion resistance of the

austenitic Fe–Cr alloys with about 8% Ni. In 1912,

Maurer [5–8] noticed that some alloys that Strauss had made

were impervious to attack after months of exposure to acid

fumes in his laboratory. These alloys had been set aside

because they could not be worked without cracking. From

previous experience on the metallurgy of Fe–Cr–Ni alloys,

he devised an annealing heat treatment with a water quench

that put the large amount of chromium carbide precipitate

into solution and made the alloys ductile [8].

Strauss was the head of the physics section of the research

laboratory of the Friedrich A. Krupp Works at Essen, which

was founded in 1883. Maurer joined this laboratory in 1909

as its first metallurgist. Patents were immediately applied for

in Germany and elsewhere by Strauss and commercial

development and production were initiated. By 1914, rapidly

increasing quantities of their V2A steel, 20% Cr–7%

Ni–0.25% C, were being supplied to the Badische Anilin

und Sodafabrik in Ludwigshafen. For Fritz Haber’s ammonia

synthesis plant, these alloys were the right materials at the

right time [8]. Even though the patents for the compositions

of austenitic alloys are in the name of Strauss, Maurer’s

chance observation and heat treatment are recognized [3–10]

as the starting points for the industrial application of aus-

tenitic stainless steels in chemical plants.*

Advances in production and fabrication techniques led to

large-scale applications of both ferritic (17% Cr) and aus-

tenitic (18 Cr–8 Ni) stainless steels for ammonia and nitric

acid plants in England and the United States as well as

in Germany during the years from 1925 to 1935 [11, 12].

Eventually, the volume of production of the austenitic greatly

exceeded that of the ferritic alloys by a factor of 2 to 1 in

recent years in the United States. By far the greatest effort

in research and development has been concentrated on the

austenitic grades until recently. As described below, since

1967 there has again been intense activity in the development

and commercialization of new ferritic stainless steels.

B. PASSIVE STATE

The first practical applications of a stainless steel originated

in England, and so did the most commonly accepted expla-

nation of the mechanism responsible for the superior corro-

sion resistance of these alloys. On the basis of experiments

with iron exposed to nitric acid, Faraday explained what was

termed the passive state in 1836 by the Swiss investigator

Sch€onbein [13]. Faraday attributed the resistance of iron in

concentrated nitric acid to a protective iron oxide film that

forms on the surface of the metal by reaction between the

metal and the passivating environment.Once formed, its slow

dissolution in this environment then determines the corrosion

rate of themetal. From observations [14, 15]made on passive

stainless steels exposed to boiling 50% sulfuric acid with

ferric sulfate inhibitor, it is apparent that the passive state is

not an inert or static state but a dynamic condition in which

there is continuous dissolution and repair of the passive film

at discrete points in the surface. A similar view of the passive

state has also been evolved by Tomashov [16].

Because the techniques for peeling oxide films from

passive metals had not been developed in Faraday’s time,

the invisible protective films could not be detected and

identified directly. As a result, their existence was widely

disputed even as late as 1908 [13]. In 1930, Evans [17]

provided direct evidence of their existence by means of a

simple, electrochemical technique that made it possible to

peel the film from a passive surface and view it under a

microscope.

The factors leading to passivity in various Fe–Cr alloys

were first investigated systematically by Monnartz [18] in

his doctoral research. He used low-carbon ferrochrome

made by the Goldschmidt process for his research and

became the originator, not only of a number of methods

for enhancing the passivity of these alloys, but also of

concepts for understanding this condition. The following

is a partial list of his findings of 1911:

Iron–chromium alloys with 12.5% or more chromium are

resistant at room temperature to nitric acid at all

concentrations. With 14% Cr or more, Fe–Cr alloys

resist such solutions at temperatures up to boiling.

In reducing acids, additions of chromium to iron increase

the rate of corrosion.

Molybdenum additions increase resistance of Fe–Cr

alloys in nitric acid containing chloride salts.

Passivity depends on a source of oxygen, either from a

compound in solution or from dissolved oxygen gas.

In solutions inwhich a givenFe–Cr alloy is not passive, for

example, nitric acid containing a chloride salt, passiv-

ity can be induced by contacting the specimen with a

platinumwire, adding platinum as an alloying element,

or making the Fe–Cr alloy an anode by means of a

cathode and an external electromotive force (emf)

(anodic protection). All of these procedures change

the potential of the alloy in the noble direction.

With his thesis advisor, Borchers, Monnartz patented a

30–40% Cr alloy with 2–3% Mo. Despite the fact that they

used low-carbon chromium derived from the Goldschmidt

process, this alloy proved to be too brittle for fabrication.

* Chance discoveries also led to the introduction of X-rays (1895), radio-

activity (1896), age-hardening aluminum alloys (1906), penicillin (1928),

nuclear fission (1939), and the argon–oxygen refining process (1954).

See also Appendix A.
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The implications of much of this extensive investigation

in 1911 were recognized only much later, even though

Monnartz pointed out that the chromium-bearing alloys

deserved attention by the chemical industry [8].

C. THE ROLE OF ALLOYING ELEMENTS

C1. General Corrosion in Acids

C1.1. Chromiun. When a series of alloys with increasing

concentrations of chromium are tested in an acid of constant

temperature and concentration, there is frequently a sharp

change from high to low corrosion rates within a narrow

range of concentration of chromium. The minimum concen-

tration of chromium required for passivity is a function of the

type of acid, its concentration, and temperature [19]. Thus,

there is no fixed ratio of iron-to-chromium concentration in

Fe–Cr alloys that characterizes the passive state for various

concentrations, temperatures, and acid compositions [20].

Nor would this be expected if the rate-determining process in

the passive state is the rate of dissolution of the protective

oxide film in the acid solution. Chemical analyses of oxide

films have shown that the ratios of metals are different in

the film than in the metal, that is, the rate at which the various

metals form hydrated oxides varies [21].

In practice, it has been found that an alloy with 14–18%

Cr provides resistance in a number of acid environments,

and this has led to a well-established commercial alloy,

AISI type 430 (S43000) stainless steel (Table 51.1).

Increases in the concentration of chromium above that

required to produce passivity can provide significant fur-

ther reductions in corrosion rates. This had led to the use of

an Fe–24–27% Cr alloy, type 446 (S44600), for some

environments. Originally, this alloy was intended to resist

high-temperature oxidation.

The effect of the concentration of chromium in iron on

corrosion in an oxidizing environment is shown in Fig-

ure 51.1. In the boiling 50% sulfuric acid solution with ferric

sulfate, the passive rate is reduced by 99.44% as the chro-

mium content is increased from 12 to 25%. Alloys with

<12% Cr are active in this solution and dissolve at rates

greatly in excess of 600mm/year. The ferric sulfate in this

solution, when present in excess of a certain minimum

concentration, which varies with the chromium content of

the alloy [14], makes stainless steels passive. The corrosion

potential is changed from � 0.6 to þ 0.6V versus a saturated

calomel electrode (SCE) (Table 51.2). Even though the rates

of corrosion are relatively high and readily measurable, there

is no hydrogen evolution and the cathodic reaction consists of

the reduction of ferric-ions:

Fe3þ �!þ e
Fe2þ

This reaction is electrochemically equivalent to the anodic

dissolution of iron, chromium, and nickel:

Fe

Cr

Ni

)
�!� e

Fe2þ þCr2þ þNi2þ

When the available ferric ions are consumed in the cathodic

reaction, there is a sudden shift to the active state and, in the

case of the boiling 50% sulfuric acid solution, an almost

explosive production of hydrogen gas [14].

TABLE 51.1. Composition of Stainless Steels and Related Alloys

Elements, %

UNS No. Type Chromium Nickel Molybdenum Carbon Nitrogen Other

S30400 304 18.0–20.0 8.0–12.0 0.08 max Mn 2.0 max; Si 1.0 max

S30403 304L 18.0–20.0 8.0–12.0 0.03 max Mn 2.0 max; Si 1.0 max

S31000 310 24.0–26.0 19.0–22.0 0.25 max Si 1.50 max

S43000 430 14.0–18.0 0.12 max Mn 1.0 max; Si 1.0 max

S44600 446 23.0–27.0 0.20 max 0.25 max Mn 1.50 max; Si 1.0 max

S31600 316 16.0–18.0 10.0–14.0 2.00–3.00 0.08 max Mn 2.0 max; Si 1.0 max

S31603 316L 16.0–18.0 10.0–14.0 2.00–3.00 0.03 max Mn 2.0 max; Si 1.0 max

S32100 321 17.0–19.0 9.0–12.0 0.08 max Ti¼ 5�%C min

S34700 347 17.0–19.0 9.0–13.0 0.08 max Cb¼ 10�%C min

N08020 Carpenter

20 Cb–3

19.0–21.0 32.5–35.0 2.00–3.00 0.06 max Cb þ Ta¼ 8�%C

Cu 3.00–4.00

N10002 Hastelloy

alloy C

14.5–16.5 �54 15.0–17.0 0.08 max Fe 5.5; W4; Co 2.5

S31254 6Mo 19.5–20.5 17.5–18.5 6.0–6.5 0.020 max 0.18–0.22 Mn 1.0 max; Cu 0.50–1.00;

Si 1.00 max

N08367 6Mo 20.0–22.0 23.5–25.5 6.0–7.0 0.030 max 0.18–0.25 Mn 2.0 max; Cu 0.75 max;

Si 1.0 max
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Corrosion in the passive state in sulfuric acid solution

with ferric sulfate is a function of the acid concentration and

of the alloy content of the steel. Large variations in corro-

sion rates can be obtained by varying the acid concentration

(Fig. 51.2) without significantly changing the corrosion

potentials, which are near þ 0.6 V vs. SCE.

The large variation in corrosion rates as a function of

chromium content (Fig. 51.1) makes this solution a sensitive

FIGURE 51.1. General corrosion of Fe–Cr and Fe–10%Ni–Cr alloys in sulfuric acid solutions [33].

Ferric sulfate–boiling 50% sulfuric acid with 25 g/600mL ferric sulfate. 24 h. Sulfuric acid–boiling

5%. 15min.

TABLE 51.2. Corrosion Potentials of Stainless Steels in

Boiling Acids and in Chloride Solutions

Nitric acid, 65% (0.75–1.0 V during test)+1.0

+0.6

+0.35

+0.1
+0.0

–0.6

Ferric sulfate–sulfuric acid

Copper sulfate–sulfuric acid

Copper sulfate–sulfuric acid with
metallic copper
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FIGURE 51.2. Effect of concentration of sulfuric acid on corro-

sion rate of type 304 stainless steel in the passive state. Boiling

solutions with 15 g/600mL ferric sulfate. Boiling points: 10%—

102�C (215�F); 50%—123�C (265�F); 60%—l40�C (285�F).
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tool for detecting the formation of chromium-depleted zones

around chromium carbide and nitride precipitates at grain

boundaries of stainless steels. These problems are discussed

in the section on intergranular corrosion.

Figure 51.1 also shows the results of tests in the active

state with hydrogen evolution and a corrosion potential

of � 0.6V vs. SCE. The same series of Fe–Cr alloys was

exposed to boiling 5% sulfuric acid without ferric sulfate.

Only by greatly reducing the acid concentration could tests

bemade under controlled conditions because of the rapid rate

of hydrogen evolution. In agreement with the results of

Monnartz [18], it was found that during active corrosion in

reducing acids increasing the concentration of chromium

in the alloy increases the rate of corrosion. Increasing the

chromium content from 10 to 35% increases the dissolution

rate by a factor of 3.

The effect of chromium on corrosion by boiling acids

is also shown in Table 51.3. For comparison with data on

commercial types 430 and 446 alloys, rates are given for

carbon steel (0.2% C) and for a low-carbon, low-nitrogen

35% Cr alloy. This high-purity composition was previously

investigated by Steigerwald [22]. Even in boiling 65% nitric

acid, addition of 16% Cr results in a remarkable decrease

in corrosion rate. In acetic acid there is also a decrease in

corrosion rate with addition of chromium, leading to com-

plete resistance for the 25%Cr alloy. In all of the other acids,

addition of 16% chromium increases the rate of corrosion.

Increasing chromium to 25% produces a further increase in

rate in sulfuric and hydrochloric acids but decreases the

rate in formic acid and in sodium bisulfate. The rates on the

35%Cr alloy add support to the appearance of a maximum in

corrosion rate in the range of 16–25%Cr inmost of the acids.

Passivity in the high-purity alloy may be associated with its

low carbon content.

C1.2. Nickel. In the Fe 16–25% Cr alloys, the combination

of a body-centered (ferritic) structure and of their normal

carbon contents of �0.1% contributes to a relatively

low ductility, which complicates forming operations. These

alloys also have a high-notch sensitivity, that is, a high

TABLE 51.3. General Corrosion in Boiling Acids

Corrosion Rate (mm/year)a,b

UNSNo. Alloy

Nitric

(65%).

50% Sulfuric

Acid with

Ferric

Sulfate

Formic

(45%)

Oxalic

(10%)

Acetic

(20%)

Sodium

Bisulfate

(10%)

Sulfuric

(10%)

Hydrochloric

(1%)

G10200 Carbon steel (AISI 1020) 4500 630 62 170 1000 1300 430

S43000 Type 430 (16% Cr) 0.5c 7.9d 2200 160 80 2300 6400 1500

S44600 Type 446 (25% Cr) 0.2c 0.9d 250 180 0.0c 1600 6900 1900

Fe–35% Cr (high purity) 0.2c 0.2d 0.2d 0.0d 0.0c 0.2d 0.4d 1500

(1100) (800) (2700) (5000)

S30400 Type 304 (18 Cr–8 Ni) 0.2c 0.6d 44 15 0.1c 70 400 81

S31600 Type 316 (18 Cr–10 Ni–2.5 Mo) 0.3c 0.6d 13 2.4 0.1c 4.3 22 71

N08020 Carpenter 20 Cb–3

(20 Cr–34 Ni–2.5 Mo–3.5 Cu) 0.2c 0.2d 0.2c 0.2 0.1c 0.3 1.1 0.0

N10002 Hastelloy alloy C

(16 Cr–54 Ni–16 Mo–4 W) 11.4c 6.1d 0.1c 0.2 0.0c 0.2 0.4 0.3

Titanium 0.3c 5.9d 22 24 0.0c 6.4 160 5.6

S44400 Fe–18 Cr–2 Mo (Ti) [5.8]d,c [4.1]d,e 10 250 0.0c 930 2400 850

S44627 Fe–26 Cr–1 Mo (high purity) 0.1c 0.4d 0.1 0.2d 0.0c 0.0d 3400 0.7d

(550) (1800) (2000)

Fe–26 Cr–1 Mo (Ti) 0.1c 0.3d 0.1 0.1d 0.0c 0.0d 3200 0.1d

(350) (1500) (1600)

Fe–28 Cr–2 Mo–4 Ni (Nb) 0.2c 0.3d 0.1 0.1 0.0c 0.0 0.2 0.0

S44700 Fe–29 Cr–4 Mo 0.1c 0.2d 0.1 0.3 0.0c 0.2d 1300 0.2d

(500) (550)

S44800 Fe–29 Cr–4 Mo–2 Ni 0.1c 0.2d 0.1 0.1 0.0c 0.0 0.2 0.2

aAcid concentrations in percent byweight. Test specimens, 25� 25mm (1� 1 in.): 600mLof solution. The length of testing timevaried from 5min for high rates

to 10 days for low rates.
b0.10 mm ¼ 4.0 mil (thousandths of an inch) per year.
cCannot be activated with an iron rod.
dSpecimen is passivewhen immersed, but not self-repassivating when activated by contact with an iron rod while exposed to the solution. Number in parentheses

is the rate in the active state. Underlined rates–self-repassivating after activation with an iron rod.
eSevere intergranular attack.
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transition temperature below which ductile fracture is trans-

formed to brittle fracture. Addition of enough nickel to

change the body-centered structure to a face-centered, aus-

tenitic, nonmagnetic structure makes the alloy more ductile

and provides high impact strengths even at very low tem-

peratures. In the case of the 18%Cr alloy, 8%nickel produces

a completely austenitic structure [AISI type 304 (S30400)],

and with 25% Cr, an addition of 20% Ni makes it fully

austenitic, type 310 (S31000).

Both in oxidizing and in reducing acids, nickel additions

may actually increase the corrosion rate of Fe–Cr alloys. An

example of this in a reducing acid is shown in Figure 51.1. A

comparison of the two plots for corrosion in boiling 5%

sulfuric acid shows that the 10% Ni alloys with <16% Cr

have higher rates of corrosion than those of the same chro-

mium content without nickel. Only when the chromium

content exceeds 16% is there a rapid reduction in corrosion.

Thus, in the presence of 10%Ni, increasing the concentration

of chromium >16% reverses the deleterious effect of chro-

mium, indicating that at these concentrations there is a

synergistic effect on the rate of hydrogen evolution corrosion

(active state) between chromium and nickel. This is also

shown in Table 51.3 by the data on corrosion in boiling

reducing acids, sulfuric, oxalic, and (formic, and in sodium

bisulfate. In each of these acids, the corrosion rate of the 18%

Cr�8% Ni (type 304) alloy is appreciably lower than that of

both the 16% Cr (type 430) and even the 25% Cr (type 446)

alloys. Figure 51.3 shows that the first 2% of nickel is more

effective in reducing hydrogen evolution corrosion than

additions in excess of this concentration.

In oxidizing acids, the effect of nickel additions also

depends on the chromiumcontent. Pilling andAckerman [20]

found that concentrations of nickel up to 30% in alloys with

>15%Cr increased the corrosion rate in 5% nitric acid. Only

when nickel was added in amounts >30% was there a

reduction in corrosion rate.

C1.3. Molybdenum. As mentioned above, Monnartz [18]

discovered that molybdenum enhances the passivity of stain-

less steels in chloride environments. Comparison of the data

in Table 51.3 on types 304 (S30400) and 316 (S31600)

provides an indication of the effect of �2.5% Mo on corro-

sion in acids. Because molybdenum is a ferrite former, the

nickel content is increased by �3% over that of type 304 in

order maintain the austenitic structure. This increase in

nickel may also contribute to the resistance of type 316

when compared with type 304. Just 2.5% molybdenum

significantly reduces hydrogen evolution corrosion in most

of the reducing acids but has no significant effect on corro-

sion in the two oxidizing solutions. It is shown below in

connection with the new ferritic alloys that, like nickel,

molybdenum converts chromium into a beneficial alloying

element in reducing acids. The role of molybdenum in

imparting resistance to chloride pitting and crevice corrosion

is discussed below in the section on this topic.

The corrosion rates in Table 51.3 for types 430, 446, 304,

and 316 in reducing acids merely provide an indication of

the effects of various alloying elements. With only three

exceptions in acetic acid, the rates are much too high to

permit use of these alloys at the temperatures and concen-

trations shown.

C1.4. Cr–Ni–Mo–Cu [Alloy 20 (N08020)]. To provide re-

sistance in broader ranges of concentrations and tempera-

tures of sulfuric acid solutions, the nickel content of type

316 steel was increased from 11 to 20%, and 2.2% Cu was

added in an alloy developed and standardized in 1932 in

Germany [23]. Fontana initiated a similar alloy for castings at

Du Pont in 1935 [24] with 20% Cr–29% Ni–2.25%

Mo–3.25% Cu. Molybdenum enhances resistance at sulfuric

acid concentrations between 20 and 70%, while copper

contributes to resistance at concentrations <20% and

>70%. Increasing the nickel content contributes to resistance

over the entire range up to 75% acid [25]. By 1947, improved

melting techniques made it possible to produce wrought

products from this alloy, and in 1948 niobium was added

to combine with carbon and thereby minimize chromium

carbide precipitation and susceptibility to intergranular

attack [26].

However, in 1960, it was found that this alloy was subject

to a unique form of stress corrosion cracking in sulfuric acid

solutions in the range of 20–80% [27, 28]. Gr€afen [23]

attributed this form of cracking to the cathodic action of

copper, which after dissolving from the alloy is redeposited

on the surface and there accelerates anodic dissolution on

adjacent surfaces. This problem was overcome in 1965 by

FIGURE 51.3. The influence of nickel on corrosion in the active

state [14]. Boiling acids 10% by weight. (HSO3NH2 is sulfamic

acid.)
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increasing the nickel content from 29 to 34% [25, 29] in the

Carpenter 20 Cb–3 alloy (Table 51.1).

Data in Table 51.3 show that this alloy does indeed have

superior resistance in reducing acids without any decrease

in resistance to oxidizing solutions. In fact, the rates for

this alloy are low enough to make it usable in all of the

environments of Table 51.3. The high nickel content also

provides enhanced resistance to chloride stress corrosion

cracking, but not to chloride crevice attack. However, these

increases in alloy content have substantially increased

the price.

The resistance of the nickel-based Hastelloy alloy

C(N10002) N10002 has been superceded by N10276, which

has similar Cr and Mo contents but reduced contents

of C and Si. See the chapter 59 on nickel and nickel

alloys. In reducing acids is similar to that of Carpenter 20

Cb–3. Its poor performance in the oxidizing solutions is

primarily a result of its high (16%) molybdenum content

and lower chromium, 16%, as compared with 18% in type

304. Data on general corrosion of this alloy are given in

Table 51.3 for comparison because its resistance to

chloride stress corrosion, pitting, and crevice corrosion

is superior to all of the stainless steels and to the carpenter

20 Cb–3 alloy.

C1.5. 6Mo Alloys (S31254 and N08367). While the

vacuum-melted superferritic alloys and nickel alloys had

demonstrated that stainless-type materials could provide

resistance to corrosion by seawater and other high-

chloride environments, they were much more expensive

than the copper alloys that were traditionally used in such

environments. To achieve sufficient pitting resistance to

allow an austenitic stainless alloy to be used in seawater, a

minimum of about 6% molybdenum is required. The first

such alloy to achieve significant commercial success was

the AL-6X�� alloy [29a], UNS N08366. It was soon

followed by the 254SMO� alloy [29b], UNS S31254,

which featured the intentional addition of nitrogen

for enhanced corrosion resistance and stability. With

the recognition of the beneficial effect of nitrogen, the

AL-6X alloy was produced with added nitrogen to create

the AL-6XN� alloy [29c], UNS N08367, which replaced

the older, N-free alloy. These two alloys, which contain

about 20%Cr, 6%Mo, and 0.2%N with 18–24%Ni, are the

most widely used of the so-called 6Mo alloys, but numer-

ousothers continue to be developed and used. Many of the

newer alloys contain increased Cr contents, typically

about 25%, or increased Mo contents of about 7%.

C2. Intergranular Corrosion

C2.1. Effect of Precipitates

C2.1.1. Chromium Carbide and Nitride. A loss in mechan-

ical strength was observed on some of the first stainless steels

in use for chemical equipment. It was soon found that

corrosion was the cause of this loss. The carbon content of

the early austenitic stainless steels was� 0.15%. In the very

first investigations of this problem by Strauss, Schottky, and

Hinn€uber [30] and Aborn and Bain [31], it was found that

the carbon combines with chromium during exposures of

the steel in the range of 425–875�C. Such exposures are

involved during welding and, in some cases, during fabri-

cation. A precipitate of chromium carbide, (Fe, Cr)23C6,

forms preferentially at the grain boundaries. The high

chromium concentration in the precipitate causes depletion

of chromium in the metal adjacent to the precipitate. As a

result, there is intergranular attack by those environments in

which a decrease in chromium content leads to an increase

in corrosion rate.

An example of this is shown in Figure 51.4. The specimen

of type 446 (25% Cr) steel was heat treated to precipitate

chromium carbides at the grain boundaries. Because

this commercial alloy also contains a deliberate addition of

0.2% nitrogen, an austenite former, for control of grain size,

�50% of the structure is austenite. In Fe–Cr alloys, nitrogen

also reacts with chromium and forms b-Cr2N [32] at the grain

boundaries. As might be expected from Figure 51.1, there is

intergranular attack in the oxidizing ferric sulfate–sulfuric

acid solution. In contrast, on an identical specimen (Fig. 51.5)

exposed in reducing 5% sulfuric acid, there is no

*AL-6X� is a trademark of ATI Properties Inc. 254SMO� is a registered

trademark of Outokumpu Stainless Inc. AL-6XN� is a registered trademark

of ATI Properties Inc.

FIGURE 51.4. Initial attack in ferric sulfate/50% sulfuric acid on

sensitized type 446 (25 Cr) steel [33] (500�). Steel: Heated 1 h at

1150�C (2100�F). Exposure: 14 h in boiling solution. Structure:

Intergranular attack, but not on austenite–austenite boundaries.

Austenite islands in ferrite matrix, Grains dislodged.
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intergranular attack, because in this solution (Fig. 51.1), the

corrosion rate of Fe–Cr alloys actually decreases as

the chromium content is decreased. The “steps” between

the austenite and ferrite grains are a result of higher rates of

corrosion on austenite grains in which the concentration of

carbon and nitrogen in solid solution is higher than in the

ferrite grains [33]. Similarly, Figure 51.1 shows that decreas-

ing the chromium content of iron alloys containing 10% Ni

increases the corrosion rate in 5% sulfuric acid. Therefore, on

a sensitized 18 Cr–10 Ni alloy (type 304, Fig. 51.6) there is

preferential attack at chromium-depleted zones and inter-

granular corrosion.

The shapes, sizes, and sites of chromium carbide pre-

cipitates were determined byMahla and Nielsen [34] in 1951

by dissolving austenitic stainless steels containing carbide

precipitates in a solution of bromine in methanol. This

process leaves behind the fine carbide particles that were

then examined in the electron microscope. This technique

was applied to a specimen which was cooled slowly through

the precipitation range to form a large precipitate

(Fig. 51.7) [15]. The carbide particles nucleate at grain

FIGURE 51.5. Initial attack in boiling 5% sulfuric acid on sensi-

tized type 446 steel [33] (500X). Steel: Heated 1 h at 1150�C
(2100�F). Exposure: 30 s. Structure: No intergranular attack, pref-

erential corrosion on austenite.

FIGURE 51.6. Initial attack in boiling 5% sulfuric acid on sensi-

tized type 304 stainless steel [33] (250X). Steel: Heated 1 h at 675�C
(1250�F). Exposure: 5min. Structure: Intergranular attack, grains

dislodged.

FIGURE 51.7. Precipitation of chromium carbides, (a) Polished

18 Cr–8 Ni–0.05% C stainless steel was heated 24 h at 2000�F.
furnace cooled to room temperature and etched electrolytically in

oxalic acid. Depressions with dendritic patterns remain where large

chromium carbides were dislodged. (b) Electron photomicrograph

of dendritic carbide isolated from specimen described in (a) by

dissolution in a solution of bromine in methanol (5000X).
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boundaries and grow into the metal grains on parallel crys-

tallographic planes.

The original investigations of intergranular corrosion also

provided various remedies for this problem.

C2.1.2. Heat Treatments. For austenitic Fe–Cr–Ni alloys

annealing treatments at temperatures >1050�C dissolve

carbides and put carbon in solid solution. By rapid quenching

through the precipitation range of 875–425�C, precipitation
of carbides is prevented. Because of the large solubility of

nitrogen in austenite, chromium nitrides do not readily form

in the austenitic stainless steels.

In the ferritic alloys, the diffusion rates of carbon and

nitrogen are much greater than in the austenitic composi-

tions. As a result, even when these alloys are water quenched

from temperatures above �800�C, precipitation of chro-

mium carbides and nitrides cannot be prevented. The tem-

perature range of most rapid precipitation is 540–600�C.
However, because the diffusion rate of chromium is also

much higher in ferritic than in austenitic alloys, the chromi-

um depletion zone around the precipitates can be replenished

by relatively short heat treatments at 800�C. Thus, in the

ferritic alloys, grain boundaries may be immune to inter-

granular attack even though they contain chromium carbide

and nitride precipitates.

C2.1.3. Low Carbon. Reduction of the carbon content to

such low concentrations that no precipitates are formed

during welding and stress-relieving operations has largely

solved the chromium carbide problem in 18 Cr–8 Ni aus-

tenitic stainless steels. Themaximum carbon content that can

be tolerated depends on the heat input during welding and the

thickness of the object being welded, that is, on the cooling

rate. The solubility of carbon is only 0.007% at 700�C in 18

Cr–8Ni steel [35] when determined by heating for fiveweeks

at 700�C. For practical purposes, a carbon content of

0.02–0.03%, such as provided in extra-low-carbon grades

of type 304 and 316 steels, meets most requirements. Such

grades, 304L (S30403) and 316L (S31603), were introduced

about 1947 as a result of improvements in the reduction of

carbon made possible by blowing oxygen through the melt.

Since 1970 further important improvements in (a) the

reduction of the carbon content to 0.01%, (b) the reproduc-

ibility of the composition and, (c) the cost of production have

been made possible by the introduction of the argon–oxygen

decarburization process developed by Krivsky [36]. In this

process the starting materials are first melted as usual in an

electric arc furnace. The molten metal is then poured into a

vessel in which both oxygen and argon are blown into the

melt from the bottom. Carbon is removed by reaction with

oxygen. By mixing increasing amounts of argon with the

oxygen, ever greater amounts of carbon can be removed.

The presence of argon reduces the partial pressure of carbon

monoxide, which controls the concentrations of carbon in the

melt. Even though this process is based on well-known

principles of physical chemistry, its discovery was a result

of a chance observation. Its industrial success was facilitated

by a concurrent drop in the price of argon [36]. This refining

process is particularly useful for reducing the carbon content

of the new ferritic stainless steels.

Reduction of the carbon content lowers the strength of the

18 Cr–8 Ni alloys and, in some cases, necessitates the design

of heavier and more costly sections. To avoid this expense,

stabilized steels, types 321 (Ti) (S32100) and 347 (Nb)

(S34700), can sometimes be used.

C2.1.4. Use of Stabilizers. Before methods had been de-

veloped for reducing the carbon content of commercial melts

to low concentrations, titanium [37] and niobium [38] were

added to combine with (stabilize) carbon. To prevent the

formation of chromium carbides, the mill forms, sheet, tube,

and bars must first be heated to �1100�C to dissolve all

carbides in the austenitic structure and then cooled to 900�C
and held for several hours to permit titanium or niobium to

react with carbon. As a result, no carbon is available to form

chromium carbides during subsequent exposure in the chro-

mium carbide precipitation range of 425–875�C. Stabilized
steels were introduced during the early 1930s, and for many

years titanium (type 321) was the preferred element in

Europe, while in the United States type 347 with niobium

has been the most frequently used alloy. Recently, titanium

has also been added to type 430 steel [39].

Three of these methods for overcoming susceptibility to

intergranular attack are illustrated in Figure 51.8. Four panels

were joined by welding and then exposed to a solution that

causes intergranular attack on grain boundaries containing

chromium-depleted zones surrounding chromium carbide

precipitates. In the high-carbon type 304 steel, heat from

the liquid weld metal resulted in precipitation of chromium

carbides in a zone parallel but not adjacent to the weld metal.

The question of the concentration of nickel in 18% Cr

alloys required to convert precipitation of chromiumcarbides

from the ferritic (type 430) to the austenitic (type 304) pattern

was investigated by Upp et al. [40]. As expected, type 304

was made susceptible to intergranular attack when heated

in the range of 650–760�C. On type 430, this same heat

treatment imparts resistance to intergranular corrosion by

diffusing chromium into the depleted zones surrounding

chromium carbide and nitride precipitates. Quenching from

>1040�Cprovides optimum resistance to type 304 butmakes

type 430 susceptible to intergranular attack. Additions of

only 3.0% nickel to type 430 transformed its response to heat

treatments to that of type 304 (18 Cr–8 Ni) steel.

C2.1.5. Sigma Phase. Heating the molybdenum-bearing

(2.5% Mo) type 316 stainless steel in the range of

540–1000�Ccan result in the formation of another precipitate

at grain boundaries, an intermetallic compound, sigma phase.
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It has a tetragonal structure [41] and is rich in molybdenum

and chromium [42]. Unlike chromium carbide precipitates,

which cause susceptibility to intergranular attack in a large

variety of oxidizing and reducing acids, sigma phase only

impairs resistance in the highly oxidizing nitric acid envir-

onments [43, 44]. This may be a result of the high molyb-

denumcontent of sigma phase,which leads to direct attack on

these particles rather than on the molybdenum-depleted

zones surrounding them. The corrosion potential in boiling

65% HNO3 is about þ 1.0 V vs. SCE. In the less oxidizing

sulfuric acid–Ferric sulfate solution, the corrosion potential

is þ 0.6V vs. SCE and sigma phase in molybdenum-bearing

alloys does not lead to intergranular attack [15].

In certain type 316 stainless steels with a very low (e.g.,

0.01%) carbon content, it was found that heating for 1 or 2 h

at 677�C (1250�F) has no effect on the microstructure (i.e.,

there were no carbide or visible sigma-phase precipitates at

the grain boundaries). Nevertheless, high rates of intergran-

ular attack were observed in nitric acid [15, 43–45]. Because

prolonged heating of such alloys at 700�C results in readily

visible sigma-phase precipitate and solution annealing at

1060�C with water quenching removes the susceptibility to

intergranular attack, it appears that a submicroscopic, pre-

precipitation form of sigma phase is responsible for the

intergranular attack on these alloys. This phenomenon is

discussed further below in connection with data in

Table 51.4.

Sigma phase alsomay form in type 310 and in 16 and 25%

Cr (types 430 and 446) stainless steels. However, its rate of

formation is so slow that it is of importance only when these

alloys are actually used in the temperature range in which

sigma phase is formed.

C2.2. Evaluation Tests

C2.2.1. Copper Sulfate. The fact that both the ferritic and

austenitic stainless steels could under certain circumstances

become subject to rapid intergranular attack made it neces-

sary to evaluate alloys and thereby prevent the use of

damaged materials on plants. Tests were proposed in solu-

tions towhich these alloys were to be exposed in service. The

widely used copper sulfate–sulfuric acid test was derived in

1926 by Hatfield [46] from observation of intergranular

attack on austenitic stainless steels in a sulfuric acid pickling

tank containing copper sulfate.* Austenitic steels containing

chromium carbide that precipitate at the grain boundaries are

“sensitized” and, therefore, subject to preferential attack in

the boiling solution, while at the grain faces there is only a

relatively low rate of attack. The severity of the test is a

function of the concentration of sulfuric acid, �8% in the

original composition of Hatfield. This has been increased to

16% [47] and to 50% [48] in more recent modifications.

These are now standardized as the American Society for

Testing and Materials (ASTM) A262 Practice B and F

methods, respectively. The corrosion potential in these solu-

tions is near þ 0.35 V vs. SCE. This value is decreased

to þ 0.1 V vs. SCE by immersing metallic copper (sheet or

shot) in the test flask along with the stainless steel specimen,

as proposed by Rocha [49]. Immersion of metallic copper

FIGURE 51.8. Weld decay and methods for its prevention. The

four different panels were joined by welding and then exposed to a

hot solution of nitric/hydrofluoric acids. Weld decay, parallel, but

not adjacent to the weld metal, such as shown in the type 304

stainless steel, is presented by reduction of the carbon content

(type 304L) or stabilization with titanium (type 321) or niobium

(type 347).

* See note in Appendix B.

TABLE 51.4. Effect of Chromium Carbide and Sigma Phase

on Intergranular Corrosiona

Alloy

Ratios of Corrosion Ratesb

AISI C (%)

Ferric

sulfate–50%

Sulfuric

Acid (120h)

65%

Nitric

Acid

(240 h)

Oxalic Acid

Etch Structure

(Sensitized

Specimen)

304 0.063 11.8 12.8 Ditch

304 0.031 2.1 2.0 Ditch

316L 0.022c 1.0 133.0 Step

316L 0.020 1.4 35.6 Step

316 0.046 7.8 19.0 Ditch

aSee [15].
bRate of sensitized specimen7rate of solution annealed specimen. Sensi-

tizing heat treatment: 1 h at 675�C (1250�F).
cSensitized 1 h at 705�C (1300�F).
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greatly increases the rate of attack [15]. Sigma phase at grain

boundaries of type 316 and 316L steels does not cause

intergranular attack in these copper sulfate tests [48].

Hatfield’s test solution provided the first quality control

method for preventing industrial use of sensitized stainless

steels. It was also put to immediate use as a research tool in

investigations of intergranular corrosion and for the devel-

opment of methods for preventing intergranular attack

by heat treatments and by alloying (Ti, Nb) additions.

Depending on the concentration of the sulfuric acid in the

test solution and the alloy content of the steel, evaluation is

either by visual examination for fissures on a specimen bent

after testing or for grains undermined and dislodged or, in the

50% H2SO4 solution, by weight loss determinations.

C2.2.2. Nitric Acid. In connection with the use of iron–

chromium alloys for nitric acid plants, Huey [50] described a

test procedure in 1930 to determine reproducible corrosion

rates and thereby to distinguish differences in the quality of

various heats of the new Fe–Cr stainless steels. He proposed

five 48-h test periods in boiling 65% nitric acid solution in a

glass apparatus. The 65% acid concentration was selected for

rapid (240-h) results and to facilitate temperature control

because it is near the constant boiling concentration of

68.5%. It was soon found that this test could also be used

to detect susceptibility to intergranular attack in Fe–Cr and

Fe–Cr–Ni stainless steels.

In numerous comparisons made on identical specimens of

various ‘sensitized’ stainless steels in both the nitric acid and

the copper sulfate–sulfuric acid tests, it was established that

the nitric acid solution detects susceptibility to sensitization

caused not only by chromium carbide but also by sigma-

phase precipitates such as found in types 316, 347, and 321

stainless steels [43–45, 48, 51]. The corrosion potential in

this highly oxidizing solution is about þ 1.0V vs. SCE.

Moreover, this test solution is also unique in that the corro-

sion products affect the dissolution rate. DeLong [52]

reported that as little as 0.004% dissolved chromium appre-

ciably increases the corrosion rate.

Later investigators [53–55] showed that acceleration is

due to the action of chromium in the hexavalent state. When

chromiumdissolves in acids, it enters the solution as divalent,

blue ions, which are rapidly converted to the trivalent state,

green. These ions are then oxidizedmore gradually in boiling

65% nitric acid to the hexavalent state, orange. Hexavalent

chromium not only increases the rate of general or grain face

corrosion and of intergranular corrosion of sensitized stain-

less steels but also causes intergranular attack on solution-

annealed material, which is free of any precipitates at grain

boundaries [15]. Therefore, it is essential to limit the accu-

mulation of corrosion products in the nitric acid test, either

by changing the test solution frequently (every 48 h) or by

distillation designs for test vessels, such as proposed by

DeLong [52]. However, not all aspects of this phenomenon

can be controlled. Nitric acid dissolves certain nonmetallic

inclusions and, in the case of titanium-stabilized steel, the

relatively large concentration of titanium carbide and ni-

tride particles. The pits left behind when these particles

have been dissolved limit the movement of dissolved cor-

rosion products and serve to accumulate hexavalent chro-

mium. A self-accelerating dissolution process is initiated

which causes rapid growth of the pit by general and inter-

granular attack. Thus, the interpretation of high corrosion

rates in nitric acid tests may be very complex and of limited

applicability to other environments.

Only when the high rates in the nitric acid test are a result

of a chromium carbide precipitate are the results of more

general applicability. The copper sulfate test and several

other new methods provide unambiguous ways for detecting

susceptibility associated with chromium carbides. There-

fore, the nitric acid test is primarily useful as a simulated

service test for materials that are to be used for environ-

ments involving nitric acid. This is a return to its original

purpose. It is somewhat ironic that in the case of Fe–Cr

alloys (types 430 and 446), which do not form sigma phase

readily, the newer tests described below are much more

effective in detecting susceptibility to intergranular attack

in the presence of chromium carbides and nitrides than is the

nitric acid test (Fig. 51.9). Molybdenum tends to accelerate

the rate of corrosion in nitric acid and other highly oxidizing

environments. Alloys with more than about 3% Mo do not

perform well in this test (ASTM A262 Practice C), and it

should not be used to evaluate them except in extraordinary

circumstances.

C2.2.3. Oxalic Acid Etch. If intergranular attack in all

environments other than nitric acid is associated only with

chromium carbide and nitride precipitates (in 304, 304L,

316, and 316L), then the problem of detecting susceptibility

to this form of corrosion is reduced to determining the

presence of these precipitates. For practical application in

quality control by nonspecialists and for unambiguous as-

sessment of results, standardized procedures and simple

evaluation criteria are required. To meet these needs, the

electrolytic oxalic etch test [56] and the boiling ferric sul-

fate–50% sulfuric acid test [15, 57]were devised. In the oxalic

acid etch test, standardized electrolytic etching conditions are

specified along with “acceptable” and “unacceptable” etch

structures. Specimens having “acceptable” etch structures

[Figs. 51.10(a) and (b)] are immune to intergranular attack

and the material they represent can therefore be released for

service on the basis of this rapid test method. Only �15min

is required to polish, etch, and examine the etch structure.

“Unacceptable” etch structures [Fig. 51.10(c)] indicate that

the specimen may be subject to intergranular attack. In order

to determine the degree of susceptibility on a quantitative

basis, the specimen is then tested in one of the boiling acid

tests. A weight loss is measured and then converted to a
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corrosion rate. Acceptance is determined by its relation to a

maximum permissible rate. This rate depends on the test

solution, the alloy composition, and any prior “sensitizing”

heat treatments. Such heat treatments are applied to alloys to

be welded during fabrication or to be stress relieved by heat

treatments to assess their response to thermal exposure in the

sensitizing range of temperature.

Thus, the oxalic acid etch test is now applied as a rapid

screening method for austenitic stainless steels in conjunc-

tion with various acid intergranular corrosion evaluation

tests [58], copper sulfate–sulfuric acid, nitric acid, and ferric

sulfate–sulfuric acid, as specified in ASTM A 262 [47]. The

oxalic acid etch test is not applicable to either the old (Fe–Cr)

or the new (Fe–Cr–Mo) ferritic stainless steels because the

response of sensitized grain boundaries to available etching

techniques does not yet provide structures that can be rou-

tinely classified for screening purposes.

Oxalic acid etch results are now available for certain

ferritic stainless steels. See ASTM A763 [58a] Practice W

for a listing of the alloys for which it is applicable.

It should be noted that this etching procedure does

not attack the Cr-depleted regions. Instead, it attacks

Cr- andMo-rich areas such as chromium carbides. This limits

the utility of this test for evaluation of high CrþMo alloys. It

is also the reasonwhy this procedure can be used to accept but

not to reject material. Per specification, materials exhibiting

unacceptable microstructures must be evaluated by one of the

other A262 or A763 procedures.

FIGURE 51.9. Effect of heat treatment on corrosion of type 446

stainless steel in boiling acid solutions [33]. Heat treatment: 1 h,

water quenched. Acid solutions: 65% nitric; ferric sulfate/50%

sulfuric acid; copper sulfate/50% sulfuric with metallic copper.

FIGURE 51.10. Oxalic acid etch test structures [56], Etched

anodically in 10% oxalic acid at 1.0A/cm2 for 1.5min. (a) Step

structure, solution anealed (500X). steps between grains, (b) Dual

structure, sensitized, ditches at grain boundaries, but not completely

surrounding any one grain (250X). (c) Ditch structure, sensitized,

ditches at boundaries surrounding grains (500X), one grain or more

completely surrounded by ditches.
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C2.2.4. Ferric Sulfate. The ferric sulfate–50% sulfuric acid

test provides results in 120 h, one-half of the time required for

the nitric acid test. It is unaffected by corrosion products, and,

therefore, several specimens can be tested simultaneously.

Most importantly, it is sensitive only to susceptibility asso-

ciated with chromium carbide precipitates in types 304,

304L, 316, and 316L stainless steels. It does not detect sigma

phase in type 316 and 316L stainless steels. However, in

some heats of type 321 (18 Cr–8 Ni–Ti) sigma phase is also

formed, and this can increase somewhat the rate of corrosion

in the ferric sulfate test [48].

This test has been standardized as ASTMA262 Practice B

and A763 Practice X. It is often known as the Streicher test.

The ratios listed in Table 51.4 illustrate the differences

between the 120-h ferric sulfate and the 240-h nitric acid

tests. For the two heats of type 304 steel, the ratios of the

sensitized to the solution-annealed (carbide-free) specimens

are essentially the same in both tests. However, for the

316 and 316L steels, there are large differences. The ratios

of�1.0 in the ferric sulfate test for the two 316L heats show

that the rates of the solution annealed and of the sensitized

specimens are essentially the same. There is no intergranular

attack on the specimens heated at 677 and 871�C. However,
for both of these steels, the ratios in nitric acid are very high,

even though the microstructures of the sensitized specimens

showed no carbide- or sigma-phase particles at the grain

boundaries. They had a “step structure” (Fig. 51.10) in the

oxalic acid etch test. This illustrates the properties of sub-

microscopic or invisible “sigma phase.” It can be removed or

dissolved by annealing the steel at 1070�C andwater quench-

ing. Finally, it is apparent from the ratios in the two tests that

the type 316 steel of Table 51.4 contains both carbide- and

sigma-phase precipitates.

Both the oxalic acid etch test and the ferric sulfate–

sulfuric acid test are merely methods for detecting and

measuring susceptibility to intergranular attack associated

with chromium carbide precipitates. Sensitized materials

should not be used in environments that are known from

service performance or long-time plant tests to cause

intergranular attack in the presence of carbides. Results

of extensive long-time tests have been published by

Auld [59], Warren [44], and the Welding Research Coun-

cil [60]. These reports contain extensive lists of environ-

ments in which carbides do and do not cause susceptibility

to intergranular attack. A major problem in the use of

sensitized material even for environments in which data

show no intergranular attack is that it is difficult to foresee

whether there will be changes in process conditions, solu-

tion composition, and temperatures during the lifetime of

the stainless steel equipment that will change this from a

“safe” to an “unsafe” environment. For environments for

which such data are not available, prudence requires

that the stainless steel be used in the optimum condition

(i.e., free of chromium carbide precipitates).

It is now generally agreed upon that it is the presence of

Cr-depleted regions that are usually adjacent to carbide

precipitates, rather than the presence of the carbides them-

selves, that is responsible for sensitization.

Extensive use of evaluation tests for detecting suscepti-

bility to intergranular attack in stainless steels by purchasers

of these alloys has contributed not only toward assuring

optimum conditions for their use in chemical and other plants

but also toward continuing improvements in their composi-

tions (low-carbon grades) andmill processing.When applied

for research, they have served as tools for the study of the

mechanism of intergranular corrosion and for alloy devel-

opment. In the United States, the Du Pont Company has been

a leader for many years in the development of these test

methods and their continuing application as acceptance tests

for quality control [15, 21, 24, 32–34, 44, 48, 50–52, 56–59].

C3. Pitting and Crevice Corrosion

As mentioned above, Monnartz [18] observed that chloride

salts impair the passive state of iron–chromium alloys and

that molybdenum additions increase the resistance in such

environments. The molybdenum in type 316 stainless steel,

in addition to improving resistance in (organic) reducing

acids, also makes this alloy somewhat superior to type 304

steel in chloride pitting and crevice corrosion environments.

Further increases in pitting resistance have been obtained by

addition of �2% silicon to type 316 steel [61, 62] and by

addition of�0.2% nitrogen to 23% Cr–4% Ni [63] and 18%

Cr–8% Ni [64] steels.

Pitting may be divided into two distinct steps: (a) pit

initiation or breakdown of the protective film and (b) pit

growth in depth and volume. This division of the pitting

process serves as an aid in the analysis of the influence of

alloy composition and structure and of the composition and

temperature of the environment. Once a pit has been ini-

tiated, its growth is a result of an electrochemical process in

which the small anode, the pit, is linked electrochemically

to a very large cathode, the unpitted area surrounding the pit.

The electrolyte is the corroding solution. The corrosion

process is self-accelerating because chloride ions migrate

into the pit and decrease the pH. Crevices may be viewed as

“artificial” pits.

Pit initiation can be studied by anodic polarization of steel

specimens in chloride (or other) pitting environments. In a

study [65] in which specimens were progressively polarized

up to a current density of 3ma/cm2 and the number of pits

formed per square centimeter was counted, it was found in 18

Cr–8 Ni steels that pit initiation is reduced by decreasing the

carbon content, by adding 2% silicon and 0.2% nitrogen

(Table 51.5). Surprisingly, addition of 2.5% molybdenum

had no effect in pit initiation of pickled specimens. However,

it greatly affects the response to passivation. Prior passivation

of the surface in a hot nitric acid–bichromate solution greatly
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reduces the incidence of pitting. This phenomenon is also

shown in Figure 51.11. Type 304 steel requires much larger

concentrations of sodium nitrate inhibitor to prevent pitting

by 10% ferric chloride solution than does type 316 steel.

Lowering the carbon content (type 316 vs. 316L) of

passivated steels reduces the incidence of pit initiation even

further (Table 51.5). In contrast, silicon, which reduces pit

initiation, actually promotes pit growth and therefore does

not enhance the response to passivation. These findings

were incorporated in an alloy composition, SP-2, a type

316L steel with 2.5% Si and 0.23% N. Only when all four

factors were incorporated (silicon, molybdenum, low

carbon, and 0.23% N) was there a significant improvement

in pitting and crevice corrosion resistance over types 304

and 316 (Fig. 51.12).

Even at room temperature, the combination of oxidizing

ferric ions, high concentration of chloride ions, and a low pH

of 1.6 make the ferric chloride solution a severe pitting

medium. For example, the only difference between types

304 and 316 in this test is the length of time before pitting

begins, a difference of�48 h, which is not significant in a 7-

month exposure, such as shown in Figures 51.11 and 51.12.

Increasing the temperature of the ferric chloride solution

results in pitting of the SP-2 alloy in long-time exposures

with crevices of the type shown below. These limitations in

pitting resistance of even the most resistant, modified 18

Cr–10 Ni stainless steels, along with their susceptibility to

chloride stress corrosion cracking, provided some of the

incentives for the development of new alloys.

It is now generally acknowledged that pits usually ini-

tiate at exposed inclusions, with sulfide inclusions being of

greatest concern. It has been suggested that, in addition to

creating small pits as MnS and similar sulfides dissolve,

their dissolution products modify the local environment to

create more aggressive environments [65a]. Additional

work has shown that the metal adjacent to these inclusions

may have reduced Cr levels, giving it reduced corrosion

resistance [65b].

TABLE 51.5. Pit Initiation in Stainless Steels Exposed to 0.1 N NaCl at 25�C (75�F)a

Element (%)

Pits per cm2b Ratio

Alloy Cr Ni Mo C N Si Pickledc
Pickled Plus

Passivatedd
(Pickled

to Passivate)

304 18.45 8.90 0.063 0.58 7.4 3.4 2.2

304L 18.30 11.02 0.020 0.033 0.37 4.5 1.6 2.8

302 18.37 8.71 0.10 2.49 6.3 2.8 2.2

302B 17.30 8.62 0.14 2.71 1.5 0.6 2.5

316 17.93 13.50 2.47 0.031 0.31 7.3 0.46 15.8

316L 17.71 11.17 2.44 0.020 0.032 5.0 0.17 29.0

SP-2 18.79 9.24 2.40 0.039 0.23 2.50 0.0 0.0

aSee [65].
bPits produced by anodic polarization of 50� 50-mm (2� 2-in.) specimen to a current density of 3 mA/cm2 (19 mA/in.2).
cPickled in HNO3–HF–HCl.
dPassivated in nitric acid with potassium dichromate.

FIGURE 51.11. Inhibition of pitting corrosion. FIGURE 51.12. Effect of composition on resistance to pitting.
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Measurements of critical pitting potentials (CPPs) are

frequently used to determine resistance to pitting. The spec-

imen is polarized anodically (e.g., in sodium chloride

solution) to determine the potential at which there is a

precipitous increase in current. The potential at which this

occurs, the CPP, can be used to compare alloys. However,

such relatively rapidmeasurements are not reliable guides for

predicting immunity to pitting in long-time service in the

given environment. Pitting attack has been observed in long-

time exposures at potentials below the CPP [65c].

The repassivation potential (Er), which is significantly less

noble than the pitting potential (Ep), has been proposed [65d]

as a conservative estimate of themaximumpotential at which

immunity to pitting will be exhibited in long-term exposure.

C3.1. Pitting and Crevice Corrosion Testing. The concept

of the critical pitting temperature (CPT) was introduced

by Brigham and Tozer [65e] in 1973. Their work showed

that it was possible to rank a wide range of stainless steels

with regard to pitting resistance using temperature as the only

parameter. “Temperature” is more easily comprehensible for

engineers than the “pitting potential.” In most practical

situations, chloride crevice corrosion is the limiting factor,

rather than pitting. While the details of these corrosion

mechanisms differ, they share many basic factors. Ferric

chloride solution [65f] provides a low-pH, high-chloride,

oxidizing solution thatmimics the environment that develops

inside crevices in live seawater exposures. It does this

quickly, without the extended incubation periods needed to

produce attack under “natural” conditions. Use of ferric

chloride solutions for pitting and crevice testing was stan-

dardized by ASTM as G48 [65g] method A (pitting) and B

(crevice) tests. Hydrolysis of the solution limited these

procedures to about 50�C maximum. Acidification of the

solution limits the hydrolysis and allows testing at higher

temperatures. Use of acidified ferric chloride has been stan-

dardized as G48 methods C, D, E, and F.

Arnvig [65h] combined this concept with potentiostatic

techniques and a crevice-free sample holder to create a

procedure for CPT determination. This technique has been

standardized as ASTM G150 [65i]. While this procedure

provides a rapid, reproducible ranking of alloys, as with CPP,

it does not provide an accurate use limit.

C3.2. Ranking and Predicting Chloride Corrosion
Resistance. Chromium and molybdenum act in synergy to

provide resistance to chloride pitting. Lorentz [65j] intro-

duced the concept of pitting resistance equivalent (PRE). PRE

is established by a linear regression of CPT versus compo-

sition and is expressed as PRE¼Crþ 3.3Mo (where Cr and

Moare expressed inweight percentages).With thewidespread

use of nitrogen as an alloying element, the PRE formula was

modified to take it into account. Themostwidely used of these

PREN formulas is PREN¼Crþ 16Mo þ 16N, but the

formulaPREN¼Crþ 16Mo þ 30N has been cited frequent-

ly also. Bauernfeind [65k] has reviewed the various PREN

formulations and their extensions to include additional alloy-

ing elements. While PREN provides a useful framework for

ranking the various corrosion-resistant alloys and has been

incorporated into some materials specifications, it remains an

empirical relationship. PREN does not account for metallur-

gical or surface conditions and assumes linearityof effects that

are probably not truly linear. In the end, its accuracy is limited

by the accuracy of the CPT and composition data used to

create it. A comparision of PREN and CPT is shown in

Figure 51.13.

C4. Chloride Stress Corrosion Cracking

Beginning at about 1936, structural failures by crackingwere

observed in the austenitic stainless steels under tensile

stresses. By 1940, Hodge and Miller [66] clearly distin-

guished this type of failure from intergranular corrosion and

identified it as stress corrosion cracking (SCC) associated

with environments containing chlorides. They also estabi-

lished that cracking can be transgranular and that it can take

place in the absence of chromium carbide precipitate. In

1942, Rocha [67] confirmed these findings and by 1944

extensive studies had been carried out showing that aqueous

solutions of various chlorides can cause cracking of speci-

mens under tensile stresses of all the common types of

austenitic stainless steels. Solutions of concentrated magne-

sium chloride were introduced for research on this prob-

lem [68, 69]. Scheil [68] found that ferritic alloys, types 405

(S40500) (13% Cr) and 430, resist cracking except when

they contain some (1.85%) nickel. Nevertheless, even in

1944–1945 it was still thought that the necessary conditions

for SCC are not too common and that, while it is an

interesting phenomenon, it is not a serious problem from a

practical standpoint.
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FIGURE 51.13. CPT vs. PREN for austenitic alloys [65l].
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The intriguing scientific aspects and an increasing num-

ber of SCC plant failures stimulated a large number of

investigations of cracking in austenitic stainless steels.

However, 25 years later, Staehle [70], chairman of an

international conference on SCC, was forced to conclude

that “there presently is no reliable fundamental theory of

SCC in any alloy-environment system that can be used to

predict the performance of equipment even in environments

where conditions are readily defined. There was an almost

uniform conclusion that no unifying mechanisms of stress

corrosion cracking exists.” This conclusion of 1969 is still

applicable today.

From a practical standpoint, the most important finding

since 1945 is that increasing the nickel content above or

decreasing it below 8% Fe–18% Cr alloys increases the

resistance of (austenitic) alloys to stress corrosion cracking

and that the 8% Ni alloy actually happens to be the compo-

sition that is least resistant [71a] [Fig. 51.14]. It is shown

below (Table 51.6) that the 34% Ni in Carpenter 20 Cb-3

alloy increases the time of failure of this alloy in the

magnesium chloride test over that of type 304 and 316

stainless steels. Most importantly, this high nickel content

makes the alloy immune to cracking in certain sodium

chloride environments.

By apparently ignoring the early findings of Scheil [68], it

was assumed for many years that stainless steels that have an

austenitic structure are subject to chloride SCC but that

ferritic alloys, because of their structure, are inherently

immune to chloride cracking. In 1968 Bond and Dundas [72]

clearly established that a 17%Cr ferritic alloywith 1.5%Ni is

subject to transgranular cracking in magnesium chloride

solution. They concluded that ferritic alloys containing

>1 % Ni or 0.5% Cu are subject to this type of chloride

cracking and that this is not associatedwith retained austenite

or hydrogen embrittlement.

Furthermore, Renshaw [73] reported thatwelded type 430

is subject to cracking in boiling solutions of sodium chloride

containing only 50 ppm Cl. This led to a more detailed

investigation [74] on the effect of sensitization in type 430

and 446 steels on their resistance to chloride SCC. These

alloys are resistant to cracking when they are free of chro-

mium-depleted zones around chromium carbide precipitates

(when chromium is rediffused into the depleted zones during

heating) or when carbon is in solid solution. However, when

the carbide particles are surrounded by zones depleted in

chromium (i.e., severely sensitized), they are subject to

SCC—both in the magnesium chloride test and in sodium

chloride solutionwith only 50 ppmCl. Asmight be expected,

in sodium chloride, cracking is intergranular (Fig. 51.15).

But, surprisingly, in the magnesium chloride solution, crack-

ing is transgranular (Fig. 51.16). Because of the 0.2%

FIGURE 51.14. Copson curve: Effect of Ni content on the sus-

ceptibility of SCCof stainless steel wires containing 18–20%Cr in a

MgCl2 solution boiling at 154�C [71].

FIGURE 51.15. Stress corrosion cracking of sensitized type 446

stainless steel in boiling sodium chloride solution (250X). Steel:

Heated 1 h at 1200�C (2190�F), water quenched. Solution: 50 ppm
Cl as NaCl, 100�C (212�F). Exposure: 1610 h as a U-bend. Struc-

ture: Intergranular cracking between austenite and ferrite grains

(oxalic acid etch).
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TABLE 51.6. Comparison of SCC in 45% MgCl2 and Various NaCl Testsa

Stress Corrosion Test

MgCl2 Test
b NaCl Wick Testc Aerated 26% NaClb Autoclave Testsb in 26% NACld

Alloy 155�C (310�F) 100�C (212�F) 102�C (215�F) 155�C (310�F) 200�C (390�F)

A1S1 304 18 Cr–8 Ni Cracked (<3 h) Cracked (<72 h) Cracked (72 h) Cracked (250 h) Cracked (between

48 and 72 h)

AISI 446 25 Cr Sensitized 1 h at

1150�C (2100�F)
Cracked (<17 h) Cracked (552 h) Cracked (<19 h) Cracked (<23 h)

Carpenter 20 33 Ni–20 Cr Cracked No crackinge No cracking f No cracking (655 h)

Cb-3 2.3 Mo–3.3 Cu–Cb (<40 h) (864 h) (2544 h)

W/29/4 29.7 Cr–3.9 Mo

C 100 ppm, N 56 ppm

No cracking

(2400 h)

No cracking (864 h) No cracking (655 h)

745 Sensitizedg

W/29/4/2

28.5 Cr–4.2 Mo

C 210 ppm, N 18 ppm

Cracked (<15 h) Cracked (72 h) Cracked (<19 h)

29.7 Cr–3.9 Mo–2.0 Ni

C 90 ppm, N 46 ppm

Cracked (3 h) No cracking

(3360 h)

No cracking f

(2528 h)

No cracking (487 h) No crackingh (655 h)

775 (high Mo) 29/4 28.5 Cr–7.0 Mo Cracked (<15 h) No cracking (864 h) No cracking (420 h)

C 20 ppm, N 41 ppm No cracking (2160 h)

28.5 Cr–4.2 Mo i Cracked (432 h)

With 0.60 Cu

With 0.15 Ni þ 0.15 Cu No cracking (2544 h)

With 0.15 Ni þ 0.20 Cu Cracked (432 h) No cracking (1440 h)

aSee [74] and [75].
bU-bend specimen, 19� 76mm (0.75 in. 3 in.).
cU-bend specimen, 51 � 78 mm with 25 mm redius (2 � 7 in.) with 1-in. radius); test solution: 1500 ppm Cl as NaCl.
dAir atmosphere in autoclave.
eAwelded specimen was also tested, with the same results.
fpH of MgCl2 test is 4.0 and of NaCl test 7.3. When HCl was added to NaCl was added to NaCl test to make pH 4.0, there also was no cracking in 2328 h.
gSpecimens were sensitized by heating 1 h at 540�C (1000�F). They were subject to severe intergranular attack in the ferric sulfate/sulfuric acid test.
hTwo specimens were tested.
iWelded U-bend specimens.
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nitrogen in this alloy, there is a major amount of austenite in

the structure. Note that, contrary to some expectations, the

transgranular crack path is confined to the ferrite phase and

avoids the austenite grains.

From the above, it may be concluded that susceptibility to

chloride cracking in stainless steels is a function not of the

crystal structure of ferrite or of austenite but of the composi-

tions of these phases and the presence of chromium-depleted

zones around precipitates in ferritic alloys.

In thework on the new Fe–Cr–Mo ferritic stainless steels

discussed below, it is reported [74, 75] that there are

important differences in stress corrosion of these alloys

depending on the type of chloride, MgCl2 or NaCl, used for

testing. These differences are important because the sodium

chloride test environments approximate service conditions

much more closely than the concentrated magnesium chlo-

ride solution.

The wick test (Table 51.6) was originally developed at Du

Pont [76, 77] to simulate a hot stainless steel pipe covered

with insulation and exposed to rain water. In this process,

chlorides in the insulation are leached to the hot stainless

steel surface and are concentrated there as water is

evaporated. The laboratory apparatus for this simulated

service test is shown in Figure 51.17. Its original purpose

was to evaluate insulation materials for their tendency to

cause SCC of stainless steels. To evaluate alloys,Warren [78]

replaced the insulation by glasswool and added chlorides to

the water. A relatively large, 17� 5-cm, U-bend specimen is

heated to 100�C by passing an electrical current through it

while it is in contact with the glasswool, which is partially

immersed in the chloride solution. The wicking action of the

glasswool draws the chloride solution to the hot specimen

where it is evaporated. Type 304 stainless steel cracks in<3 h

in the MgCl2 test and within <3 days in the wick test

(Table 51.6).

The test in boiling, saturated (26%) solution of sodium

chloride were made on small, 2.0� 7.5-cm, U-bend

FIGURE 51.16. Stress corrosion cracking of sensitized type 446

stainless steel in boiling 45% magnesium chloride solution (50X).

Steel: Heated 1 h at 1200�C (2190�F), water quenched. Solution:
155�C (310�F). Exposure: 17.5 h as a U-bend. Structure: Transgra-
nular cracking in ferrite grains only (oxalic acid etch).

FIGURE 51.17. Wick test arrangement [76, 77]. Solution: 1500 ppm Cl as NaCl.
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specimens to determine whether these simple immersion

tests could be used in place of the more complex wick

test. To eliminate the effect of the difference in tempera-

tures between the MgCl2 (155�C) and the NaCl tests

(102�C), U-bend specimens were also tested in autoclaves

with 26% NaCl at 155 and 200�C. As expected, type 304

steel cracks in all of these NaCl tests, as does the

sensitized ferritic type 446 steel. However, the high-nickel

Carpenter 20 Cb-3 alloy, which cracks in 40 h in the

MgCl2 test, is resistant in all of the NaCl tests of Ta-

ble 51.6. The natural pH of the MgCl2 solution is 4 and

that of the 26% NaCl solution is 7.3. To eliminate this

difference as a cause of the resistance in NaCl solutions,

HCl was added to the NaCl solution to bring the pH to 4.0.

Again, there was no cracking on Carpenter 20 Cb-3,

(Table 51.6). These results provided a basis for evaluating

the stress corrosion resistance of various new ferritic

alloys, ASTM G-126-96 [78a].

The concentration of MgCl2 solutions that boil at 155
�C,

the test temperature given above, is 45.0%MgCl2 [79]. These

test conditions were proposed in connection with the devel-

opment of a test apparatus [80] designed to maintain this

concentration over long (100-day) test periods (Fig. 51.18).

Small losses of water vapor result in a rapid increase of the

concentration ofMgCl2 and, consequently, also of the boiling

temperature. Both the test condition and the apparatus

have been incorporated in an ASTM recommended practice,

G-36 [81].

The even flow of condensate in a large, thin film from the

condenser into the boiling (155�C) 45%magnesium chloride

solution preheats it and thereby expels dissolved air (oxygen)

before it reaches the boiling solution. This is in marked

contrast to the dripping of condensate from the tips of Allihn

and finger condensers (Fig. 51.19). Preheating is minimized

when cold condensate drops fall directly into the solution.

Data in Table 51.6A show that in 42–45% magnesium

chloride solution there is no condenser effect or effect of

sparging the boiling solution with oxygen on stress corrosion

of type 304 stainless steel. However, below this concentration

and boiling temperature there is a progressively greater effect

of condenser design and sparging [81a]. Even the length of

the drip tip (1 vs. 5 cm) affects the time to cracking because

the longer drip tip results in more preheating of the conden-

sate in the hot vapor space than the shorter drip tip. Similar

results have been obtained on Carpenter 20 Cb-3 alloy.

In 26%NaCl solution type 304 fails by stress corrosion in

144 h with a finger condenser and in 248 h with the modified

condenser when sparged with oxygen. However, without

sparging this alloy does not crack even after 1500 h with

the modified condenser. Various types of condensers also

affect corrosion rates of stainless steels in 65% nitric

acid [81b] and in reducing acids [81c].

FIGURE 51.18. Assembly of glass apparatus for long-time tests in boiling 45%magnesium chloride

solution [80]. U-bend stress corrosion specimen. The trap contains a 25%MgCl2 solution and prevents

loss of water vapor from the test solutions. To prevent sudden generation of steam when cold

condensate drops into the boiling [155�C (310�F)] solution, the drip tip of the condenser has been

replaced by a design that provides an even flow of condensate down thewall of the flask. The result is a

continuous flow of preheated condensate into the solution.
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D. NEW FERRITIC STAINLESS STEELS

D1. Origin and Composition

The continuing application of the basic 18% Cr–8%Ni, type

304 stainless steel since 1912 throughout the industrial world

indicates that in this alloy, along with its variations, types

304L, 316, 316L, 321, and 347, an optimumbalance has been

achieved in alloy composition. Contrasting requirements for

resistance to corrosion in a wide range of environments,

together with requirements for formability and weldability,

have been successfully compromised. To obtain a significant

improvement in resistance to corrosion by reducing acids and

to chloride SCC in NaCl solutions necessitated a major

departure from this composition. The nickel content was

increased from �10 to 35% and 3.5% copper was added.

However, this large and costly increase in nickel content had

FIGURE 51.19. Types of condensers.

TABLE 51.6A. Effect of Condenser Design on Time to Cracking of Type 304 SS in Boilinga MgCl2

Time to Cracking (h)

Solution Allihn, Drip-Tip (Length) Modified Allihn (Sparging)

Concentration (wt %) Temperature (�C) Finger 1 cm 5 cm (None) (Oxygen)

13 105 1000

24 110 63 933 1250b 1513 47

28 115 61 548b 745b 1600b 22

32 120 12 28b 48b 879 16

37 130 5 6b 10b 21 2

42 145 1b 1b 1b

45 155 1 1 1

47 160 1.3 b 1.3b

50 170 2b 2b

aU-bend specimens.
bAverages of two specimens, all other data are averages of three specimens. Cracking times of <1 h were not determined.
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no significant beneficial effect on the resistance to chloride

pitting and crevice corrosion.

Asmentioned above, the ferritic alloys types 430 and 446

are resistant to stress corrosion both in the MgCl2 and

various NaCl solutions when in the mill-annealed

condition. But welding impairs their ductility as well as

their resistance to intergranular corrosion and to SCC.

Welded type 430 steel fails by intergranular attack even in

tap water [82] and, as noted above, is subject to SCC in

boiling water containing only 50 ppm Cl as NaCl [73].

Furthermore, the transition temperature from ductile to

brittle fracture is very high for these commercial alloys

(e.g., þ 120�C for type 446 as compared with less than

–240�C for type 304).

About 10 years ago, the above limitations in the available

ferritic and austenitic stainless steels stimulated several

independent and partly simultaneous efforts in the United

States and in Germany aimed at developing new ferritic

compositions that would overcome these limitations. Also,

at this time new improvements in commercial melting and

refining methods, along with the previously available vacu-

um induction and vacuum arc remelt processes, made it

possible to produce large heats with low carbon and nitrogen

concentrations. These new processes are vacuum-oxygen

decarburization (VOD), electron-beam (EB) refining, and

the previously mentioned argon–oxygen decarburization

(AOD). The latter is nowwidely employed for the production

of stainless steels [36].

In 1951, before the new processes were available, Binder

and Spendelow [83] concluded from a study of high-purity

Fe–Cr alloys that the decrease in impact strength as the

chromium content is raised >20% is due not to chromium

but is associatedwith the carbon and nitrogen contents.When

these are low (C þ N <0.04%), increasing chromium from

12 to 25% has a toughening influence on these steels. The

transition temperature is lowered by about 65�C. Knowledge
of the beneficial effects of low carbon and nitrogen concen-

trations on the mechanical properties and corrosion resis-

tance of Fe–Cr alloys, together with the availability of the

necessary commercial processes for achieving these levels,

provided the opportunity for the development of new ferritic

stainless steels. The following deals with the origin and

properties of some of these. The selection is confined to

alloys that have already been produced in commercial quan-

tities as mill forms, such as sheet and tubing (Table 51.7).

Ideally, experimental alloysmade in the laboratory should

be evaluated in plant tests. However, for such tests relatively

large amounts of material are required along with testing

times of 6–18 months, in some cases, for example, cooling

water environments. For these reasons, it is necessary to

develop and apply rapid and therefore severe laboratory tests

to evaluate experimental alloys for resistance to general,

pitting, crevice, intergranular, and stress corrosion. The

choice of these tests is critical, because they determine the

validity of the results. By the selection of very severe testing

conditions and criteria for evaluation of test specimens, the

gap between laboratory data and service performance can be

narrowed, but not closed. Ultimate proof of the utility of

promising compositions can be provided only by tests in

plant environments and service in operating equipment.

All of the new ferritic alloys contain molybdenum for

reasons shown below. When they contain nickel, it is in

relatively small amounts. This is an advantage during

shortages in the supply of this element such as have occurred

several times.

D1.1. 18 Cr–2 Mo–Ti (S44400). Three new groups of

alloys are shown in Table 51.7, along with the 18 Cr–2

Mo–Ti alloy, which has been in use for some time in Europe

and is also produced in the United States. The limits for

carbon and nitrogen, (Table 51.7) for this alloy are a result of

extensive research on this composition at the laboratories of

the Climax Molybdenum Company [84–86]. To maintain

the concentrations of carbon and nitrogen as shown in

Table 51.7, the alloy must be made by the AOD or VOD

process.With the exception described below, it resists stress

corrosion cracking in various laboratory tests and its resis-

tance to chloride pitting is approximately on a level with

that of type 304 steel. However, in oxidizing acids, there is

rapid attack on intermetallic phases and titanium carbides.

D1.2. 26 Cr–1 Mo. In 1970, Schwartz et al. [87] and

others [88–91] of Airco Vacuum Metals, Division of Airco

Inc., introduced the first high-purity alloy. The E-Brite 26-1*

(S44627) composition was the result of an effort to improve

on the properties of the 26% Cr, type 446 steel. Low carbon

and nitrogen concentrations (C þ N� 200 ppm) were

achieved by a new combination of vacuum induction melting

followed by electron-beam continuous hearth refining. Even

these low concentrations of nitrogen (150 ppm maximum)

resulted in some susceptibility to intergranular attack on

weldments. For this reason, niobium, in concentrations from

13 to 29 times the nitrogen content, is being added [92].

However, this small addition is not generally shown in the

analyses given for the “high-purity” 26-1 alloy [91]. In

addition to its resistance to chloride stress corrosion, this

alloy has approximately the corrosion resistance of type 316

stainless steel in acid and in pitting environments. The low

carbon and nitrogen concentrations have reduced the tran-

sition temperature to � 62�C as compared with þ 120�C for

type 446 steel.

When the 26Cr–1Mo alloy ismade by the argon–oxygen

or the vacuum oxygen decarburization processes, carbon

and nitrogen cannot be reduced to such low concentrations

and, to prevent precipitation of chromium carbides and

* Trademark of Airco Inc. Acquired by Allegheny Ludium Industries. June

1977. Now produced by vacuum induction melting.
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nitrides, titanium has been added [93–96]. It has proven to

be effective in preventing intergranular attack associated

with chromium carbide and nitride precipitates. However,

there is an increase in the transition temperature to þ 40�C
and some susceptibility to intergranular attack at grain

boundaries of weldments in oxidizing environments asso-

ciated with intermetallic phases and titanium carbide and

nitride precipitates.

D1.3. 28 Cr–2 Mo. A second high-purity alloy was

developed at the Deutsche Edelstahlwerke [now Thyssen

Edelstahlwerke (TEW)] inKrefeld,Germany, byOppenheim

and Lennartz [97] andOppenheim and Laddach [98] in 1971.

Their high-purity (C þ N� 100 ppm, with 50 ppm

desirable) 28% Cr–2% Mo composition requires vacuum

melting followed by vacuum arc remelting [99] to give a

transition temperature near 0�C. This development was

based on previous work by Tofaute and Rocha [100], who

reported in 1954 on work carried out about 10 years before.

They investigated the effect of nickel, molybdenum, and

copper additions to alloys with 20–30% Cr in a search for

resistance to sulfuric acid. Because of the high carbon (and

nitrogen) content (0.04–07% C) of their alloys, these com-

positions had high transition temperatures and were difficult

to process into mill forms. This prevented their development

into commercial products.

TABLE 51.7. New Ferritic Stainless Steels

Alloya
Limits for Carbon, Nitrogen,

and Stabilizers (%) Melting and Refining Processes References

I Fe–18 Cr–2 Mo–Ti

UNS S44400

C 0.0250 max

N 0.0250 max

Argon–oxygen

decarburization

or

84, 85, 86,114, 115

C þ N< 0.030 desirable Vacuum–oxygen decarburization

Ti þ Nb¼ 0.20 þ
4(C þ N) min¼ 0.80 max

II Fe–26 Cr–1 Mo

UNS S44627

C 0.0050 max

N 0.0150 max

Electron beam

hearth refining

or

87, 88, 89, 90, 91, 92

Nb 13–29 (N) Vacuum induction melting

II-A Fe–26 Cr–1 Mo–Ti

UNS S44626

C 0.0400 max Argon–oxygen decarburization 93, 94, 95

N 0.0400 max

0.2–1.0 Ti

C þ N 0.050 typical

II-B Fe–26 Cr–3 Mo–2 Ni–Ti

(UNS S44660)

C 0.030 max Argon–oxygen decarburization 137

N 0.040 max

Ti–Nb¼ 0.20–1.00

TiþNb� 6(CþN)

III Fe–28 Cr–2 Mo

DIN 1.4138

C þ N� 0.0100 Vacuum melting follow

by arc remelting

97, 98

Desirable C þ N� 0.050

III-A Fe–28 Cr–2 Mo–4 Ni–Nb

DIN 1.4575

C 0.0150 max Vacuum–oxygen decarburization 99, 101, 102, 116, 120

N 0.0350 max

C þ N� 0.0400 with

Nb� 12(C þ N)þ 0.2

IV Fe–29 Cr–4 Mo

UNS S44700

C 0.0100 max

N 0.0200 max

Vacuum induction

melting or electron

74, 75, 103

C þ N¼ 0.0250 max beam refining

IV-A Fe–29 Cr–4 Mo–2 Ni

UNS S44800

Same Vacuum induction melting 104, 110, 119

IV-B Fe–29 Cr–4 Mo–Ti

(UNS S44735)

C 0.030 max Argon–oxygen decarburization 138

N 0.045 max

TiþNb¼0.20–1.00

TiþNb�6(CþN)

aRanges for chromium and molybdenum are shown in Figure 51.18.
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The availability of the new processes for melting and

refining stainless steels led Oppenheim and Lennartz to

reexamine this field with the aim of developing an alloy with

resistance to corrosion by sea water up to boiling tempera-

tures. They determined pitting potentials by potentiostatic

anodic polarization and concluded that an alloy with 28%

Cr–2% Mo met these requirements. In later potentiostatic

tests [101]with synthetic crevices, they found that it is subject

to crevice corrosion in 3% NaCl solutions at 40�C. Potentio-
static pitting tests are made by using an auxiliary cathode and

an external emf for a stepwise increase in the noble direction

of the potential of a specimen anode immersed in a chloride

solution. The current flow between the specimen and

the cathode is observed. The potential at which there is a

large increase in this current flow is the pitting potential. The

increase in current is a result of pit initiation. High pitting

potentials indicate high resistance to pit initiation.

To provide a wider range of resistance to corrosion in

sulfuric acid and in sea water, 4% nickel was added to the 28

Cr–2 Mo alloy [102]. Further development work, supported

by the German Ministry for Research and Technology, was

intended to make it possible to melt this alloy by the vacuum

or argon–oxygen decarburization processes in place of the

more costly induction melting followed by vacuum arc

remelting procedures. About 0.5% niobium was added to

combine with the higher carbon and nitrogen contents (C þ
N� 400 ppm) resulting from this process [99, 101].

D1.4. 29 Cr-4 Mo*. The high-purity 29% Cr–4% Mo alloy

is the result of a development effort [75, 104] at the Du Pont

Experimental Station. It was initiated in 1966. The aim of this

investigation was to develop the maximum pitting and crev-

ice corrosion resistance available in the Fe–Cr–Mo system

while retaining resistance to chloride SCC. In addition, for

industrial applications, formability, toughness, and ductility

were required. Note that, unlike the other high-purity alloys

in Table 51.7, the total concentration of C þ N, which can be

tolerated in the 29 Cr–4 Mo alloy is 250 ppm. In particular,

the tolerance for nitrogen is 200 ppm. This is important

because, while carbon can be reduced to as low as 10–50 ppm

in the new refining processes, it is difficult to reduce nitrogen

much below 100 ppm. For the high-purity 26 Cr–1 Mo alloy

(i.e., in the absence of stabilized elements), the upper limit of

150 ppm N is probably too high by >60ppm when it is

essential to avoid intergranular attack on weldments.

Nickel (2%) was added to the 29 Cr–4Mo composition to

increase resistance to reducing acids. This additionmakes the

alloy self-repassivating in boiling 10% sulfuric acid and in

boiling 1%hydrochloric acid. Both the 29Cr–4Mo (S44700)

and the 29 Cr–4Mo–2 Ni (S44800) alloys have been made in

commercial quantifies by the Allegheny Ludlum Steel Co.

using vacuum induction melting (VIM). The 29 Cr–4 Mo

alloy has also been made by electron-beam refining.

D1.5. Stabilized Superferritic Alloys. The vacuum melting

process and the high-purity raw materials required by that

process raised the costs of producing the low interstitial

alloys like 29-4 andmade them too expensive for wide usage.

The AOD process allowed the production of high-Cr alloys

with interstitial contents low enough to make the production

of air-melted, AOD-refined, stabilized superferritic stainless/

steels practical. This technologywas exploited byCrucible to

create the SEACURE� alloy**, UNS S44660 [104a] Fe–26

Cr–3 Mo–2 Ni–Ti, with was the first seawater-capable, air-

melted superferritic stainless steel. Subsequently, Allegheny

Ludlum developed an air-melted, stabilized version of the

29-4 alloy that was designated AL 29-4C� alloy,† UNS

S44735 [104b]. These alloys were not as tough as the

vacuum-melted, low-interstitial grades but showed sufficient

toughness to allow their widespread use in thin-wall applica-

tions. S44735material has been used up to 1.25mmthickness,

while the nickel addition to S44660 material gives it useful

toughness to about 2.5mm thickness. They have been used as

condenser tubing in numerous coastal power stations as well

as in other corrosive waters. A notable use for these materials

has been in high-efficiency furnace equipment, where they

exhibit resistance to the corrosive anions that can be concen-

trated in flue gas condensate [104e]

D2. Pitting and Crevice Corrosion

The requirements for pitting resistance in the alloy devel-

opment work at Du Pont [75] were derived from the need for

exchanger tubing that would resist crevice, pitting, and stress

corrosion when exposed to river waters containing manga-

nese. To prevent clogging by the accumulation of organic

slimes in these heat exchangers, the river water was chlori-

nated for short periods several times a day. Under these

circumstances, Carpenter 20 Cb-3 tubes failed in six months

of service. The failure by crevice corrosion was attributed to

the combined action of permanganate and chloride ions

formed when chlorinated water comes into contact with the

manganese dioxide water deposit [105]. Simulation of this

process in the laboratory led to a solution of 2%KMnO4–2%

NaCl with a corrosion potential of þ 0.6V vs. SCE and a pH

7.5. Alone, neither of these reagents is corrosive to austenitic

stainless steels. However, in combination these reagents

cause rapid pitting at room temperature on all the common

ferritic and austenitic stainless steels, as well as on Carpenter

20 Cbr–3, in <24 h (Table 51.8). When there is pitting* In previous publications [75, 103] this alloy was identified as “28-4.” For

the new ferritic alloys, the center of the concentration range for chromium

and molybdenum is being used (Fig. 51.18). Therefore, this practice is also

being followed for the 29-4 alloys. † AL 29-4C� is a registered trademark of ATI Properties Inc.

** SEA-CURE is a registered trademark of Plymouth Tube Co.
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TABLE 51.8. Comparison of Pitting Resistance

Pitting Corrosiona

Alloy Element (%) KMnO4–NaCl
b FeCl3

c

UNS No. Stainless Steels Cr Ni Mo Cu Si Cb RT

50�C
(120�F)

75�C
(165�F)

90�C
(195�F) RT

50�C
(120�F)

S43000 AISI 430 16.2 F F

S44600 AISI 446 25.5 F F

S30400 AISI 304 18.4 9.1 F F

S31000 AISI 310 25 20 F F

S31600 AISI 316 17.5 12.8 2.3 F F

S31603 AISI 316L 18.4 12.9 3.0 F F

N08020 Carpenter 20Cb-3 19.8 34.6 2.3 3.3 0.6 F F

SP-2d 18 10 2.5 2.5 R R F R F

N08367 Fe�21 Cr�24 Ni�6 Mo�N 21 24 6 (0.2 N) R R

S31254 Fe�21 Cr�18 Ni�6 Mo�N 21 18 6 (0.2 N) R R

Nickel�chromium alloys Ni Cr Mo Fe Cu Other

N06600 Inconel alloy 600 77 15 7 0.1 R F F

N06025 Inconel alloy 625 59 22 9.0 5 0.4 Cb R R R R R F

N08800 Incoloy alloy 800 32 21 47 0.4 R F F

N08825 Incoly alloy 825 42 21 30 1.8 Ti R R F F

Nickel-base alloys Cr Mo Fe Cu Other

N10001 Hastelloy alloy B 1 28 5 2.5 Co. FG FG
N10002 Hastelloy alloy C 16 16 6 4W R R R R Re

N06007 Hastelloy alloy G 22 6.5 20 2.5 R F

Titanium R R R R R Re

New ferritic stainless steels

S44400 Fe�18 Cr�2 MO�Ti F F

Fe�26 Cr�1 MO R R F F F F

Fe�28 Cr�2 MO R R F F R F

Fe�28 Cr�2 MO�4 Ni�Nb R R F F R F

S44700 Fe�29 Cr�4 MO R R R R R R

S44800 Fe�29 Cr�4 MO�2 Ni R R R R R R

S44660 Fe�27 Cr�3 Mo�1,
Ni�Ti, Nb

27 1 3 R R

S44735 Fe�29 Cr�4 Mo�Ti, Nb 29 4 R R

aR ¼ No pitting; F ¼ failed by pitting and/or crevice corrosion; FG ¼ failed by general corrosion.
b2% KMnO4�2% NaCl—no crevices (pH 7.5).
c10% FeCl3	6H2O with crevies (pH 1.6).
dWith 0.2% N and 0.033% C.
eResistant up to 65�C (150 F).
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(anodic sites), the cathodic reaction consists of reduction of

soluble permanganate to insoluble manganese oxide at the

cathodic areas (Fig. 51.20). A simple, visual demonstration of

the electrochemistry involved in corrosion is thus provided.

A lead for the alloy development work was provided by

the results on the most pitting-resistan austenitic alloy, SP-2,

mentioned above [65]. This experimental alloy, a 316L with

2.5% Si and 0.23% N, proved to be resistant in the

KMn04–NaCl solution, not only at room temperature but

also at 50�C (Table 51.8). In the alloy development program,

a similar alloywithout the 10%Niwasmade to provide stress

corrosion resistance, 20 Cr–2 Mo–2 Si. This was as resistant

in the KMn04–NaCl solution as the SP-2 alloy. Eventually,

because of problems with reproducibility, the silicon was

replaced by more molybdenum. To simulate conditions in

heat exchangers, the temperature was raised in steps to 90�C
in the search for even more resistant compositions. The

results are shown in Figure 51.21 [102a).

Because the permanganate–chloride test was new, a com-

parison was made with results obtained, in the familiar 10%

FIGURE 51.20. Permanganate/chloride test specimens [75]. (a) Pitted type 430 specimen with

coating of manganese oxides, 15 h at 90�C (195�F). (b.) Same specimen after removal of coating. (c)

Typical resistant Fe–Cr–Mo alloy specimen after 16 months at 90�C (195�F).

FIGURE 51.21. Effect of chromium and molybdenum in Fe–Cr–Mo alloys on pitting, crevice, and

stress corrosion.
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ferric chloride solution using a specimen with six crevices

(Fig. 51.22) The pH of this solution is 1.6 and the corrosion

potential is also about þ 0.6V vs. SCE. Data in Figure 51.18

and Table 51.8 show that the ferric chloride crevice test at

50�C is consistently more severe than the permanganate–

chloride test at 90�C.Data on commercial alloys inTable 51.8

characterize the two pitting tests. Only the nickel–based

lnconel alloy 625, Hastelloy alloy C, Hastelloy alloy G,

and titanium are resistant in the KMn04–NaCl solution at

90�C. Of these three materials, only Hastelloy alloy C and

titanium resist pitting and crevice corrosion in ferric chlo-

ride at 50�C. These two materials are resistant up to 65�C.
At 75�C, they too fail by crevice corrosion in ferric chloride
solution.

Figure 51.21 shows what the chromium and molybdenum

concentrations in high–purity alloys must be to resist chlo-

ride pitting and crevice corrosion. It is apparent that chro-

mium alonewithoutmolybdenum cannot provide resistance

in the two tests shown, at 36 or even 40%Cr [102a]. Neither

the 26 Cr–1 Mo nor the 28 Cr–2 Mo alloy has optimum

pitting resistance obtainable in the Fe–Cr–Mo system. In

the permanganate chloride test, both alloys are resistant

only up to 50�C and in the ferric chloride test, only the 28

Cr–2 Mo is resistant at room temperature (Table 51.8).

Sometimes the 26 Cr–I Mo alloy is also classed as resistant

in the latter test, but the photographs of specimens show [88]

that there was some crevice attack in these tests and,

therefore, the discrepancy is a result of different rating

criteria. Resistant (R) in Table 51.8 and Figure 51.21

indicates that there was no pitting or crevice attack.

The composition of the 29 Cr–4 Mo alloy was selected

to provide resistance to crevice and pitting corrosion in

ferric chloride solution at 50�C, which means the com-

positions is also resistant at 90�C in the KMnO4–NaCl

solution. Because high molybdenum contents (> 4.6%)

and high chromium contents (> 32.5%) contribute to a

loss in ductility, a composition well away from these

regions was selected. The 4% molybdenum in this alloy

provides additional benefits. It is responsible for the

important increase in the tolerance for residual nitrogen

discussed below.

Addition of 2% Ni to the 29 Cr–4 Mo composition does

not impair resistance to pitting corrosion. However, increas-

ing the nickel content beyond the 2.2% specified for the alloy

to 2.5% does reduce resistance in the ferric chloride test at

50�C (Table 51.9). This effect has also been found by Okada

et al. [106] and by Bond et al. [107] and is another example

of the complex role of nickel in the corrosion resistance of

stainless steels.

Both the 29Cr–4Mo and the 29Cr–4Mo–2Ni alloys have

been tested by immersion in the ocean with severe synthetic

(Teflon or Delrin) crevices on the specimens. In addition,

during the 9-month exposure a layer of marine organisms

4 cm thick formed on the front and back of each test piece.

There was no corrosion, pitting, or crevice attack on either of

the two alloys [103].

Similar excellent results were obtained in two other

crevice corrosion test programs in natural sea water in

1980. The 29 Cr–4 Mo alloys were part of a group of

36 ferritic and austenitic alloys having a wide range of

alloy compositions [107a] and with polymeric (Teflon)

crevices.

D2.1. A Precaution. It should be noted, however, that these

results do not apply to all kinds of crevices. For example, it

has been found that a metal–metal crevice consisting of a

high-chromium alloy such as 29 Cr–4 Mo with a lower

chromium alloy such as 18 Cr–8 Ni may result in severe

attack in the crevice on the alloy with the higher chromium

content. When the low-resistance 18 Cr–8 Ni alloy is

attacked by the seawater, the solution in the crevice becomes

very acidic and also causes attack on the high-chromium

alloy. In the active state the corrosion potential of this alloy is

more anodic than the lower chromium 18 Cr–8 Ni material.

As a result, attack on the high-chromium alloy is increased

and it provides cathodic protection for the 18/8 alloy. It is

therefore essential to use highly resistant alloys for tube

sheets when high-chromium alloys are used for tubes in heat

exchangers [107b, 107c].

D2.2. Ranking and Predicting Chloride Corrosion
Resistance. Just as in the austenitic alloys, chromium and

molybdenum act in synergy to provide resistance to the

ferritic stainless steels against chloride pitting. While nitro-

gen provides no enhancement of the ferritic alloys, the PRE

formula provides a useful ranking among the ferritic alloys,

but there is a significant offset between the austenitic and

ferritic alloys, as shown in Figure 51.23.

FIGURE 51.22. Ferric chloride test specimens [75]. Right: Spec-

imen with six crevices ready for testing. Left: After testing with

attack at four crevices formed by elastics and under Teflon TM

blocks.
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D3. General Corrosion

Table 51.3 provides a survey of corrosion rates for compar-

ison of the new ferritic stainless steels with each other and

with commercially available alloys commonly used for

resistance to acids. The acids selected for these tests include

a wide range of severely corrosive environments, oxidizing,

acids, and organic and inorganic reducing acids. Four types

of behavior are represented in Table 51.3:

1. Passive state that is not converted into the active

condition by contact with an iron rod while the speci-

mens are immersed in the test solution. Examples are

all of the alloys in concentrated nitric acid and, with the

exception of type 430, in acetic acid.

2. Passive state that, after conversion galvanically to ac-

tive, hydrogen evolution corrosion by contact with an

iron rod, is reestablished spontaneously when the gal-

vanic contact is interrupted. This is self-repassivation.

Examples are the two nickel-bearing Fe–Cr–Mo alloys

in the sulfuric and hydrochloric acid tests.

3. Passive but not self-repassivating. On immersion, the

alloy is passive and remains in this state. However,

when galvanically activated with an iron rod, there is

no repassivation when the rod is removed. Passivity

can be restored simply by removing the specimen from

the flask and exposing it to the air or rinsing it in water

before reimmersing it in the acid solution. In

Table 51.3, these are identified by “d” and the rates

in both the passive and the active states are listed.

4. Active state with hydrogen evolution corrosion that

begins when the specimen is immersed in the boiling

solution. Examples are all the tests on type 430 steel in

reducing acids.

As already noted above, of all the old alloys in Table 51.3,

Carpenter 20 Cb-3 has the best overall resistance to various

types of boiling acids. Hastelloy alloy C, because of the

deleterious effect of its high molybdenum content (16%)

and because of its somewhat low chromium content

(15.5%), has the highest corrosion rate of all the alloys in

the oxidizing acids [108]. On the new alloys, corrosion in

oxidizing acids is a function of the chromium content. The
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FIGURE 51.23. CPT vs. PREN for ferritic alloys [65l].

TABLE 51.9. Effect of Nickel Addition to 29 Cr–4 Mo Alloya

Elements(%)

Boiling 10% Sulfuric Acid Pitting Corrosionb

Cr Mo Ni State

Corrosion

Rate (mm/year) KMnO4–NaCl
c FeCl3

d
Stress Corrosione

(Not Welded)

28.0 4.0 0.10 Active 1600 R R Resistant

28.0 4.0 0.20 Active 1516 R R Resistant

28.0 4.0 0.25 Passive 1.4 R R Failed

28.0 4.0 0.30 Passive 1.3 R R Cracked after 119 h

28.0 4.0 0.40 Passive 0.7 R R Cracked after 261 h

28.0 4.0 0.50 Passive 0.6 R R Cracked after 16 h

28.5 4.0 1.5 Passive 0.2 R R Cracked in < 16 h

28.5 4.2 1.8 Passive 0.3 R R Cracked

28.5 4.2 2.0 Passive f 0.2 R R Cracked in 3 h

28.5 4.2 2.5 Passive f 0.3 R F —

28.5 4.2 3.0 Passive f 0.2 R F —

aSee [103].
bR ¼ resistant to pitting and cervice corrosion; F ¼ failed; — ¼ not tested.
c2% KMnO4–2% NaCl at 90�C (195�F).
d10% FeCl3	6H2O at 50�C (120�F) with cervices.
eMagnesium chloride test (45%); resistant ¼ no cracking after 2400 h.
fSelf-respassivating.
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relatively high rate of the 18 Cr–2 Mo–Ti alloy is a result of

preferential attack on intermetallic phases and on titanium

carbides and nitrides. Similar effects are found on the

titanium-stabilized 26 Cr–1 Mo alloy.

The 29 Cr–4 Mo alloy’s performance is equal to or

superior to that of Carpenter 20 Cb-3 except in inorganic

reducing acids. In boiling 10% sodium bisulfate, the alloy is

passive, but not self-repassivating, and in boiling 10% sul-

furic and 1% hydrochloric acid the alloy is active and has

very high corrosion rates. However, addition of only 0.25%

Ni to the 29 Cr–4 Mo alloy makes it passive but not self-

repassivating in boiling 10% sulfuric acid, (Table 51.9). The

amount of nickel required for passivity is a function of both

the chromium and molybdenum concentration. For self-

repassivation, 2% Ni is required. The 2% nickel also makes

the alloy self-repassivating in boiling 1% HCl.

Addition of 4% Ni to the TEW 28 Cr–2 Mo alloy

provides resistance comparable to that of the 29 Cr–4 Mo

alloy. Both alloy are self-repassivating in boiling 10%

sulfuric acid and have corrosion rates that are only one-

fifth that of Carpenter 20 Cb-3. But they are not resistant in

boiling solutions above 10% [102]. The fact that the higher

(4%) nickel content in the 28 Cr–2 Mo alloy does not

provide passivity in sulfuric acid at concentrations >10%

seems to be a result of the presence of niobium in this alloy.

Bond et al. [107] reported that the use of titanium in place of

niobium provides passivity up to 25% acid. However,

titanium raises the impact transition temperature. The acid

corrosion resistance of the two nickel-bearing alloys, 29

Cr–4 Mo–2 Ni and 28 Cr–2 Mo–4 Ni, is essentially equiv-

alent to that of Carpenter 20 Cb-3 in the solutions of

Table 51.3.

Because the 26 Cr–1 Mo and 18 Cr–2 Mo alloys do not

contain nickel, they are not resistant in the boiling inor-

ganic acids of Table 51.3. Also, because of their lower

chromium and molybdenum contents as compared with the

29 Cr–4 Mo alloy, their resistance in the more corrosive

organic acids is lower than that of the 29 Cr–4 Mo alloy.

In general, the 26 Cr–1 Mo alloy is more resistance than the

18 Cr–2 Mo alloy.

Note that titanium, which has outstanding resistance in

the two chloride pitting and crevice corrosion tests and is

resistant to chloride stress corrosion, has high resistance only

in nitric and acetic acid solutions of Table 51.3. In heat

exchangers, for example, titanium provides excellent resis-

tance to corrosion by natural cooling waters, but its range of

resistance to process fluids is severely limited as compared

with Carpenter 20 Cb-3 and several of the new alloys in

Table 51.3.A new titanium alloy (Ti–38A)with 0.3%Moand

0.8% Ni has recently been introduced to extend the range of

resistance to acids. This alloy is now known as titanium

Grade 12, UNS R53400. In the solutions of Table 51.3, the

corrosion of the new alloy is significantly lower only in

boiling 45% formic acid, 22 vs. 0.0mm/year. In some acids

the rate of the new alloy is higher than that of commercially

pure titanium.

The temperatures and acid concentrations of Table 51.3

represent relatively severe conditions. In some cases, alloys

that are listed as having high rates of corrosion become

passive and self-repassivating at lower temperatures and/or

concentrations of acid.

D4. Intergranular Corrosion

D4.1. Chromium Carbides and Nitrides. Susceptibility to

intergranular attack in the new ferritic alloys has frequently

been determined by testing a specimen containing a weld-

ment without filler metal made by using a shielded tungsten

arc to melt the alloy, that is, an autogenous weld. Such a

specimen approximates the actual thermal cycles that the

material may undergo during fabrication by welding.

Because of this, evidence of intergranular attack in one or

more of the components of the weldment, weld metal, fusion

zone, heat-affected zone, or base metal shows that such

material may be subject to intergranular attackwhen exposed

in an environment that produces intergranular attack on

sensitized grain boundaries. Preferential attack on a narrow

component of the weldment makes it impossible to use

weight loss determinations for detecting susceptibility to

intergranular attack. Other methods, such as visual exami-

nation of corroded surfaces for dropped grains or for fissures

on specimens that have been bent after testing, must be used.

Because the solubility for nitrogen is lower in ferrite than in

austenite, chromium nitrides form in ferritic stainless steels

and also contribute to susceptibility to intergranular attack.

The involvement of nitrogen was reported in 1952 by Hou-

dremont andTofaute [109]. Therefore, the nitrogen content of

the Fe–Cr–Mo alloys must be held to low concentrations, not

only during melting and refining, but also during welding

operations. To prevent absorption of nitrogen by molten weld

beads from the air, the new alloys must be protected on both

sides by a blanket of argon or helium gas (shielded). In

contrast, during heat treatments, there is no problem of

nitrogen absorption from air atmospheres by solid metal.

Two copper sulfate tests, the HNO3–HF test and the ferric

sulfate–50% sulfuric acid test, have been used to detect

susceptibility to intergranular attack associated with chro-

mium carbide and nitride precipitates in ferritic alloys. As

shown in Figure 51.9, the nitric acid test is relatively insen-

sitive for this purpose. In a new ASTM standard, A-763, for

evaluating ferritic stainless steels, the number of testmethods

has been reduced to three, the ferric sulfate test and two

versions of the copper sulfate test, with 15% sulfuric acid for

alloys containing 17–20%Cr and 50% sulfuric acid for alloys

with 25–30% Cr [111].

Intergranular corrosion in Fe–Cr–Mo alloys is a function

of the carbon and nitrogen contents, their solubility, and rates

of diffusion. Unexpectedly, it has been found that increasing
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themolybdenum content increases the tolerance for nitrogen,

which is difficult to reducemuchbelow100 ppmby anyof the

refining procedures. Several investigators [75, 85, 95] have

shown that weldments in the 26 Cr–1 Mo alloy containing

nitrogen in concentrations greater than �80 ppm are subject

to intergranular attack. Thus, the available refining methods

cannot consistently provide a low enough concentration of

nitrogen to prevent intergranular attack on weldments in the

high-purity 26 Cr–1 Mo alloy.

Because of this problem, small amounts of niobium

(0.05–0.08%) have been added to the EB 26-1 alloy [92].

Such additions have been made for �5 years but have not

been shown in recent analysis for which 150 ppm nitrogen is

given as the maximum, with 100 ppm as a typical concen-

tration [91]. These additions of niobium have, however, not

prevented some susceptibility to intergranular attack. Sweet*

reported intergranular attack on weldments exposed in the

ferric sulfate–sulfuric acid test. The attack was only two

layers deep. However, heating of EB 26-1 alloys for 30min at

593�C (1100�F) resulted in severe susceptibility to inter-

granular attack throughout the entire cross section. There is a

possibility that the reason for this is that the amount of

niobium added (0.05–0.08%) is less than that specified

(13–29 times the %N) in the patent [92] on this

subject. Completely stabilized 26 Cr–l Mo material, such

as 26 Cr–l Mo–Ti, is resistant to intergranular attack after

such a heat treatment at 593�C (1100�F).
Extensive data on the 29 Cr–4 Mo alloy support the

conclusion that there is a much higher tolerance for nitro-

gen, 200 ppm in this alloy than in the 26 Cr–l Mo compo-

sition. Thus, the concentration of �100 ppm N, which can

be achieved by vacuum induction or by electron beam

refining, is entirely adequate for the 29 Cr–4 Mo alloy. The

limits for carbon and nitrogen in the 29 Cr–4 Mo alloy,

C� 100 ppm, N� 200 ppm with C þ N� 250 ppm, as

defined in the original investigation of this alloy [75], have

been completely supported by Nichol and Davis [110].

They tested weldments and specimens that had been heated

at 1010, 1121, and 1232�C and either quenched or air

cooled. None of the compositions that met the above limits

for carbon and nitrogen showed intergranular attack in the

four evaluation tests used. These evaluation tests were

copper sulfate with 16 and 50% sulfuric acid, HNO3–HF,

and the ferric sulfate test. In the 29 Cr–4 Mo alloy, increas-

ing nitrogen concentrations in excess of 200 ppm impair

first mechanical properties and then resistance to intergran-

ular attack and chloride pitting.

Because the carbon contents of all of the new ferritic

alloys must be held to low values, pick-up of carbon during

processing and forming operations must be avoided. Carbo-

naceous lubricants must be thoroughly removed before heat

treatments.

D4.2. Intermetallic Compounds. Thermal exposures in

the range of 700–925�C can result in formation of sigma,

chi, and perhaps other phases at the grain boundaries of

Fe–Cr–Mo alloys. In the high-purity 29 Cr–U Mo and 29

Cr–4 Mo–2 Ni compositions, the rate of formation is so

slow that these phases do not form during welding. Even

after heating of 1 h at 815�C, the temperature of most rapid

formation, only a small amount of sigma phase is formed

at grain boundaries [103]. Its presence is without effect on

the resistance to intergranular attack, even in the oxidizing

ferric sulfate–sulfuric acid test. Nor does it affect the weld-

bend ductility. However, it is shown in the next section that

there is some reduction in the toughness, the Charpy

impact strength. Heat treatments of 100 h at 815�C pro-

duce large amounts of chi and some sigma phase. In the 29

Cr–4 Mo alloy, the chi phase contains cracks. Addition of

2% Ni to the 29 Cr–4 Mo composition increases the

amount of chi phase and also eliminates the cracks, that

is, increases die ductility and toughness [103]. It was

found [111] that chi phase is rich in molybdenum and

chromium and that there is even greater enrichment in

sigma phase.

When titanium and niobium are added to commercial

AOD heats of 18 Cr–2Mo and 26 Cr–1Mo alloys to stabilize

their relatively high carbon and nitrogen contents (C þ N¼
300–500 ppm, Table 51.7) welded specimens may become

subject to intergranular attack in the ferric sulfate–50%

sulfuric acid test and in the even more oxidizing nitric acid

test. When the same specimens are immune to intergranular

attack in the copper sulfate–50% sulfuric acid and the

nitric–hydrofluoric tests, this shows that susceptibility to

intergranular attack is not associated with chromium car-

bides or nitrides but is a result either of intermetallic phases

rich in molybdenum, titanium, and niobium and/or prefer-

ential dissolution of titanium and niobium carbides. The

manganese and silicon present in commercial alloys may

also promote the formation of these intermetallic com-

pounds. Nichol and Davis [110] tested a series of 26 Cr–1

Mo alloys with a range of Ti/C þ N ratios from 3.5 to 18.5.

Welded specimens were tested in copper sulfate–50%H2SO4

(with metallic copper, þ 0.1 V vs. SCE) and in ferric sulfate

50% H2SO4 (þ 0.6 V vs. SCE). Compositions having a

Ti/C þ N ratio of < 9.1 were subject to intergranular attack

in both tests because the amount of titanium added was

insufficient to prevent formation of chromium carbides and

nitrides. On alloys with ratios of 9.1 or greater, there was no

intergranular attack in the copper sulfate test, but alloys with

high ratios (13.0, 16.6, and 18.5) were subject to intergran-

ular attack in the ferric sulfate test. Recent results of

Sweet [112] are in agreement with these findings. By analogy

with the effect of sigma phase, in austenitic, molybdenum-

bearing stainless steel (316L) as described above

(Table 51.4), it may be concluded that the cause of this

intergranular attack on 26 Cr–l Mo with high concentrations*Report to NACETask Group 5A-I7, January 21, 1977 (Du Pont Company).
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of titanium is probably one or more intermetallic, titanium-

and molybdenum-rich phases.

Bond andLizlovs [113] andDundas andBond [114] found

similar behavior in 18 Cr–2 Mo alloys stabilized with

titanium. These results on titanium-stabilized 26 Cr–1 Mo

and 18 Cr–2 Mo alloys have led to a recommendation [95]

that such alloys not be used in oxidizing environments for

which their high chromium contents otherwise make them

eminently suitable. Data on 18 Cr–2 Mo–Ti in Table 51.3

support this recommendation.

Some results reported by Troselius [115] on an 18 Cr–2

Mo–Ti alloy that was stressed while exposed at 300�C in

water containing 10 and 100 ppm CI suggest that this

problem of second phases or titanium carbide and nitride

precipitates may not be confined to nitric acid and ferric

sulfate–sulfuric acid solutions. He found intergranular fail-

ure that he termed stress-accelerated intergranular attack but

which may also have been intergranular stress corrosion

cracking. A type 430 specimen did not fail in this environ-

ment, which contained 9 ppm oxygen.

Weldments on TEW, niobium-stabilized, 28 Cr–2 Mo–4

Ni sheets 3 mm thick were found to be resistant in all of the

acid corrosion tests of ASTM A 262. However, prolonged

heating of 15min and 1 h at 600 and 1200�C was found to

increase somewhat the corrosion rate in the nitric acid

test [101, 116]. Also, Bond et al. [107] reported that there

was preferential pitting attack on weldments of a 28 Cr–2

Mo–4 Ni alloy stabilized with titanium. The alloy was

exposed in boiling 25% NaCl solution with an adjusted

(HCl) pH of 1.5. There was localized corrosion at the

heat-affected zone on an unidentified phase. This appears

to be a result of the action of titanium, which may be similar

to that found for niobium by Troselius [117]. He observed

that niobium has a detrimental effect on the resistance of

molybdenum-bearing austenitic steels in chloride-pitting

environments.

The stabilization requirements for 29 Cr–4 Mo alloys

were investigated by Grubb [117a]. The stabilizing elements

Ti, Cb, V, and Zr were investigated. Results of tests on Cb, Ti,

and CbþTi stabilized alloys showed that the ASTM spec-

ification requirements for S44735 are adequate to prevent

sensitization. The proposed stabilizing elements V and Zr

were investigated and shown to be deficient.

Thevarious intergranular corrosion evaluation tests can be

used to determinewhether or not the amount of titanium and/

or niobium added was sufficient to prevent formation of

chromium carbide and nitride precipitates andwhether or not

heat treatments applied to react the stabilizers with carbon

and nitrogen were effective. If not, chromium carbides and

nitrides may be formed, and the unsuccessfully stabilized

alloys will be subject to intergranular attack, pitting, and

chloride stress corrosion cracking in MgCl2 and NaCl solu-

tions. Enough stabilizer must be present, not only to provide

the theoretical amount for combination with the carbon and

nitrogen, but also to ensure a high rate for this reaction and to

provide for losses to oxide and sulfide formation. The rate

must be high enough so that this stabilizing reaction removes

the available carbon and nitrogen during rapid cooling of a

weldment through the range of temperature in which the

stabilizers react with these elements. The amounts of stabi-

lizers required in relation to the carbon and nitrogen contents

are shown in Table 51.7.

D5. Stress Corrosion Cracking

As described above, while ferritic alloys are generally im-

mune to chloride SCC, this property may be impaired in

several ways. When ferritic stainless steels contain chromi-

um carbide precipitates surrounded by chromium-depleted

zones, they become subject to SCC not only in theMgCl2 test

at 155�C but also in various NaCl tests at lower temperatures.

This is shown in Table 51.6 for type 446 steel and for an off-

grade 29Cr–4Mo alloywith 210 ppmC (i.e.,more than twice

the maximum permissible carbon content of 100 ppm). Also,

sensitized 18 Cr–2 Mo and 26 Cr–1 Mo alloys have been

found by Dundas to crack when exposed to artificial sea

water [85]. It has not been possible to determine the effect of

high nitrogen contents on resistance to stress corrosion.

Increasing the nitrogen content significantly beyond the

200 ppm limit in the 29 Cr–4Mo alloy so reduces its ductility

that attempts to form U-bends for stress corrosion tests result

in fracture of the specimens.

Furthermore, the presence of small amounts of nickel or

coppermakes ferritic alloys susceptible to transgranular SCC

in themagnesium chloride test. The effect of nickel has been

demonstrated for the 18 Cr–2Mo, 26 Cr–1Mo, 28 Cr–2Mo,

and 29 Cr–4Mo alloys [72, 75, 95, 102]. Residual nickel can

be a problem because this element may sometimes be

introduced with scrap and from furnace linings. The amount

(0.2–1%) which causes cracking in magnesium chloride

solution depends on the condition of the metal, wrought, or

cast, as in weld metal, the amount of cold work, and the

concentration of molybdenum and copper in the alloy

(Table 51.10). All of these factors reduce the tolerance of

nickel as compared with an annealed, wrought Fe–Cr alloy

without molybdenum (Table 51.6). When nickel is added as

an alloying element, as in 28 Cr–2 Mo–4 Ni and in 29 Cr–4

Mo–2 Ni alloys, the time to cracking in the MgCl2 test is

rapidly reduced as the nickel content is increased to 2% or

more (Table 51.9).

Fortunately, nickel as a residual element or an alloying

addition does not cause SCC in various sodium chloride

environments (Table 51.6). There is no cracking even when

the temperature is increased to 155 and 200�C in autoclave

tests with 26% NaCl solutions and an atmosphere of air [74,

75]. Also, when the natural pH 7.3 of the sodium chloride

solution is reduced to 4.0, the pH of the magnesium chloride

test, there is no cracking on the 29 Cr–4 Mo–2 Ni or the
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Carpenter 20 Cb-3 alloy in 26% NaCl at 102�C. Alloys with
copper and high molybdenum concentrations that fail by

cracking in MgCl2 are also resistant in the NaCl tests. Thus,

there is a marked difference between stress corrosion caused

by chromium carbide precipitates and by nickel, copper, or

molybdenum. The sodium chloride test environments are

much more like service conditions than the magnesium

chloride test solution.

Support for these findings on the difference between

MgCl2 and NaCl environments is provided by recent auto-

clave tests at 200�C with chloride concentrations up to

3000mg/L in sewage sludge.WeldedU-bend specimenswere

tested [118] and it was found that there was no cracking on

the 29Cr–4Mo–2Ni alloy during the 1000-h test period. Type

316 steel cracked in only 48 h in sludge with only 1000mg/L.

Tests on the TEW 28 Cr–2 Mo–4 Ni alloy gave similar

results. This alloy also cracks in the MgCl2 test. However, in

stress corrosion tests up to 1000 h in boiling sea water and up

to 6000 h in boiling 15% synthetic sea water, there was no

cracking, even though types 304 and 316 specimens cracked

after 800 and 1800 h, respectively, in the 15% salt solu-

tion [101, 116].

D6. Mechanical Properties

A summary of yield and tensile strength, ductility, and

transition temperatures is given in Table 51.10 for the new

ferritic alloys, along with values for types 316 and 446

stainless steels. New alloys with 26–29% Cr have higher

yield strengths than either types 316 or 446, the value for the

29 Cr–4 Mo–2 Ni alloy being the highest of all, 614N/mm2

(89 ksi). This alloy also has the highest tensile strength. There

is a progressive decrease in ductility from 37 to 24% as

the alloy content of the ferritic compositions is increased

from 18 Cr–2 Mo to 29 Cr–4 Mo–2 Ni.

The temperature at which fractures of Charpy V-notch

specimens change from a ductile to a brittle appearance is a

measure of the notch sensitivity. Reducing the concentration

of carbon and nitrogen reduces (improves) the transition

temperature [83, 98]. Addition of nickel also lowers this

temperature, as does the use of niobium as a stabilizing

element [99, 107, 119]. In contrast, addition of titanium

raises the transition temperature [99, 107]. Thus the high-

purity 26 Cr–1Mo, 29 Cr–4Mo–2 Ni, and 28 Cr–2Mo–4 Ni

(Nb) alloys all have relatively low transition temperatures.

But both of the titanium-stabilized alloys have a high notch

sensitivity (Table 51.10). Low transition temperatures pro-

mote the formability of weldments and increase the thickness

of sections that can be processed during production. When

the transition temperature of a ferritic alloy is too high for

processing thick plates, it may be possible to circumvent this

problem by cladding thin ferritic alloy sheets onto thick

carbon steel tube sheets.

Nichol [119] has made a detailed investigation of

the mechanical properties of the 29 Cr–4 Mo–2 Ni alloy.

Figure 51.24 contains his data on the effect of specimen

thickness on transition temperature for an alloy with 40 ppm

C and 146 ppm N. For water-quenched material having a

thickness of 1.65mm (0.065 in.), such as frequently used for

heat exchanger tubing, the fracture appearance transition

temperature (FATT) is � 90�C. The impact strength (tough-

ness) for a standard-size, 10-mm (0.394-in.) Charpy V-notch

specimen above the transition temperature (shelf energy) is

250 J (175 ft-lb). Alloys with a higher (3–4%) nickel content,

such as the 28 Cr–2 Mo–4 Ni (Nb) alloy, have a lower shelf

energy, 160–180 J [99, 107].

TABLE 51.10. Machanical Properties of Stainless Steels

Alloy

Yield Strength Tensile Strength

MPa ksi MPa ksi Elongation (%) Transition Temperaturea Hardness RB

Type 316b 206 30 517 75 40 � 240�C (� 400�F) 95 max

Type 446b 310 45 517 75 20 þ 122�C (þ 250�F) 95 max

18 Cr–2 Mo–Tic 302 44 468 68 37 þ 25 to 75�C 83

(þ 75 to þ 165�F)
26 Cr–1 Mo–Nb91,92 345 50 483 70 35 � 62�C (� 80�F) 83

Electron Beam Refined

26 Cr–1 Mo–Ti95 358 52 517 75 30 þ 40�Cd(þ 105�F) 85

28 Cr–2 Mo–4 Ni–Nb99 567 82 649 94 26 � 5�C (þ 25�F) 83–98

29 Cr–4 Mob 545 79 614 89 27 þ 16�C (þ 60�F) 94

29 Cr–4 Mo–2 Ni119 614 89 682 99 24 � 7�Ce (þ 19�F) 95

aFull size, 10mm (0.39 in.) Charpy impact specimens.
bData from Allegheny Ludlum Steel Corp.
cData from Climax Molybdenum Company.
dFor 1.91-mm (0.075-in.) sheet, transition temperature � 23 to � 9�C (� 9 to þ 15�F).
eFor 1.65-mm (0.065-in.) sheet, transition temperature � 90�C (� 195�F).
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The effect of the temperature of prior heat treatments on

the toughness of 29 Cr–4Mo–2 Ni alloy at room temperature

(27�C) is given in Figure 51.25. Prior exposure in two

temperature ranges was found to reduce the impact strength,

one between 704�C (1300�F) and 871�C (l600�F) and a lower
temperature range centered at 482�C (900�F). The higher

temperature range corresponds to the range in which chi and

sigma phases are formed in this alloy [103]. The lower

temperature falls within the range of the 475�C (885�F)
embrittlement phenomenon, 400–510�C. All chromium-

bearing ferritic stainless steels with > 12% Cr are subject

to this type of embrittlement [85, 91, 103, 119, 120]. It limits

the prolonged use of the Fe–Cr–Mo alloys to temperatures

below �350�C. The other new ferritic alloys are probably

also subject to a reduction of impact strength after exposure

in the range of temperature in which chi and sigma phases are

formed, 704�C (1300�F) to 927�C (1700�F).
Detailed investigations of mechanical properties have

been reported by Davison [86] for 18 Cr–2 Mo–Ti, by

Franson [91] for high-purity 26 Cr–1 Mo, by Pinnow

et al. [95] for 26 Cr–1 Mo-Ti, and by Brandis et al. [99] for

28 Cr–2 Mo–4 Ni–Nb).

The oxygen content of ferritic alloys must be kept to low

concentrations (�0.001–0.002%) by control of the melting

processes to avoid embrittlement and oxide inclusions that

impair resistance to pitting attack. To prevent embrittlement

by hydrogen, it is essential to avoid diffusion of hydrogen

into cold-worked metal during pickling treatments. In cases

where absorption of hydrogen has occurred, storage for 24 h

at ambient temperature or baking at 100–300�C for several

hours permits hydrogen to diffuse out of the alloys and

restores ductility [103]. Reaction of ferritic alloys with

nitrogen during annealing in cracked ammonia atmospheres

must also be avoided.

E. SUMMARY AND CONCLUSIONS

The first use of both the ferritic and austenitic stainless steels

can be traced to the skilled application of chance observa-

tions by Brearly [1–4] andMaurer [5–8] in 1912. In contrast,

the newFe–Cr–Mo alloys are a result of several simultaneous

and deliberate efforts to develop alloys that would meet a

number of well-defined objectives. Nevertheless, in thework

on these new alloys some unexpected observations were

made. Increasing the molybdenum content from 1 to 4%

decreases the precipitation of chromium nitrides and,

FIGURE 51.24. Effect of sample thickness and colling rate on the

fracture appearance transition temperature of 29 Cr–4 Mo–2 Ni

alloy [119].

FIGURE 51.25. Effect of temperature and time on impact strength of 29 Cr–4 Mo–2 Ni alloy [119].
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therefore, the susceptibility to intergranular attack in acids.

Addition of nickel lowers the impact transition temperature

(i.e., increases toughness). Even though nickel additions

make the alloys subject to SCC in magnesium chloride

solutions, this is not the case in various sodium chloride

tests, which simulate actual service environments. When

the concentration of nickel exceeds a certain level, resistance

to crevice corrosion in oxidizing chloride solutions is

reduced.

An overview of the properties of the new ferritic stainless

steels is given in Table 51.11. Because of their resistance to

stress corrosion cracking in sodium chloride solutions, they

can provide a large part of the practical solution to the

chloride SCC problems. In addition, depending on their alloy

content, they provide resistance to pitting and crevice cor-

rosion in chloride solutions ranging from that roughly equiv-

alent to types 430, 446, and 304 steels for the 18Cr–2Mo (Ti)

alloy to that equivalent in some cases to the costly Hastelloy

alloy C and titanium for the 29 Cr–4 Mo alloys. The latter

group of alloys are also the only ones that have been found to

be resistant to crevice corrosion during exposure in the ocean.

Note, however, the limitation described under “A Pre-

caution” in Section D2.1: Alloys in metal-to-metal crevices

must be of comparable corrosion resistance.

The relatively high chromium contents of these alloys

make them resistant in oxidizing acids The only exceptions

are the two alloys stabilized with titanium. In oxidizing

acids, the numerous titanium carbide and nitride particles

are dissolved rapidly. Resistance in organic acids increases

with increases in the concentrations of chromium and

molybdenum. Addition of nickel is needed to provide

resistance to reducing, inorganic acids. Thus, the resistance

of the two nickel-bearing alloys to corrosion in acids in

the tests of Tables 51.3 and 51.11 is equivalent to that of

Carpenter 20 Cb-3, which is the most resistant of all the old

alloys of Table 51.3. Weldments of the new alloys are also

resistant to intergranular attack in acids, again with

the exception of the two titanium-stabilized alloys in ox-

idizing solutions.

All of the new ferritic alloys have good deep-drawing

characteristics and are readily formable with less work

hardening than austenitic alloys. For maximum formability

TABLE 51.11. Summary of Properties of Feritic Alloys

Alloya

Property

18 Cr�2
Mo�Ti

26 Cr�1
Mo (High Purity)

26 Cr�1
Mo�Ti

28 Cr�2
Mo�4 Ni�Nb

29 Cr�4
Mo

29 Cr�4
Mo�2 Ni

Stress corrosion cracking

MgCl2 (155
�C, 310�F) Rb,c Rb R95,b F Rb F

NaCl (103�C, 217�F) R R R R R R

Pitting and crevice corrosion

KMnO4–NaCl

Room temperature F R R R R R

50�C (120�F) R R R R R

90�C (195�F) F F F R R

Ferric chloride

Room temperature F F F R R R

50�C (120�F) F R R

Corrosion in boiling acidsd

Nitric 65% Fe R Fe R R R

Formic 45% F R R R R R

Oxalic 10% F F F R R R

Sulfuric 10% F F F R F R

Hydrochloric 1% F F F R F R

Transition temperature f þ 25 to þ 75�C � 62�C þ 40�C � 5�C þ 16�C � 7�C
(þ 75 to þ 165�F) (� 80 �F) (þ 105 �F) (þ 25 �F) þ 60�F) (þ 20�F)

Refining processes AOD or VOD EB or VIM AOD VOD of AOD VIM of EB VIM

aR¼ resistant; F¼ fails by type of corrosion shown;AOD¼ argon–oxygen decarburization;VOD¼ vaccum–oxygen decarburization;VIM¼ vacuum induction

melting; EB ¼ electron beam refining.
bCopper and nickel residuals must be kept low in these alloys to resist cracking in this solution.
cData from Climax Molybdenum Co. publication. 18 Cr–2 Mo ferritic stainless steel.
dR indicates passive or self-repassivating with rates <0.2 mm/y (0.008 in year).
eNot recommended for oxidizing solutions.
fFull-size Charpy V-notch specimens.
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of weldments and processing of heavy sections, the alloys

with low transition temperatures are preferred.

On the basis of available laboratory data (Table 51.11) the

29Cr–4Mo and 29Cr–4Mo–2Ni alloys provide an optimum

combination of resistance to chloride SCC, pitting and

crevice corrosion, and resistance to general and intergranular

corrosion in a broad range of acids, along with excellent

strength, ductility, toughness, and weldability. They can also

be cast into intricate shapes. Because of the limits for carbon

and nitrogen in these two high-purity alloys (100 ppm

maximum for C, 200 ppm maximum for N, with C þ N

� 250 ppm) they must, at present, be melted and refined

either by vacuum induction or electron-beam processes that

are more costly than the argon–oxygen decarburization

process.

These limits for carbon and nitrogen in the 29 Cr–4 Mo

alloys are only a relatively small step below the desirable

concentrations specified for the stabilized 18 Cr–2 Mo, 26

Cr–1Mo, and 28Cr–2Mo–4Ni alloys. These range from 300

to 500 ppm for C þ N in heats made by the lower cost AOD

process (Table 51.11). Either titaniumor niobiumcan be used

to combine with carbon and nitrogen in the above alloys.

However, the properties of the resulting compounds differ

depending on the stabilizing element selected. Titanium

carbides and nitrides are more rapidly dissolved in oxidizing

acid solutions in some cases than the corresponding niobium

compounds [113]. In reducing acids the advantage is re-

versed. The use of titanium for stabilization of the 28 Cr–2

Mo–4 Ni alloy provides for a greater range of concentration

of sulfuric acid in which the alloy is passive than does the use

of niobium [107], which is specified for this alloy.

To assure rapid formation of titanium carbides and

nitrides, as is needed during cooling of welds, more than

double the theoretical amount of titanium required for

reaction with all the carbon and nitrogen present must be

added to 26Cr–1Mo and 18Cr–2Mo alloys [110, 112, 114].

This is also the case for niobium stabilization of the 28 Cr–2

Mo–4 Ni alloy [99, 101, 102, 116]. Titanium, by raising the

impact transition temperature, has a deleterious effect on

toughness, whereas niobium, which lowers this tempera-

ture, has a beneficial effect. But the joint use of niobium

with titanium does not offset the deleterious effect of

titanium [121]. Increasing the titanium or niobium contents

above the amounts required for stabilization of weldments

can result in a decrease in ductility of these weldments.

Niobium can cause hot-shortness in weld metal [121]. Both

titanium and the more costly niobium promote the forma-

tion of intermetallic compounds in molybdenum-bearing

alloys. These reduce toughness and have a deleterious effect

on corrosion in oxidizing acids. Furthermore, in the 28 Cr–2

Mo–4 Ni alloy, titanium additions result in an unidentified

phase in weld metal that reduces resistance to chloride

pitting [107]. There is a possibility that niobium has a

similar effect.

Thus, for melting of stabilized alloys by the more eco-

nomical AOD or VOD processes, it is essential not only that

the proper stabilizing element be selected to meet specific

requirements for corrosion resistance, toughness, and weld-

ability, but also that its concentration be precisely balanced.

To prevent susceptibility to intergranular attack on weld-

ments, a minimum amount of stabilizer must be added for

rapid reaction during welding with the carbon and nitrogen

remaining after the refining of themelt. The upper limit on its

concentration is determined by the need to minimize reduc-

tions in the ductility of weldments, prevent susceptibility to

hot-shortness in weld metal, and retard the formation of

intermetallic phases that reduce toughness and resistance to

corrosion. The deleterious effects of stabilizing elements on

mechanical properties increase with the molybdenum con-

tent of the alloy. Addition of titanium and niobium to 29

Cr� 4Mo alloys containing carbon and nitrogen in excess of

the limits for these alloys reduces their ductility and resis-

tance to stress corrosion cracking in the magnesium chloride

test. These stabilizers can, therefore, not be used in these

alloys to prevent susceptibility to intergranular attack [75].

However,when carbon and nitrogen are keptwithin the limits

specified (C þ N� 250 ppm), niobium and aluminum may

be added (0.1–03%) for grain refinement. High-purity com-

positions normally have very large grains which, when it is

necessary to prevent an “orange-peel” appearance, can be

reduced in size by these additions.
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A. DEFINITION OF DUPLEX STAINLESS

STEEL

Duplex is a common definition for many dual-phase material

systems. Within the stainless steel nomenclature, it can be

strictly the definition for combinations of the structures,

ferrite, austenite, and martensite. However, in common use

duplex stainless steels are defined as steels with an austenitic–

ferritic crystal structure, with at least 25 or 30% of the lesser

phase. A balance of austenite- and ferrite-stabilizing alloying

elements achieves the mixed structure.

B. HISTORY

Bain andGriffiths [1] presented the first duplex stainless steel

phase diagrams in 1927. They showed austenitic–ferritic

alloys with 22–30% Cr and 1.2–9.7% Ni. No property data

were given in this article. The first commercial austenitic–

ferritic duplex stainless steels were developed around

1930 [2]. The steels contained essentially 25% Cr, 5% Ni,

and 1.5% Mo. Molybdenum was added to improve the

corrosion resistance. As with all stainless steels at this time,

the carbon content was high. Nevertheless, the duplex grades

showed an improved resistance to intergranular corrosion

and had equal or better resistance to uniform corrosion than

the austenitic grades. The weldability and impact strength

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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were adversely affected by the high carbon content. Even

though there were several applications where the duplex

grades were successfully used during the first decades of

their existence, the real increase in usage came after the

development and the introduction of the 22% chromium

duplex steel in the late 1970s [3]. This duplex grade, UNS

S31803, and more lately modified and designated as UNS

S32205, had a better corrosion resistance than 316/3l6L and

317/3l7L. Its useful properties and relatively low cost have

made this grade very well known, used, and produced

worldwide. In recent years the number of duplex grades has

increased rapidly and in the American Society for Testing

and Materials (ASTM) A240 standard 20 different grades

are listed.

C. METALLOGRAPHY

The chemical composition of the duplex grades is designed to

givegood corrosion resistance and an adequate phase balance

to obtain the desired mechanical and physical properties.

The corrosion resistance is, as for all stainless steels, a result

of the content of chromium, molybdenum, and nitrogen and

also, to some extent, copper and tungsten.Nickel is added in a

sufficient amount to give the austenite–ferrite balance, al-

though nickel also has a beneficial effect upon the corrosion

resistance in reducing acids, such as dilute sulfuric acid. As a

consequence of high nickel price this element is partly

replaced by manganese and nitrogen in some newer alloys.

In the solution-annealed condition duplex steels have

phase balance of approximately equal amounts of ferrite

and austenite. This is achieved by the addition of austenite-

stabilizing elements, mainly nickel, manganese, and nitro-

gen, and by ferrite-stabilizing elements, mainly chromium

and molybdenum. The duplex microstructure can be

described as a continuous ferritic matrix with austenitic

islands. Figure 52.1 shows a typical duplex microstructure

of a hot-rolled plate material.

If exposed to temperatures in the range of 300–900�C
duplex steels may undergo various phase transformations

causing changes in properties such as embrittlement and loss

in corrosion resistance.

C0.1. 475�C Embrittlement. Duplex steels are known to

be susceptible to embrittlement after long-time aging at

intermediate temperatures, 325–500�C. This is related to

the spinodal decomposition that occurs in the ferrite phase.

The transformation is effected by alloy composition and

the time of exposure in the critical temperature range (see

Fig. 52.2). Because of this risk of embrittlement, duplex

grades are not recommended in equipment with design

temperatures above approximately 300�C.

FIGURE 52.1. Typical microstructure of wrought duplex stainless

steel. Hot-rolled plate.
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C0.2. Phase Precipitation. At a higher temperature range

(600–900�C), duplex stainless steels are susceptible to pre-

cipitation of various phases such as carbides, nitrides, and

intermetallic phases. Sigma phase is an intermetallic phase

that has been of most concern since it is a brittle phase, with

high contents of chromium and molybdenum, which ad-

versely affects the mechanical properties as well as the

corrosion resistance. The higher alloyed duplex grades are

more susceptible to this kind of precipitation (see Fig. 52.2).

Compared to spinodal decomposition, the influence on the

properties of sigma-phase precipitation is more severe and

more rapid. This must be considered on cooling after proces-

sing, heat treatment, or welding.

An overview of the metallurgy of the duplex stainless

steels has been presented in [4].

D. STEEL GRADES WITHIN THE
DUPLEX FAMILY

There are several different stainless steel grades within the

duplex family. Many of them are relatively newly developed

and therefore also protected by patents and produced by only

a few companies. However, the most common grades can be

divided into three major groups: lean duplex, duplex, and

superduplex. However, there is no agreed-upon clear defini-

tion of the individual groups. Recently, a fourth group,

hyperduplex, has been introduced. Typical compositions of

some duplex stainless steels are listed in Table 52.1.

The lean duplex stainless steels show corrosion resistance

on a level with type 304 or 316. UNS32101 is a lean duplex

steel that can replace type 304 in many environments, but it

can also be an alternative to structural steels. UNS S32304,

with no intentional molybdenum addition but higher

chromium content, is an example of a lean duplex grade

that favorably can replace type 316.

By far, the most commonly used standard duplex stainless

steel is UNS S3l803/EN 1.4462 with typically 22% Cr,

5.5% Ni, 3% Mo, and 0.15% N. This grade, developed in

the 1970s, is today produced by a number of producers and in

several product forms throughout the world. As the benefits

of high nitrogen levels have become recognized, UNS

S32205, a variation of the 22% Cr duplex, but with slightly

higher Cr, Mo, and N levels, has gained popularity. This

specification established minimums of 22.0% Cr, 3.0% Mo,

and 0.14% N to offset the common tendency of commercial

stainless steels to drift toward the low end of their specified

composition ranges. Although the 22% Cr duplex is the

dominating standard grade, UNS32550, an example of a

25% Cr duplex, also belongs to this group.

Superduplex steels, with high amounts of chromium,

molybdenum, and nitrogen, are very corrosion resistant.

Several similar but slightly different grades of this group

are available. Hyperduplex steels are not listed in the table as

they are quite new and to date have limited use.

E. MECHANICALANDPHYSICALPROPERTIES

The mechanical and physical properties are the major dif-

ference between the duplex stainless steels and some of the

more commonly used stainless steels. The mechanical

strength is high compared to austenitic or ferritic stainless

steels, and the physical properties are different than for the

austenitic stainless grades.

E1. Strength at Room Temperature

Relatively high room temperature strength is one of the most

typical properties of duplex steels. The duplex microstruc-

ture and the addition of nitrogen give the duplex grades very

high mechanical strength (see Table 52.2). Higher alloyed

grades, particularly with high nitrogen content, are the

strongest. The proof strength can be used to advantage for

structural applications. Some examples of thinner and lighter

construction are given in Section H.

E2. Strength at Elevated Temperatures

The high strength of the duplex grades is maintained up to

�400�C, but at higher temperatures they soften rapidly. In a

comparison of the typical proof strength of a duplex grade, an

austenitic stainless grade and a carbon–manganese structural

grade, the duplex is the strongest up to about 500�C (see

Fig. 52.3). Due to the risk of embrittlement, the duplex

stainless steels should not be used in applications above

about 300�C. The maximum value depends on the grade and

the design rules being used. Therefore, design values, listed

in Table 52.3, are available up to only 250�C. However,

TABLE 52.1. Typical Compositions of Some Duplex

Stainless Steels

UNS No.a EN No.b Cr Ni Mo N Other

Lean Duplex

S32101 1.4162 21.5 1.5 0.3 0.22 Mn 5

S32304 1.4362 23 4.5 0.3 0.1

Standard Duplex

S31803 1.4462 22 5.5 3.0 0.15

S32205 1.4462 22.5 5.5 3.2 0.17

S32550 1.4507 25.5 6.5 3.1 0.18 Cu 1.6

Superduplex

S32760 1.4501 25 6.5 3.5 0.25 Cu 0.7, W 0.7

S32750 1.4410 25 7 4.0 0.28

S32906 — 29 6 2,0 0,35

aUnified Numbering.
bEuropean Norm.
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during short-time exposures, the strength at higher temper-

ature can be of interest. One example is fire resistance in

constructions.

E3. Mechanical Properties at Subzero

Temperatures

As with most materials the strength of duplex steels increases

with lower temperature. Contrary to austenitic stainless steels,

duplex steels show a ductile-to-brittle transition behavior. As

a rule duplex welds are less tough than the base material.

However, the toughness is usually sufficient for most applica-

tions, except at cryogenic conditions. As an example the

European Norm for flat products for pressure purposes, EN

10028-7, allows all listed duplex grades to be used down

to � 40�C provided the Charpy impact toughness at this

temperature is at least 40 J. The American Society ofMechan-

ical Engineers (ASME) requires Charpy impact tests at the

minimum design metal temperature with acceptance criteria

expressed as lateral expansion. The material data sheets for

duplex steels in the Norsk Sokkels konkuranseposisjon

(NORSOK) standard require an impact toughness of 45 J at

� 46�C. Fracture mechanics testing of duplex base and weld

metals indicate a ductile behavior down to about� 100�C.

E4. Mechanical Properties under Cyclic Load

The high tensile strength of duplex steels also implies high

fatigue strength. In many applications, the fatigue strength

is of the utmost importance for the life of a structure. The

fatigue strength in combination with good corrosion

resistance gives good resistance to corrosion fatigue.

Table 52.4 shows the result of pulsating tensile fatigue tests

TABLE 52.2. Mechanical Properties According to ASTM A 240 and EN 10088 (MPa)

Proof Rp0,2, (min) Tensile Rm, (min) Elongation A5, (min)
Hardness

UNS No. EN No. ASTM EN ASTM EN ASTM EN HB (max)

S32101 1.4162 450 450 650 650 30

S32304 1.4362 400 400 600 630 25 25 290

S31803 1.4462 450 460 620 640 25 25 293

S32550 1.4507 550 490 760 690 15 25 302

S32760 1.4501 550 530 750 730 25 25 270

S32750 1.4410 550 530 795 730 15 20 310

S32906 1.4477 550 550 750 750 25 20 310

0

50

100

150

200

250

300

350

400

450

500

120010008006004002000

Temperature ( C)

P
ro

o
f 

s
tr

e
n

g
th

 (
M

P
a

)

304L

316L

S32101

S32304

S32205

Carbon steel (S355)

FIGURE 52.3. Proof strengths at elevated temperatures for some steels.

TABLE 52.3. Design Values at Elevated Temperatures

According to EN (MPa)

Rp0,2 (min)

UNS No. EN No. 100�C 150�C 200�C 250�C

S32304 1.4362 330 300 280 265

S31803 1.4462 360 335 315 300

S32550 1.4507 450 420 400 380

S32760 1.4501 450 420 400 380

S32750 1.4410 450 420 400 380
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(R¼smin/smax¼ 0.1) in air at room temperature. The fatigue

strength has been evaluated at 2 million cycles and a 50%

probability of rupture. The test was made using round

polished bars. As shown by the table, the fatigue strength

of the duplex steels corresponds approximately to the proof

strength of the material. As with all materials the influence of

notches has to be considered, and for the design of welded

joints the same rules apply as for other types of steels.

E5. Physical Properties

Physical properties depend more on the microstructure than

on the content of each alloying element. Thus, the physical

properties are similar for all duplex grades. The physical

properties of duplex stainless steel are closer to those of

ferritic steels than to those of austenitic stainless steels.

Compared with austenitic stainless steels, duplex grades

have a lower coefficient of thermal expansion and higher

thermal conductivity. The physical properties are summa-

rized in Table 52.5.

F. CORROSION RESISTANCE

The corrosion of stainless steel can be described as a two-step

process: initiation and propagation. Resistance to the initi-

ation, which is the breakdown of the passive film, depends

mainly on the content of chromium andmolybdenum. It is the

resistance to the initiation of the corrosion that usually

determines if a stainless steel is resistant or not. Surface

analyses indicate low levels of nickel in the passive layer, but

this element appears to be able to improve the corrosion

resistance by reducing the active corrosion rate when ex-

posed to media causing uniform corrosion. However, in

general, duplex steels show very good corrosion resistance

in many acids.

Owing to their high chromium content corrosion resis-

tance of the duplex grades is generally very good. Also, the

leanest alloyed duplex grades show a corrosion resistance in

the same range as that of the standard austenitic grades. The

resistance is especially good in environments where the high

levels of chromium and nitrogen are beneficial. Examples of

such environments are halide-containing media, oxidizing

acids, and hot alkaline solutions.

F1. Resistance in Acids

The type of corrosion normally encountered for stainless

steels in acids is uniform corrosion. The resistance to this

uniform attack can be described in isocorrosion diagrams.

Stainless steel producers often publish isocorrosion diagrams

in data sheets or in handbooks [5]. Diagrams comparing

duplex and austenitic stainless steels are shown below.

Further information can be found in the stainless steel

producers’ publications.

F1.1. Sulfuric Acid. In pure dilute sulfuric acid, the chro-

mium content is very important. Tests have shown that the

best corrosion resistance is demonstrated by grades contain-

ing 23–25% chromium—usually duplex grades. At higher

acid concentrations increased levels of nickel and copper are

beneficial. Accordingly, austenitic grades usually show bet-

ter performance in themedium- and high-acid concentrations

(see Fig. 52.4).

F1.2. Phosphoric Acid. Pure phosphoric acid is very dif-

ferent than the more common wet process phosphoric acid,

WPA. The WPAs containing impurities such as chlorides,

fluorides, iron, and aluminum are usually the most aggres-

sive. S31803 has shown to be an excellent grade in many of

these complicated acids.

Duplex steels are often used in marine chemical tankers,

and one of the reasons is the good resistance in WPAs with

varying levels of contamination. Figure 52.5 shows the

resistance of some duplex and some high-alloy austenitic

stainless grades in some typical WPAs.

F1.3. Nitric Acid. Nitric acid is strongly oxidizing at all

concentrations. The high chromium content of S32304

makes this steel as resistant as type 304. Duplex grades with

molybdenum are less useful in nitric acid

F1.4. Organic Acids. In general, duplex grades have good

resistance in organic acids. The isocorrosion diagram in

Figure 52.6 shows the resistance in formic acid.

TABLE 52.4. Fatigue Data for Different Stainless Steels

in Pulsating Tensile Tests (MPa)

UNS No. EN No. Rp0,2 Rm Fatigue Strength

S32101 1.4162 478 696 500

S32304 1.4362 446 689 450

S31803 1.4462 497 767 510

S32750 1.4510 565 802 550

S31603 1.4404 280 578 278

TABLE 52.5. Physical Properties of Duplex Stainless Steels

According to EN 10088

Property 20�C 100�C 200�C 300�C Units

Density 7.8 — — — kg/dm3

Modulus of elasticity 200 194 186 180 kN/mm2

Mean coefficient of

thermal expansion

between 20�C and T

13.0 13.5 14.0 10� 6/�C

Thermal conductivity 15 — — — W/mK

Specific thermal capacity 500 — — — J/kgK

Electrical resistivity 0.8 — — — W�mm2/m
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F2. Resistance in Alkaline Solutions

Alkaline solutions at moderate temperatures are not aggres-

sive to stainless steels in general. Hot alkaline solutions can,

however, cause uniform corrosion. The duplex grades, be-

cause of their high chromium content, have relatively good

resistance in alkaline solutions.

F3. MTI Test Program

The resistance to uniform corrosion can also be evaluated

using the method and environments prescribed by the Ma-

terials Technology Institute of Chemical Process Industries

(MTI). The corrosion testing is carried out as weight loss

measurements over a test period of 96 h. The tests are

performed until the critical temperature, which is defined

as the lowest temperature at which the corrosion rate exceeds

0.127mm/year (5mpy), is determined. The interval between

test temperatures is 5�C. The critical temperatures for some

duplex grades and some austenitic grades are shown in

Table 52.6.

F4. Resistance in Halide-Containing Solutions

The most common halide-containing solution is the very

common medium water. Water contains chlorides that can

destroy passivity of the stainless steel locally and cause

pitting corrosion or crevice corrosion. The usually very high

chromium content of the duplex steels and the molybdenum-

and nitrogen-alloying additions provide good resistance in

these media. A common tool for ranking resistance to

initiation of pitting is the pitting resistance equivalent (PRE)

index. There are several different empirical formulas�; one of
the most commonly used for duplex stainless steels was

defined by Truman [6]: PRE¼%Crþ 3.3�%Moþ 16�%N.

ThePRE levels for someduplexgrades are listed inTable52.7.

However, this formula ranks the resistance based on the

bulk composition of the steel. The surface condition, internal

cleanliness, heat treatment, and other factors strongly

influence corrosion resistance of stainless steels. A more

precise approach is to measure experimentally the resistance

of a particular sample in halide-containing media to deter-

mine the critical pitting temperature (CPT) or the critical

crevice corrosion temperature (CCT) in a defined

environment.

Table 52.8 shows some typical intervals of CPT and CCT

in the common testing solution 6% FeCl3 (ASTM G48) and

in 1M NaCl (ASTM G 150). The corrosion resistance in

seawater of duplex and in particular super duplex stainless

steels has been described elsewhere [7].

TABLE 52.6. Lowest Temperature (�C) at Which Corrosion Rate Exceeds 0.127mm/year (5mpy)

Solution S32101 S32304 S31803/S32205 S32750 S31603 N08904 S31254

1% Hydrochloric acid (HCI) 55 55 85 >100 30 50 70

1% HCI þ 0.3% FeCh 20 20 30–40 95 25 50–60 60–95

10% Sulfuric acid (H2SO4) 75 65 60 75 50 60 60

60% H2SO4 þ Nitrogen (N2) bubbling �30 <15 <15 <15 <15 85 40

96.4% H2SO4 30 15 25 30 45 35 20

85% Phosphoric acid (H3PO4) 100 95 90 95 95 120 110

83% H3PO4 þ 2% Hydrofluoric acid (HF) 40 35 50 60 65 120 90

80% Acetic acid (CH3COOH) >106 >106 >106 >106 >106 >106 >106

50% CH3COOH þ 50% Acetic anhydride [(CH3CO)20] 105 90 100 110 120 >126 >126

50% Formic acid (HCOOH) 95 80 90 90 40 100 100

50% Sodium hydroxide (NaOH) 85 95 90 110 90 140 115

TABLE 52.7. Pitting Resistance Equivalents for

Some Duplex Steels

Grade PRE

Lean Duplex PRE< 30

S32101 25

S32304 26

Duplex PRE¼ 30–40

S31803 34

S32205 36

S32550 39

Superduplex PRE> 40

S32750 42

S32760 42

S32906 40

�The PRE is a relationship derived by statistical regression of the critical

pitting temperature as a function of the composition of balanced, fully

annealed stainless steels. The Cr, Mo, and N are not truly independent

variables and are not mutually substitutable. The PRE may be used to rank

performance of grades, but differences of 2 or less are unlikely to be

significant.
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F5. Corrosion under Mechanical Loading

The environment and the mechanical stresses on or within a

stainless steel can cooperate to cause failures in situations

where there would not have been any problems in air. The

typical corrosion types are stress corrosion cracking (SCC)

and corrosion fatigue.

F5.1. Stress Corrosion Cracking. Stress corrosion crack-

ing can occur under the simultaneous influence of a critical

environment and tensile stresses in the material. The tensile

stresses can be residual stresses from the fabrication of a

component, that is, welding, forming, or stresses from the

structure. There are two typical environments where this

might happen. The most common is warm chloride-

containing media and the other is in hot alkaline solutions.

The duplex stainless steels have good resistance to SCC.

Compared to the corresponding austenitic grades, they can

be used in a wide range of applications with minimal risk.

Different methods are used to measure and rank the

resistance of stainless steel grades to chloride-induced SCC.

The ranking depends on the method used. The resistance can

be evaluated by laboratory corrosion tests, for example, the

drop evaporation test (DET). In this test, a uniaxially stressed

specimen is electrically heated to 200�C and then exposed to

dripping, dilute sodium chloride solution. The dripping rate

is adjusted to let one drop evaporate before the next drop hits

the sample. The specimen temperature is�100�C due to the

cooling effect from the sodium chloride solution. The time to

failure is measured at different stress levels related to the

actual proof strength at 200�C. The threshold values, listed as
the stress level that leads to failure after 500 h of testing, are

determined. Figure 52.7 shows the threshold values for some

grades. The duplex grades show a far better performance than

the austenitic steels with similar pitting and crevice corrosion

resistance although austenitic grades with high nickel con-

tent show better resistance. However, as the duplex steels

have higher proof stress, they are also tested at a higher

absolute stress level.

F5.2. Corrosion Fatigue. The combination of high fatigue

strength and, in general, good corrosion resistance results in

very good resistance to corrosion fatigue. The resistance to

corrosion fatigue can be measured by the same tests as for

pure fatigue strength (see Table 52.4), but with the sample

exposed to a corrosive medium. The fatigue strength mea-

sured in a corrosivemediumwill generally be lower than that

measured in air. A lower test frequency will increase the

effect of the corrosive medium and reduce the effect of the

mechanical properties.

G. FABRICATION

There are many similarities in the fabrication of austenitic

and duplex stainless steels, but there are also important

differences. The duplex microstructure and the high strength

of the duplex grades require some changes in fabrication

TABLE 52.8. Typical Critical Pitting and Crevice

Corrosion Temperatures

UNS EN PRE

CPT,

G48E

CCT.

G48F

CPT,

G150

S31603 1.4436 26 15 <0 25

S32101 1.4162 25 15 <0 17

S32304 1.4362 26 15 <0 25

S31803/32205 1.4462 34–36 30 20 55

S32550 39 55

S32750 1.4410 42 65 35 >85

S32760 1.4501 42 65 35 >85

Note: Tests made on ground surfaces (120 grit).
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practice. A more detailed discussion of the fabrication of

duplex steels is presented in [8].

G1. Forming

The formability of the duplex stainless steels depends on the

mechanical property profile. Duplex stainless steels can be

cold formed by the same methods as austenitic stainless

steels. The high strength implies a high deformation resis-

tance and a greater initial force is required before the steel

starts to yield. When this initial force is reached, the material

yields without a yield point. Duplex steels strengthen orwork

harden due to deformation almost as rapidly as the austenitic

grades. In Figure 52.8 the work hardening of three duplex

grades is illustrated.

The presence of ferrite in the duplex structure signifies less

elongation in comparison with standard austenitic stainless

steels. As a consequence, forming operations, such as deep

drawing, stretch forming, and cold spinning, are more dif-

ficult, in the sense of higher strength and the need for more

frequent intervening anneals, to perform with duplex steels

than with austenitic steels.

Due to the high yield stress of annealed material leading

to large elastic deformation of the duplex grades, there is an

effect of springback after forming operations such as

bending.

The strain and the level of cold deformation due to

bending depend on the combination of bending radius and

sheet thickness (R/t). Compared to austenitic steels this

factor is greater for duplex steels, as a rule 2 for duplex and

1 for standard austenitic steels.

G2. Machining

In general, duplex steels are somewhat more difficult to

machine than the conventional austenitic grades, such as

type 316. However, the lean duplex grade S32101 shows

excellent machinability. The machinability of duplex grades

in relation to other stainless steels can be described by a

machinability index, as in Figure 52.9. Duplex grades have a

different property profile than highly alloyed austenitic

stainless steels. The relative reduction in machinability for

the duplex stainless steels is greater for cemented carbide

tools than it is for high-speed steel tools, especially for the

duplex grades with higher molybdenum and nitrogen con-

tents. The machining index is the result of combining data

from several operations. It cannot be strictly applied to a

particular application without considering variations in ma-

chinery, tooling, lubrication, and operations.

G3. Welding

Duplex steels are readily weldable and can be joined with

most welding methods for stainless steels. However, for

optimum properties the welding parameters have to be

modified compared to those used for austenitic steels. Duplex

steels are designed to have approximately equal amounts of

ferrite and austenite in the solution-annealed condition. The

welding process involves temperature excursions that will

change the phase balance to a more ferritic one in both weld

metal and heat-affected areas. This could deteriorate weld-

ment properties. Therefore matching filler materials for

duplex steels have a more austenitic composition to produce

a phase balance similar to that of the base material. Modern

duplex alloys also contain sufficient nitrogen to improve the

austenite reformation in the heat-affected zone.

If the cooling rate in welding is very high (e.g., low heat

input with thick gauges) there is a risk that the ferrite content
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will be well above 65%. This high level of ferrite may

decrease corrosion resistance and ductility. Similarly, too

long exposures at 700–900�C can cause precipitation of

intermetallic phases, which impair toughness and corrosion

resistance. This has to be considered for high-alloy duplex

grades. As with all types of stainless steel weldments, the

properties of duplex steel welds differ from those of the base

material. However, a properly welded duplex steel shows

mechanical and corrosion properties satisfyingmost require-

ments. Typical microstructure of a duplex weld is shown in

Figure 52.10.

H. APPLICATIONS

H1. General Use

The different groups of duplex grades are in general alter-

natives to austenitic counterparts, mainly based on their

corrosion resistance. An example of how steels can be

compared is shown in Table 52.9.

Characteristic benefits of duplex grades compared with

austenitic stainless steel types are high resistance to chloride-

induced SCC, high mechanical strength, lower thermal ex-

pansion, and good erosion and wear resistance. These prop-

erties enable the use of duplex stainless steels in a wide range

of applications and in a wide range of industries. A few

examples are discussed below.

H2. Pulp and Paper

The pulp and paper industry was one of the first application

areas for duplex stainless steel, and these steels are still

widely used in several stages of this industry. The good

corrosion resistance combined with high mechanical

strength make duplex an economical alternative for diges-

ters, blow tanks, oxygen reactors, pulp towers, and chemical

recovery liquor tanks. The duplex-grade resistance to SCC is

well utilized in chemical recovery evaporation. Suction rolls

in paper machines are another application where duplex is

used because of the good mechanical properties, particularly

superior corrosion fatigue resistance. Figure 52.11 shows a

peroxide reactor fabricated in S32101.

H3. Desalination

The need for freshwater has increased the number of desa-

lination plants in the world and duplex stainless steel has

become an important substitute for unprotected mild steel

and clad plates. Depending on the desalination process a

great variety of chloride levels are encountered in a desali-

nation plant. It is possible to select a suitable duplex grade for

FIGURE 52.10. Microstructure of duplex weld.

TABLE 52.9. Austenitic Counterparts to Duplex Steels

Group Duplex Grade Austenitic Grades

Lean duplex S32101 304 (S30400)

Lean duplex S32304 316 (S31600)

Duplex S32205 904L (N08904),

317 (S31700)

Superduplex S32750 254SMO (S31254),

AL6X (N08367),

20-25-6 (N08926)
FIGURE 52.11. Peroxide reactor in S32101 for pulp and paper

mill.
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the different hostile environments. The highly alloyed grades

like S31803 and S32750 are used in themore aggressive parts

of the processes while S32101 and S32304 are used in less

severe conditions.

H4. Oil and Gas

A classical application for duplex steel is pipelines for the

transport of oil and gas both on- and offshore, but there are

many more uses in this industry. In offshore installations

superduplex grades such as S32750 are used for pipes,

flanges, and fittings in both process systems and in seawater

due to their high corrosion resistance. Pump casings and

valves are often made of S32205 or S32750. Gravity separa-

tors and centrifugal separators in S32205 and S32750 are also

common duplex applications where the high fatigue strength

is utilized.Another application in the offshore industrywhere

duplex stainless steels are chosen for their high strength is in

firewalls and blast walls on the platforms. S32304 absorbs

energy rapidly and possesses good resistance to buckling.

The wellheads on the bottom of the sea are connected to

the drilling platform by flexible pipes. The core part of the

flexible pipe is built from profiled stainless steel strip, and it

needs to withstand its own weight as well as the pressure

of the depth. The lean duplex grade S32101 offers better

corrosion resistance and double yield strength compared to

S30400, which gives the opportunity of weight savings.

Another important duplex application in offshore industry

is umbilicals used for control of subsea systems. Bundles of

tubes supply the necessary controls, through hydraulic fluid,

electrical cables, and fiber optics, for the subsea field and are

often exposed to the same harsh environment as the system it

is being used to control and/or monitor. Superduplex steels

such as S32750 are mainly used but installations using lean

duplex grades with corrosion protection also exist.

H5. Storage Tanks

One of the most important characteristics of the duplex

stainless grades is the high mechanical strength compared

to that of austenitic stainless steels. This can be used in

applications where the strength is controlling the design and

an important example is large storage tanks. By selecting a

duplex alternative, the wall thickness can be reduced with

up to 30% depending on the design standard. Table 52.10

shows an examplewhere a standard austenitic grade has been

compared to a duplex grade. The tank in this example has a

height of 20m and a diameter of 15m. In Barcelona, Spain,

LDX 2101/S32101 has been used to build 22 tanks for edible

oils and a few of them are seen in Figure 52.12.

H6. Bridges

Due to the high strength, duplex is a good choice for

different construction purposes. The corrosion resistance

together with high strength presents a maintenance-free

alternative. The mild environment in the Norwegian moun-

tains makes S32101 the perfect material for the footbridge

in Figure 52.13. The construction is so light that it was put

in place by helicopter.

TABLE 52.10. Weight Reductions Replacing Austenitic

with Duplex Steel

Standard API 650 EN 14015

S32101 38200 kg 38200 kg

S30400 48400 kg 52900 kg

Weight savings 21% 28%

FIGURE 52.12. Storage tanks in Barcelona, Spain, constructed of

S32101.

FIGURE 52.13. Walking bridge in Norwegian mountains con-

structed of S32101.
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H7. Pipes and Tubes

The use of duplex grades in shell-and-tube heat exchangers

is increasing rapidly. Good resistance to SCC and lower

thermal expansion relative to the austenitic stainless grades

offer a superior performance in tubular heat exchangers.

The lower coefficient of thermal expansion can sometimes

be used to eliminate expansion bellows and floating heads,

resulting in additional cost savings. The good erosion

resistance of the duplex grades makes them useful for all

systems containing erosive particles, such as water con-

taminated with sand. The mechanical strength makes

the duplex grades very cost effective for high-pressure

piping.

H8. Pressure Vessels

An important advantage in constructing pressure vessels is to

use a high-strength material as higher design values result in

thinner wall sections. Howmuch themechanical strength can

be used is limited by the different pressure vessel codes.

Different parts of the world use different rules. As a rule of

thumb, the reductions in wall thickness by using a duplex

grade instead of an austenitic gradewill be 25–50%. This can

often make the duplex grades not only an upgrade in corro-

sion resistance but also more economical when all aspects of

design are considered.

One example of a pressure vessel in which duplex

grades are being increasingly used is digesters in the pulp

and paper industry. Typical design conditions are 15 bars

pressure and 200�C. The required wall thickness varies

for different pressure vessel codes. In Table 52.11, the

dimensions are given according to ASME Section VIII

Div. 1 and EN 13445 for such a vessel with a diameter of

4m. Previously, these vessels were constructed of carbon

steel with stainless steel overlay on the inside. The

duplex grades permit more aggressive pulp digestion

chemistries, and the duplex stainless digesters have a

lower total life-cycle cost through reduced maintenance

requirements.

H9. Chemical Carriers

Stainless steel is a very common material to use in chemical

tankers. The corrosion resistance, especially in phosphoric

acid, and the ability to clean efficiently between cargos to

prevent contamination are two major advantages. Duplex

S32205 adds high strength as an advantage and the weight

saving that is a result of the higher strength gives the owner

the ability to higher payloads. Duplex S32205 has been used

in over 200 chemical tankers to date.
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TABLE 52.11. Wall Thickness Requirements for Different

Steels in Pressure Vessels

Steel Grade ASME VIII-1 (mm) EN 13445 (mm)

S30400 24.0 23.0

S32101 17.6 13.7

S32304 20.1 16.2

S32205 18.3 14.3

S32750 14.5 11.3
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A. INTRODUCTION

Martensitic stainless steels are iron–chromium alloys

with >10.5% chromium and that can be hardened by

suitable cooling to room temperature following a high-

temperature heat treatment. Although the martensitic

stainless steels were invented at about the same time

as the ferritic and austenitic stainless steels [1], the

mechanical properties of this class of stainless steels

have been generally more important than their corrosion

resistance. Consequently, the corrosion-resistant proper-

ties of these alloys have been less well developed than

have the other types of stainless steel. This is a result of

the need to restrict their chromium contents to relatively

low levels and their often high carbon contents, which

together inherently limit corrosion resistance of martens-

itic stainless steels in comparison with other stainless

steels. However, the martensitic stainless steels are hard-

enable and exhibit high strengths and hardnesses while

offering relatively low cost.

The distinction between martensitic stainless steels and

other alloys is not sharp. Several nominally ferritic stainless

steels, such as American Iron and Steel Institute (AISI)

430 stainless steel (UNS S43000) or the 3CR12 alloy

(UNS S41003), can be partially martensitic. Conversely,

low-carbon versions of martensitic stainless steel alloys like

AISI 410S (UNS S41008) and 416 (UNS S41603) may be

substantially ferritic. Lower chromium alloy content alloy

steels, like theAISI 500 series heat-resistant steels, also share

many of the characteristics of the martensitic stainless steels.

Some tool steel alloys are also quite similar to the higher

carbon martensitic stainless steels, and some martensitic

stainless steels, especially AISI 420, are used as tool (mold)

steels.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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B. STANDARD ALLOYS

Type 410 stainless steel is the prototypical martensitic stainless steel. The standard types of martensitic stainless steels include

the following:

AISI Grade UNS [2] Description

410 S41000 Basic martensitic stainless steel

403 S40300 Silicon reduced (�0.5%) to improve mechanical properties

414 S41400 Nickel (�2%) added to improve mechanical properties

415 S41500 Carbon decreased and nickel (�4%) added to improve corrosion resistance

416 S41600 Sulfur (0.15–0.30%) added to improve machinability

420 S42000 Higher carbon allows higher hardness for knife blades, etc.

420F S42020 Sulfur (0.15% minimum) added to improve machinability

420FSe S42023 Selenium (0.15% minimum) added to improve machinability

431 S43100 Higher chromium plus nickel improve corrosion resistance

440A S44002 Higher carbon increases hardenability with increased Cr to help maintain corrosion

resistance; used for cutting blades and bearings

440B S44003 Still higher carbon for still higher hardness

440C S44004 Highest carbon and highest hardness; primary carbides promote wear resistance

440F S44020 Sulfur (0.10–0.35%) added to improve machinability

440FSe S44023 Selenium (0.15% minimum) added to improve machinability

In addition to the standard grades, there aremany less standard or proprietary versions of themartensitic stainless steels. A few

are listed in the below:

Type UNS Description

425 S42500 Lower carbon and higher chromium plus nickel improve corrosion resistance

425 Mod — Higher carbon allows higher hardness, molybdenum added to improve corrosion resistance

— S42400 Lower carbon and higher nickel plus some molybdenum improve corrosion resistance

There are also standard grades of cast martensitic stainless steels. These include:

ACIa Type UNS Similar Wrought Grade

CA-15 J91150 410

CA-15M J91151 410Mo

CA-40 J91153 420

CA-40F J91154 420F

CB-6NM J91650

CB-6NM J91540

CA-28MVW J91422 422

CB-7Cu-1 J92180 630

CB-7Cu-2 J92110 629

aSteel Founders’ Society of America, Barrington, IL.

The general compositions (percentages by weight, maximum or range)* of these alloys are as follows:

UNS Type C Mn S Si Cr Mo Ni Other

S40300 403 0.15 1.00 0.030 0.5 11.50–13.50

S41000 410 0.15 1.00 0.030 1.00 11.50–13.50

S41400 414 0.15 1.00 0.030 1.00 11.50–13.50 1.25–2.50

S41500 415 0.05 0.50–1.00 0.030 0.60 11.50–14.00 0.50–1.00 3.50–5.50

S41600 416 0.15 1.25 0.15–0.30 1.00 12.00–14.00

* These are general descriptions only, and the reader should consult the applicable specification for the exact composition limits for the alloy of interest.
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UNS Type C Mn S Si Cr Mo Ni Other

S41800a 418 0.15–0.20 0.50 0.030 0.50 12.00–14.00 l.80–2.20 2.50–3.50 W

S42000 420 0.15min. 1.00 0.030 1.00 12.00–14.00

S42020 420F 0.15min. 1.25 0.15min. 1.00 12.00–14.00 0.60

S42023 420FSe 0.30–0.40 1.25 0.06 1.00 12.00–14.00 0.60 0.15 Se min.

S42200 422 0.20–0.25 1.00 0.030 0.75 11.00–13.50 0.75–1.25 0.50–1.00 0.75–1.25 W,

0.15–0.30 V

S42400 424 0.06 0.50–1.00 0.030 0.30–0.60 12.00–14.00 0.30–0.70 3.50–4.50

S42500 425 0.08–0.20 1.00 0.010 1.00 14.00–16.00 0.30–0.70 1.00–2.00

425 Mod 0.50–0.55 1.00 0.030 1.00 13.00–14.00 0.80–1.20 0.50

S43100 431 0.20 1.00 0.030 1.00 15.00–17.00 1.25–2.50

S44002 440A 0.60–0.75 1.00 0.030 1.00 16.00–18.00 0.75

S44003 440B 0.75–0.95 1.00 0.030 1.00 16.00–18.00 0.75

S44004 440C 0.95–1.20 1.00 0.030 1.00 16.00–18.00 0.75

S44020 440F 0.95–1.20 1.25 0.10–0.35 1.00 16.00–18.00 0.40–0.60 0.75

S44023 440FSe 0.95–1.20 1.25 0.030 1.00 16.00–18.00 0.60 0.75 0.15 Se min.

J91150 CA-15 0.15 1.00 0.040 1.50 11.50–14.00 0.50 1.00

J91151 CA-15M 0.15 1.00 0.040 0.65 11.50–14.00 0.15–1.00 1.00

J91153 CA-40 0.20–0.40 1.00 0.040 1.50 11.50–14.00 0.50 1.00

J91154 CA-10F 0.20–0.40 1.00 0.20–0.40 1.50 11.50–14.00 0.50 1.00

J91650 CA-6N 0.06 0.50 0.020 1.00 10.50–12.50 6.00–8.00

J91540 CA-6NM 0.06 1.00 0.030 1.00 11.50–14.00 0.40–1.00 3.50–4.50

J91422 CA-28MVW 0.20–0.28 0.50–1.00 0.030 1.00 11.00–12.50 0.90–1.25 0.50–1.00 0.90–1.25 W,

0.20–0.30 V

J92180 CB-7Cu-1 0.07 0.70 0.030 1.00 15.50–17.70 3.60–4.60 2.50–3.20 Cu,

0.15–0.35 Nb.

0.05 N

J92110 CB-7Cu-2 0.07 0.70 0.030 1.00 14.00–15.50 4.20–5.50 2.50–3.20 Cu,

0.15–0.35 Nb.

0.05 N

aS41800 is only one of the so-called Super 12% Cr alloys [3] used for elevated temperature applications. Others include S41025, S41040, S42300, and AFC-77

alloys.

C. PHYSICAL METALLURGY†

In order for an alloy to be a martensitic stainless steel, it

must be an iron-based material that contains at least 10.5%

(by weight) of chromium (from the definition of a stainless

steel), and it must be capable of being substantially trans-

formed through heat treatment to the hard, metastable phase

calledmartensite.For this transformation to occur, the alloy

must first be transformed by thermal treatment to the stable

high-temperature austenite phase (often designated gam-

ma, g). The temperature range in which austenite can form

depends on the amount of chromium present in iron–chro-

mium alloys. Between 11 and �12% chromium, binary

Fe–Cr alloys go from being capable of forming 100%

austenite to being fully ferritic†† and incapable of forming

any austenite [8]. Other elements, notably carbon and

nickel, enlarge the so-called gamma loop, enabling austen-

ite to be produced in higher chromium steels, but this

phenomenon places an upper limit on the chromium content

of an austenitic stainless steel of given carbon and nickel

content. Once a steel has been austenitized, it is usually

transformed to martensite by rapid cooling. However, the

high alloy content of martensitic stainless steels gives them

great hardenability so that the requirement for rapid cooling

can often be satisfied by air cooling; therefore, water

quenching is not required.

The influence of chromium, nickel, and especially carbon

in depressing the martensite start temperature (Ms) also

limits the total alloying element content that can be accom-

modated in a martensitic stainless steel. The formation of

“primary” carbides, which cannot be dissolved during high-

temperature heat treatment and that may be undesirable in

some applications, may further restrict the maximum car-

bon content. Other elements are added for specific purposes.

Sulfur or selenium are added to improve machinability

(usually at the expense of corrosion resistance in some

environments). Molybdenum or tungsten is added to

† For details on the physical metallurgy of the martensitic stainless steels

see [4–7]
†† The ferritic phase is usually designated as d (delta) ferrite.
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increase resistance to tempering or to improve corrosion

resistance.

Although low-carbon martensite can exhibit reasonable

ductility and toughness, most freshly formed martensite

(with higher carbon) is too hard and brittle for use. There-

fore, most of the martensitic stainless steels are usually

given the secondary heat treatment called tempering. The

effect of tempering is controlled by the tempering temper-

ature and time. The effects of tempering temperature on a

type 420 stainless steel are shown in Figure 53.1.

The formation of austenite and its subsequent transfor-

mation to martensite have a profound grain-refining effect.

This can substantially improve the toughness of the mar-

tensitic stainless, especially in heavy sections. Multiple heat

treatment cycles have been used in some cases to greatly

improve toughness. These reactions also involve some vol-

umetric change, which can lead to small dimensional

changes and to distortion, especially in thin sheet products.

For such reasons, martensitic stainless steels tend to be used

more often as bar or plate products and less often as sheet or

strip products than the ferritic stainless steels.

D. PRECIPITATION-HARDENING

STAINLESS STEELS

To retain the strength of the martensitic stainless steels while

increasing their corrosion resistance, many precipitation-

hardening stainless steels have been developed. These alloys

all* derive their strength from the precipitation of a hardening

phase within a transformed martensitic matrix. For this

reason, some of these alloys are also called Mar-Aging

stainless steels. Because this hardening precipitate is not

carbon based, chromium depletion and loss of corrosion

resistance are less of a problem. Precipitation-hardening

stainless steels are generally classified asmartensitic,mean-

ing that they are always martensitic at room temperature, or

semiaustienitic,meaning that they are usually austenitic and

do not become martensitic until suitable heat treatments

are applied. Representative precipitation-hardening stainless

steels include the following:

Name AISI Grade UNS Type

PH 13-8 Mo XMa-13 S13800 Martensitic

15-5 PH 629 S15500 Martensitic

17-4 PH 630 S17400 Martensitic

17-7 PH 631 S17700 Semiaustenitic

PH 15-7 Mo 632 S15700 Semiaustenitic

AM350 633 S35000 Semiaustenitic

AM355 634 S35500 Semiaustenitic

Custom 450 XM-25 S45000 Martensitic

Custom 455 XM-16 S45500 Martensitic

aASTM designation.

The AISI (or ASTM) grade numbers shown above are

rarely used and these alloys are typically described by their

historical “names,” but it should be noted that all of the above

names are trademarks. Each of the above trademarks belongs

exclusively to one of the various producers. The vastmajority

of the precipitation-hardening stainless steels were patented,

butmanyof these patents have now expired. Formost of these

alloys, producers other than the original patent or trademark

owner make these alloys and sell them as generic products or

under their own (less known) trade names.

The general compositions (percentages by weight, max-

imum or range) of these alloys are shown in the following

table:

FIGURE53.1. Effect of tempering (1 h) on the properties ofAISI 420 (0.22%C)martensitic stainless

steel [9]. Corrosion test run in 3% NaCl at 20�C.

* Except for A286 stainless steel. UNS S66286, in which Ni3(Ti2Al) phase is

precipitated within stable austenite.
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UNS Name C Mn Si Cr Mo Ni Other

S13800 PH 13-8 Mo 0.05 0.20 0.10 12.25–13.25 2.0–2.5 7.5–8.5 0.90–1.35 Al

S15500 15-5 PH 0.07 1.00 1.00 14.0–15.5 3.5–5.5 2.5–4.5 Cu, 0.15–0.45 Nb

S15700 PH 15-7 Mo 0.09 1.00 1.00 14.00–16.00. 2.0–3.0 6.5–7.75 0.75–1.5 Al

S17400 17-4 PH 0.07 1.00 1.00 15.50–17.50 3.0–5.0 3.0–5.0 Cu, 0.15–0.45 Nb

S17700 17-7 PH 0.09 1.00 1.00 16.00–18.00 6.5–7.75 0.75–1.5 Al

S35000 AM350 0.07–0.11 0.50–1.25 0.50 16.0–17.0 2.5–3.25 4.0–5.0 0.07–0.13 N

S35500 AM355 0.10–0.15 0.50–1.25 0.50 15.0–16.0 2.5–3.25 4.0–5.0 0.07–0.13 N

S45000 Custom 450 0.05 1.00 1.00 14.00–16.00 0.5–1.0 5.0–7.0 1.25–1.75 Cu, 0.10–0.5 Nb

S45500 Custom 455 0.05 0.50 0.50 11.00–12.50 0.5 7.5–9.5 1.25–2.5 Cu, 0.80–1.4 Ti,

0.10–0.5 Nb

Heat treatment for the precipitation-hardening stainless

steels varies depending on the alloy and on the properties

desired. For the martensitic precipitation-hardening alloys,

heat treatment usually comprises three steps:

Austenitizing at high temperature

Rapid cooling to room temperature or below

Tempering plus precipitation hardening

Since 17-4 PH alloy is the prototype of this alloy family, it

will be used as an example. Austenitizing is performed at

1040�C (1900�F). The alloy is then cooled to below 32�C
(90�F) and held for 2 h. Tempering is then performed for

1–4 h at temperatures ranging from 480 to 620�C (900 to

1150�F). During this tempering process, in addition to

stresses being relieved, minute copper-containing particles

are precipitated within the martensite, hardening the alloy.

The final heat-treated condition is designated “Hxxxx,”

where xxxx refers to the (Fahrenheit) temperature of tem-

pering. Common heat treatment conditions for 17-4 PH alloy

include H900, H1025, H1075, andH1150. The 17-4 PH alloy

should not be used in the solution-treated condition because

in this condition it has low ductility and low resistance to

stress corrosion cracking (SCC).

Heat treatments of the semiaustenitic precipitation-

hardening stainless steels are more numerous and more

varied, but all conform to a common scheme:

Solution annealing

Austenite destabilization

Martensite formation

Tempering plus precipitation hardening

The 17-7 PH alloy will be used as an example of the

various heat treatment schemes. Since material usually is

shipped in the solution-annealed condition, that step may

sometimes be skipped during final heat treatment.

The first heat treatment to be described is the “RH” (for

refrigeration) type heat treatment. Austenite destabilization

is accomplished by a “trigger anneal” of 10min exposure at

955�C (1750�F). This treatment precipitates a small but

significant amount of chromium carbide, depleting the

austenitic matrix of these two elements and thus raising

the martensite start (Ms) temperature. The metal is then

cooled to �73�C (�100�F) and held for 8 h to transform

it to martensite. Finally, the transformed material is tem-

pered. During this tempering process, a strengthening pre-

cipitate of Ni(Al,Ti) is precipitated within the martensite,

strengthening it. A typical tempering temperature is 510�C
(950�F) for 1 h, which completes the RH950 heat treatment.

An alternative heat treatment is the “TH”-type heat treat-

ment. In this heat treatment, greater austenite destabilization

is accomplished by 90min exposure at 760�C (1450�F). This
treatment precipitates a greater amount of chromium carbide

than the trigger anneal of the RH treatment. This causes a

greater decrease in the carbon and chromium content in the

austenitic matrix and thus a greater increase in the Ms

temperature. Cooling to only 13�C (55�F) and holding for

30min becomes sufficient to obtain substantial transforma-

tion of the austenite to martensite. Finally, the transformed

material is tempered. Tempering at 565�C (1050�F) for

90min finishes the TH1050 heat treatment.

The marginal stability of the austenite in the semiauste-

nitic stainless steels also allows their martensitic transfor-

mation by way of deformation instead of heat treatment. The

CH900 treatment is an example. Cold reducing these alloys

�50% causes substantial transformation to martensite.

Tempering at a low temperature with concurrent precipita-

tion completes this process. Tempering for 1 h at the rather

low temperature of 482�C (900�F) completes the CH900

treatment, which produces the highest strength.

The differences among the RH, TH, and CH heat treat-

ments have important influences upon the properties of these

alloys. The 955�C (1750�F) trigger anneal of the RH heat

treatment produces a slight degree of intergranular chromium

depletion that slightly sensitizes the material. However, this

effect is limited by relatively large values of the solubility

product of chromium times carbon and the high rate of

diffusion at this temperature. The lower 760�C (1400�F)
temperature of the TH heat treatment produces greater Cr

depletion and allows for less diffusional healing to occur. The
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lack of a carbide precipitation step in theCHprocess prevents

this type of sensitization. As a general statement, in many

corrosion situations, for a given alloy, the CH condition

exhibits the greatest corrosion resistance, followed by the

RH conditions, with the TH heat-treated materials exhibiting

the lowest corrosion resistance.

E. CORROSION RESISTANCE

The martensitic stainless steels generally exhibit adequate

resistance to mild atmospheric corrosion, potable water, and

mild chemical environments. Their resistance to chlorides is

usually sufficient for short-term contact during use provided

that they are cleaned after exposure. They are typically not

suitable for continuous immersion in seawater, brackish

water, or aerated brines or exposure to marine atmospheres

(nor are many of the standard austenitic or ferritic stainless

steels). The performance of any given martensitic stainless

steel in any given environment may depend on the exact

composition of the alloy within the broad range permitted

for the alloy, its heat treatment, and its surface finish. For

optimum corrosion resistance, martensitic stainless steels

should be hardened and tempered. The best corrosion

resistance is usually obtained by tempering below 425�C
(800�F). Tempering at about 425–540�C (800–1000�F) can
lead to increased susceptibility to SCC or hydrogen em-

brittlement. While tempering >540�C (1000�F) somewhat

improves the corrosion resistance (compared with temper-

ing at 425–540�C, 800–1000�F), it generally produces

corrosion resistance inferior to that produced by tempering

at <425�C (800�F).
A brief discussion of corrosion resistance to specific

media follows.

E1. Water

Most of the martensitic stainless steels are resistant to fresh

(potable)water. For high-puritywater, this resistance extends

to high temperatures. Ozaki and Ishikawa [10] examined the

SCC behavior of cast 13% Cr martensitic stainless steels in

high-purity water (¼1 S/cm) at 288�C (550�F) with 8 ppm

dissolved oxygen content. Variations in carbon and nickel

contents and in tempering temperatures were examined.

They found that the Ni-containing alloys (3.5–5% Ni) had

greater susceptibility to intergranular corrosion and inter-

granular SCC (IGSCC) than alloys with lower Ni content.

Hydrogen embrittlement (HE) cracking susceptibility was

controlled by the tempering temperature (and resulting

strength of the steel) and not by composition within the

range studied. Steels with 13% Cr and either Ni¼ 4% and

C¼ 0.08% or Ni¼ 2.5% and C¼ 0.17% when tempered at

high temperature (�650�C;�1200�F) were immune to SCC

in high-temperature, high-purity water.

The resistance of the martensitic stainless steels in brack-

ish water, seawater, or aerated brines is more limited. Their

resistance to chloride solutions is usually sufficient for short-

term contact during use provided that they are cleaned after

exposure. They are typically not suitable for continuous

immersion in slowly flowing seawater, brackish water, or

aerated brines. Corrosion under biofouling deposits should

be expected to occur. Type 410 stainless steel was completely

perforated through the 6.6-mm specimen thickness after

1 year exposure to tropical seawater in the Pacific Ocean

near the Panama Canal [11]. Exposure of type 410 stainless

steel in deep seawater sites (715 and 1615m) also produced

significant (up to 15 mils–0.4mm) crevice attack [12]. The

martensitic stainless steels are highly resistant, however, to

flow erosion and erosion–corrosion. In situationswhere rapid

flow is the rule, such as boat propellers, propeller shafts, and

pump impellers, good performance has been experienced and

such products are commercially available. A reasonably

large experience base has been developed for 17-4 PH alloy

in seawater. For example, when 17-4 PH alloy is aged at

temperatures of 550�C (1025�F) or above and used in high-

velocity seawater, corrosion is usually avoided [13]. In

slowly flowing or stagnant seawater, cathodic protection

must be used to prevent pitting and crevice corrosion of the

17-4 PH alloy.

E2. Acid Solutions

The following data compare AISI 409 and 430 annealed

ferritic stainless steels with some hardened martensitic stain-

less steels that were tempered at 204�C (400�F) [14]:

Corrosion Rate (mm/year)

5% Solution at 49�C (120�F) Type 409 Type 410 Type 420 Type 425 Mod Type 440A Type 430

Acetic acid 0.022 0.002 0.028 0.122 0.059 0.001

Phosphoric acid 0.002 0.002 0.002 0.015 0.009 0.001

Pitting Potential (V vs. SCE) in Sodium Chloride

pH 5 Solution at 24�C (75�F) Type 409 Type 410 Type 420 Type 425 Mod Type 440A Type 430

100 ppm Cl� 0.439 0.502 0.581 0.619 0.598 0.590
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E3. Petroleum Production and Refining

Some of the martensitic stainless steels have been long used

in oil or natural gas production and in oil refining. Use of

metallic materials for oil production applications is regulated

in many locales by the NACE International Standard MR01-

75/ISO 15156 [15]. The concern in this case is the potential

for HE cracking (also referred to as sulfide stress cracking) in

aqueous service environments containing dissolved H2S (a

common impurity in these applications). The UNS S41000,

CA-15, or CA-15M alloy is approved for use by this standard

if it is double tempered at 620�C (1140�F) (min) and its

hardness is 22 HRC or less. The UNS S42400 or CA-6NM

alloy is approved for use by this standard if it is double

tempered at �660 and �600�C (1220 and 1112�F) and its

hardness is 23 HRC or less. S41500 and S42400 are among

the first of a growing group often called “supermartensitic

stainless steels.” These alloys have been used for petroleum

pipelines where low-alloy steels have suffered corrosion but

where the use of high-alloy materials such as duplex or

austenitic stainless steels is not considered to be justified.

The UNS S17400 alloy is approved for use by this standard if

it is double tempered at 620�C (1148�F) and its hardness is 33
HRC or less. The UNS S45000 alloy is approved for use by

this standard if it has been precipitation hardened at 620�C
(1148�F) (4 hmin) and its hardness is 31 HRC or less. The

UNS S66286 alloy is approved for use by this standard if its

hardness is 35 HRC or less. As noted in this standard, these

materials “have provided satisfactory field service in some

sour environments. These materials may, however, exhibit

threshold stress levels for sulfide stress cracking in NACE

Standard TM0177 that are lower than those of othermaterials

included in this standard.” Many martensitic stainless steels

are listed as being acceptable for use as well casing or tubing

under certain limits of H2S and chloride concentration, pH,

and service temperature that may vary with chemical com-

position and metallurgical processing or the material. These

include API 5CT Grade L-80, API 5CT Grade C-90 Type 1.

API 5CT Grade T-95 type 1 (all restricted composition

versions of type 420 with 13% Cr), and UNS S42500 alloys.

The reader should consult the latest edition of this standard

for current information. The CB-7Cu-1 grade in the “H1150

DBL” condition is listed as being acceptable for use in

internal valve components when its hardness is 310 HB

(30 HRC) maximum.

E4. Atmospheric Corrosion

In general, all stainless steels, even the martensitic stainless

steels, exhibit good or excellent resistance to atmospheric

corrosion. The increased corrosiveness of marine atmo-

spheres does. however, exhibit significant differences. Type

410 martensitic stainless steel exhibited rusting after a few

months exposure to a severe tropical marine atmosphere in

the Panama Canal Zone. While weight loss was low, corre-

sponding to an average 0.2-mm/year penetration rate, 0.125-

mm-deep pits were observed after eight years exposure [11].

The high strengths attainable with the martensitic and

precipitation-hardenable stainless steels greatly increase

their susceptibility to SCC, particularly in the presence of

chloride ions. For 12%Crmartensitic stainless steels stressed

to 75% of their yield strengths in a marine atmosphere, stress

corrosion failures were observed in material with strengths

above �1030MPa (�150 ksi) [16]. Lower strength material

similarly tested did not fail in over four years exposure.

Tempering between 340 and 540�C (650 and 1000�F) renders
these alloys quite sensitive to SCC in marine atmospheres.

Tempering below 340�C (650�F) is somewhat better, but for

maximum resistance to this problem, tempering >540�C
(1000�F) should be employed [16].

The martensitic precipitation-hardening alloys, as repre-

sented by 17-4 PH alloy, are more resistant to SCC than the

standard martensitic stainless steels and exhibit a threshold

yield strength for SCC in marine atmospheres of above

1240MPa (180 ksi) [10]. This means that 17-4 PH material

aged at or above 540�C (1000�F) is essentially immune to this

problem while aging at 480�C (900�F) renders it susceptible
to cracking in marine atmospheres. Tests of more than

6.6 years produced no failures of specimens aged at 550�C
(1025�F) and stressed at 140 ksi or of specimens aged at

620�C (1150�F) and stressed at 105 ksi [17]. Other marine

exposures (i.e., in the 25-m lot at Kure Beach) produced

failures in 20–322 days, but only for 17-4 PHmaterial aged at

480�C (900�F) [18]. Welding generally increased suscepti-

bility to SCC as evidenced by reduced times to failure.

The semiaustenitic precipitation-hardening stainless

steels are also susceptible to cracking inmarine atmospheres.

Exposures of several of these alloys in the 25- and 250-m lots

at Kure Beach produced failures in as little as one day, but

other samples survived uncracked for test durations of up

to 1100 days [11, 12]. Materials tested included 17-7 PH,

PH15-7 Mo, PH 13-8 Mo, and AM355 alloys.

E5. Other Media

The resistance of many alloys to a variety of media is

summarized in Corrosion Resistance Tables [19], Corrosion

Data Survey [20], and Handbook of Corrosion Data [21].

Corrosion Resistance Tables gives data on 17-4 PH alloy

and on “type 400 series” stainless steels, which might

include some of the martensitic stainless steels, but more

probably refers to type 430 ferritic stainless steel. Corro-

sion Data Survey reports information for “12 Cr” stainless

steel but notes that this might be type 405 ferritic stainless

steel or type 410 martensitic stainless steel. Handbook of

Corrosion Data [21] has extensive listings for type 410

stainless steel, but information on its heat treatment state is

absent from the summaries.
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F. OXIDATION/TEMPERATURE

RESISTANCE

The chromium content of the martensitic stainless steels

gives them good oxidation resistance. They generally offer

sufficient oxidation resistance to allow their use to tempera-

tures up to � 700�C (�1300�F). However, tempering of the

martensitic structures and consequent loss of strength usually

limits the application of these alloys to lower temperatures.

G. TYPICAL APPLICATIONS

Typical uses for the martensitic stainless steels include the

following:

Cutlery

Surgical instruments

Blades, and so on, in turbine engines

Bearings

Aerospace equipment

Petroleum production and refining

Firearms

Valves and stems

Food-processing equipment
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A. ALUMINUM PROPERTIES AND ALLOYS

Aluminum is second only to iron as the most important metal

of commerce. Aluminum is also the third most abundant

metal in the crust of the earth, almost twice as plentiful

as iron, the fourth most abundant metal. Pure aluminum

has a relatively low strength. The density of all alloys

(99.65–99.99%) is of the order of 2.7 g/mL, one-third that

of steel. In addition to recycling and new smelting processes,

aluminum has a relatively low cost, and its alloys provide a

high ratio of strength to weight. Salts of aluminum do not

damage the environment or ecosystems and are nontoxic.

Aluminum and its alloys are nonmagnetic and have high

electrical conductivity, high thermal conductivity, high

reflectivity, and noncatalytic action [1].

A1. Wrought Alloys

Wrought alloys are of two types: non–heat treatable, of the

1XXX, 3XXX, 4XXX, and 5XXX series, and heat treatable,

of the 2XXX, 6XXX, and 7XXX series. Strengthening is

produced by strain hardening, which can be increased by

solid solution and dispersion hardening for the non-heat-

treatable alloys. In the heat-treatable type, strengthening is

produced by (1) a solution heat treatment at 460–565�C
(860–1050�F) to dissolve soluble alloying elements; (2)

quenching to retain them in solid solution; and (3) a

precipitation or aging treatment, either naturally at ambient

temperature, or more commonly, artificially at 115–195�C
(240–380�F), to precipitate these elements in an optimum

size and distribution; (4) solution heat treatment and natural

aging; (5) air quenched and aged; (6) solution heat treatment

and annealed; (7) like entry 6, but overaged; (8) like entry 3,

but with accelerated aging; (9) like entry 6 and followed by

strain hardening (cold working).

Strengthened tempers of non-heat-treatable alloys are

designated by an “H” following the alloy designation, and

those of heat-treatable alloys by a “T”; suffix digits designate

the specific treatment (e.g., 1100-H14 and 7075-T651). In

both cases, the annealed temper, a condition of maximum

softness, is designated by an “O” [1]. The temper designation

system is used for all forms of wrought and cast aluminum

and aluminum alloys except ingot cast materials. Basic

temper designations consist of letters; subdivisions of the

basic tempers, where required, are indicated by one or more

digits following the letter [2]. The nominal chemical com-

positions of representative wrought aluminum alloys are

given in Table 54.1. Typical tensile properties of these alloys

in tempers representative of their most common usage are

given in Tables 54.2 and 54.3.

All non-heat-treatable alloys have a high resistance to

general corrosion. Aluminum alloys of the 1XXX series

representing unalloyed aluminum have a relatively low

strength. Alloys of the 3XXX series (Al–Mn, Al–Mn–Mg)

TABLE 54.1. Nominal Chemical Compositions of Representative Aluminum Wrought Alloysa

Percent of Alloying Elements

Alloy Si Cu Mn Mg Cr Zn Ti V Zr

Non-Heat-Treatable Alloys

1060 99.60% min Al

1100 99.00% min Al

1350 99.50% min Al

3003 0.12 1.20

3004 1.20 1.0

5052 2.5 0.25

5454 0.80 2.7 0.12

5456 0.80 5.1 0.12

5083 0.70 4.4 0.15

5086 0.45 4.0 0.15

7072b 1.0

Heat-Treatable Alloys

2014 0.8 4.400 0.80 0.5

2219 6.30 0.30 0.60 0.10 0.18

2024 4.40 0.60 1.5

6061 0.6 0.28 1.0 0.20

6063 0.4 0.7

7005 0.45 1.4 0.13 4.5 0.04 0.14

7050 2.30 2.2 6.2

7075 1.60 2.5 0.23 5.6

aReprinted from [1], pp. 111–145. Courtesy or Marcel Dekker, Inc.
bCladding for Alclad products.
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 have the same desirable characteristics as those of the 1XXX

series, but somewhat higher strength. Almost all the man-

ganese in these alloys is precipitated as finely divided phases

(intermetallic compounds), but corrosion resistance is not

impaired because the negligible difference in electrode po-

tential between the phases and the aluminum matrix in most

environments does not create a galvanic cell. Magnesium,

added to some alloys in this series, provides additional

strength through solid-solution hardening, but the amount

is low enough that the alloys behave more like those with

manganese alone than like the stronger Al–Mg alloys of the

5XXX series. Alloys of the 4XXX series (Al–Si) are low-

strength alloys used for brazing andwelding products and for

cladding in architectural products. These alloys develop a

gray appearance upon anodizing. The silicon, most of which

is present in elemental form as a second-phase constituent,

has little effect on corrosion.

Alloys of the 5XXX series (Al–Mg) are the strongest

non-heat-treatable aluminum alloys, and in most products,

they are more economical than alloys of the 1XXX and

3XXX series in terms of strength per unit cost. Magnesium

is one of the most soluble elements in aluminum, and when

dissolved at an elevated temperature, it is largely retained in

solution at lower temperatures, even though its equilibrium

solubility is greatly exceeded. It produces considerable

solid-solution hardening, and additional strength is pro-

duced by strain hardening. Alloys of the 5XXX series have

not only the same high resistance to general corrosion as

other non-heat-treatable alloys in most environments but

also, in slightly alkaline ones, a better resistance than any

TABLE 54.2. Typical Tensile Properties of Representative Non-Heat-Treatable AluminumWrought Alloys in Various Tempersa,b

Strength (MPa) Percent Elongation

Alloy and Temper Ultimate Yield In 50mnc In 5Dd

1060 -O 70 30 43

-H12 85 75 16

-H14 100 90 12

-H16 115 105 8

-H18 130 125 6

1100 -O 90 35 35 42

-H14 125 125 9 18

-H18 165 150 5 13

3003 -O 110 40 30 37

-H14 150 145 8 14

-H18 200 185 4 9

3004 -O 180 70 20 22

-H34 240 200 9 10

-H38 285 250 5 5

5052 -O 195 90 25 27

-H34 260 215 10 12

-H38 290 255 7 7

5454-O 250 115 22

-H32 275 205 10

-H34 305 240 10

-H111 260 180 14

-H112 250 125 18

5456 -O 310 160 22

-H111 325 230 16

-H112 310 165 20

-H116, H321 350 255 14

5083 -O 290 145 20

-H116, H321 315 230 14

5086 -O 260 115 22

-H116, H32 290 205 12

-H34 325 255 10

-H112 270 130 14

aAverages for various sizes, product forms, and methods of manufacture; not to be specified as engineering requirements or used for design purposes.
bReprinted from [1]. pp. 111–145. Courtesy of Marcel Dekker, Inc.
cA 1.60-mm-thick specimen.
dA 12.5-mm-diameter specimen.
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other aluminum alloy. They arewidely used because of their

high as-welded strength when welded with a compatible

5XXX series filler wire, reflecting the retention of magne-

sium in solid solution.

Among heat-treatable alloys, those of the 6XXX series,

which are moderate-strength alloys based on the quasibinary

Al–Mg2Si (magnesium silicide) system, provide a high

resistance to general corrosion equal to or approaching that

of non-heat-treatable alloys. Heat-treatable alloys of the

7XXX series (Al–Zn–Mg) that do not contain copper as an

alloying addition also provide a high resistance to general

corrosion.

All other heat-treatable wrought alloys have a significant-

ly lower resistance to general corrosion. These include all

alloys of the 2XXX series (Al–Cu, Al–Cu–Mg, Al–Cu–

Si–Mg) and those of the 7XXX series (Al–Zn–Mg–Cu) that

contain copper as a major alloying element. As described

later, the lower resistance is caused by the presence of copper

in these alloys, which are designed primarily for aeronautical

applications, where strength is required and where protective

measures are justified [1].

A2. Cast Alloys

Cast alloys are also of two types: non–heat treatable, desig-

nated by an “F,” for which strengthening is produced pri-

marily by intermetallic compounds, and heat treatable, des-

ignated by a “T,” corresponding to the same type of wrought

alloys where strengthening is produced by dissolution of

soluble alloying elements and their subsequent precipitation.

Alloys of the heat-treatable type are usually thermally treated

subsequent to casting, but in a few cases, where a significant

amount of alloying elements are retained in solution during

casting, they may not be given a solution heat treatment after

casting; thus they may be used in both the F and fully

strengthened T tempers (Tables 54.4 and 54.5).

Aluminum casting alloys are produced by all casting

processes of which die, permanent mold, and sand casting

account for the greatest proportion. Unlike wrought alloys,

their selection involves consideration of casting character-

istics as well as of properties.

As with wrought alloys, copper is the alloying element

most deleterious to general corrosion. Alloys such as 356.0,

A356.0, B443.0, 513.0, and 514.0 that do not contain copper

TABLE 54.3. Typical Tensile Properties of Representative Heat-Treatable Aluminum Wrought Alloys in Various Tempersa,b

Strength (MPa) Percent Elongation

Alloy and Temper Ultimate Yield In 50mmc In 5Dd

2014 -O 185 95 16

-T4, T451 425 290 19

-T6, T651 485 415 11

2219 -O 170 75 18

-T37 395 315 11

-T87 475 395 10

2024 -O 185 75 20 20

-T4, T351 470 325 20 17

-T851 480 450 6

-T86 515 490 6 7

6061 -O 125 55 25 27

-T4, T451 240 145 22 22

-T6, T651 310 275 12 15

6063 -O 195 90 25 27

-H34 260 215 10 12

-H38 290 255 7 7

7005 -O 195 85 20

-T63, T6351 370 315 10

7050 -T76, T7651 540 485 10

-T736, T73651 510 455 10

7075 -O 230 105 17 14

-T6, T651 570 505 11 9

-T76, T7651 535 470 10

-T736, T7351 500 435 11

aAverages for various sizes, product forms, and methods of manufacture; not to be specified as engineering requirements or used for design purposes.
bReprinted from [1], pp. 111–145. Courtesy of Marcel Dekker, Inc.
cA 1.60-mm-thick specimen.
dA 12.5-mm-diameter specimen.
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as an alloying element have a high resistance to general

corrosion comparable to that of non-heat-treatable wrought

alloys. In other alloys, corrosion resistance becomes pro-

gressively less the greater the copper content. More so than

withwrought alloys, a lower resistance is compensated for by

the use of thicker sections usually necessitated by require-

ments of the casting process [1].

Other Al-based materials, such as laminates, composites,

and ultrafine structures, prepared by conventional or novel

techniques are becoming available and their applications will

depend in part on their corrosion performance.

Alclad alloys are duplexwrought products, supplied in the

form of sheet, tubing, and wire, which have a core of one

aluminum alloy and a coating on one or both sides of

aluminum or another aluminum alloy. Generally, the core

comprises 90% of the total thickness with a coating com-

prising about 5% of the thickness on each side. The coating is

metallurgically bonded to the core over the entire area of

TABLE 54.4. Nominal Chemical Compositions of Representative Aluminum Casting Alloysa

Percent of Alloying Elements

Alloy Si Cu Mg Ni Zn

Alloys Not Normally Heat Treated

360.0 9.5 0.5

380.0 8.5 3.5

443.0 5.3

514.0 4.0

710.0 0.5 0.7 6.5

Alloys Normally Heat Treated

295.0 0.8 4.5

336.0 12.0 1.0 1.0 2.5

355.0 5.0 1.3 0.5

356.0 7.0 0.3

357.0 7.0 0.5

a
Reprinted from [1]. pp. 111–145. Courtesy of Marcel Dekker, Inc.

TABLE 54.5. Typical Tensile Properties of Representative Aluminum Casting Alloys in Various Tempersa

Strength (MPa) Percent Elongation

Alloy and Temper Type Casting Ultimate Yield In 50mmc

295.O -T6 Sand 250 165 5

336.O -T5 Permanent mold 250 195 1

355.O -T6 Sand 240 170 3

-T6 Permanent mold 375 240 4

-T61 Sand 280 250 3

-T62 Permanent mold 400 360 1.5

356.O -T6 Sand 230 165 3.5

-T6 Permanent mold 255 185 5

-T7 Sand 235 205 2

-T7 Permanent mold 220 165 6

357.O -T6 Sand 345 295 2

-T6 Permanent mold 360 295 5

-T7 Sand 275 235 3

-T7 Permanent mold 260 205 5

360.O -F Pressure die 325 170 3

380.O -F Pressure die 330 165 3

443.O -F Pressure mold 160 60 10

514.O -F Sand 170 85 9

710.O -F Sand 240 170 5

aReprinted from [1], pp. 111–145. Courtesy of Marcel Dekker, Inc.

Averages for separate cast test bars; not to be specified as engineering requirements or used for design purposes.
cA 1.60-mm-thick specimen.
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contact. In themostwidely usedAlcladmaterials, the coating

alloys are selected so that they will be anodic to the core

alloys in most natural environments. Thus, the coating will

galvanically protect the core where it is exposed at cut edges,

rivet holes, or scratches. Such Alclad alloys are usually more

resistant to penetration by neutral solutions than are any of

the other aluminum-base alloys [3].

The recent worldwide interest shown in the metal matrix

composite “MMC” materials has been fueled by the fact that

mechanical properties of light alloys can be enhanced by

incorporating reinforcing fibers (usually ceramic). Several

manufacturers are marketing a range of particulate reinforced

MMC products with different compositions (e.g., 12% alu-

mina, 9% carbon fiber, reinforced A1–12% SiC, particulate

SiC/Al ingots). The major reinforcements used in aluminum-

basedMMCsareboron,graphite, siliconcarbide,andalumina.

B. CORROSION BEHAVIOR OF ALUMINUM

AND ITS ALLOYS

B1. Description

Alloy 1100 (2S), sometimes known as commercially pure

aluminum, contains�99.0–99.3% aluminum. The rest of the

alloy is made up mainly of iron and silicon with minor

amounts of copper. Purer aluminum, containing up to

�99.95% aluminum, is also available; in addition, electro-

lytic refining has produced a small amount of very pure

metal,>99.99%aluminum. The resistance of pure aluminum

to attack by most acids and many neutral solutions is higher

than that of aluminum of lower purity or of most of the

aluminum-base alloys.

Aluminum is an active metal, and its resistance to corro-

sion depends on the passivity produced by a protective oxide

film. In aqueous solutions, the potential–pH diagram accord-

ing to Pourbaix [4] in Figure 54.1 expresses the thermody-

namic conditions under which the film develops. As this

diagram shows, aluminum is passive only in the pH range

of �4–9. The limits of passivity depend on the temperature,

the form of oxide present, and the low dissolution of alumi-

num that must be assumed for inertness. The various forms of

aluminumoxide all exhibitminimum solubility at about pH 5.

The protective oxide film formed in water and atmo-

spheres at ambient temperature is only a few nanometers

thick and amorphous. At higher temperatures, thicker films

are formed; these may consist of a thin amorphous barrier

layer next to the aluminum and a thicker crystalline layer next

to the barrier layer. Relatively thick, highly protective films

FIGURE 54.1. Potential versus pH diagram for A1/H2O system at 25�C [4]. (Reprinted with

permission from [4], NACE International and CEBELCOR.)
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of boehmite, aluminum oxide hydroxide AlOOH, are formed

in water near its boiling point, especially if it is made slightly

alkaline, and thicker, more protective films are formed in

water or steam at still higher temperatures.

Since the form of aluminum oxide produced depends on

corrosion conditions, its identification is sometimes useful in

establishing the cause of corrosion. At lower temperatures,

the predominant forms produced by corrosion are bayerite,

aluminum trihydroxide Al(OH)3, while, at higher tempera-

tures, it is boehmite A12O3�H2O. During aging of aluminum

hydroxide, which is first formed during corrosion in an

amorphous form, still another aluminum trihydroxide, gibb-

site, or hydrargilite (A12O3�3H2O) may also be formed,

especially if ions of alkali metals are present.

Above a temperature of�230�C (445�F), a protective film
no longer develops in water or steam, and the reaction

progresses rapidly until eventually all the aluminum exposed

in thesemedia is converted into oxide. Special alloys contain-

ing iron and nickel have been developed to retard this

reaction, and these alloys may be used up to a temperature

of �360�C (680�F) without excessive attack [5].

B2. Effect of O2 and Some Gases

Oxygen does influence the corrosion of aluminum. The

corrosion of aluminum is very slow in deaerated solutions.

In the presence of O2, corrosion is accelerated. In general,

high concentrations of dissolved oxygen tend to stimulate

attack, especially in acid solutions, although this effect is less

pronounced than for most of the other common metals.

Hydrogen and nitrogen have no effect, except as they influ-

ence the oxygen content [3].

Carbon dioxide and hydrogen sulfide, even in high con-

centrations, appear to have a slight inhibiting action on the

effect of aqueous solutions on aluminum alloys. Aqueous

solutions containing sulfur dioxide etch aluminum, but less

than copper or steel. Aqueous solutions of hydrogen chloride

are strongly corrosive to aluminum.

B3. Temperature

At low temperatures [4�C (40�F) or below], the action of

most aqueous solutions is much slower than at room tem-

perature. However, in many solutions, increasing tempera-

tures above�80�C (180�F) results in a decrease in the rate of
attack. Thus a temperature of 70–80�C (160–180�F) is likely
to result in more severe corrosion than temperatures of 20�C
(70�F) or 100�C (212�F).

B4. pH

Corrosion of aluminum and its alloys is passive between pH

of �5 and 8.5. Reflecting its amphoteric nature, and as

illustrated in Figure 54.1 [4], aluminum corrodes under both

acidic and alkaline conditions, in the first case to yield Al3þ

ions and in the second case to yield AlO2
� (aluminate) ions.

There are a few exceptions, either where the oxide film is not

soluble in specific acidic or alkaline solution or where it is

maintained by the oxidizing nature of the solution. Two

exceptions, acetic acid and sodium disilicate, are included

in Figure 54.2 (Alcoa Laboratories). Ammonium hydroxide

>30% concentration by weight, nitric acid >80% concen-

tration by weight, and sulfuric acid of 98–100% concentra-

tion are also exceptions [1].

There is no general relationship between pH and rate of

attack because the specific ions present largely influence the

behavior. Thusmost aluminumalloys are inert to strong nitric

or acetic acid solutions but are readily attacked in dilute

nitric, sulfuric, or hydrochloric acid solutions. Similarly,

solutions with a pH as high as 11.7 may not attack aluminum

FIGURE 54.2. Relation to pH of the corrosivities toward 1100-H14 alloy sheet of various chemical

solutions. (Reprinted from [1], pp. 111–145. Courtesy of Marcel Dekker, Inc.)

CORROSION BEHAVIOR OF ALUMINUM AND ITS ALLOYS 721



 

alloys, provided silicate inhibitors are present but, in the

absence of silicates, attack may be appreciable at a pH as low

as 9.0. In chloride-containing solutions, generally less cor-

rosion occurs in the near-neutral pH range, say 5.5–8.5, than

in either distinctly acid or distinctly alkaline solutions.

However, the results obtained vary somewhat, depending on

the specific aluminum alloy under consideration.

B5. Freshwaters

Aluminum-base alloys are not appreciably corroded by

distilled water even at elevated temperatures (up to 180�C
[350�F] at least). Furthermore, distilled water is not contam-

inated by contact with most aluminum-based alloys. For this

reason, there is a fairly extensive and satisfactory use of

aluminum alloy storage tanks, piping valves, and fittings for

handling distilled water.

Because natural freshwaters differ so widely in their

composition and behavior, it is extremely difficult to make

generalizations regarding the resistance of aluminum-base

alloys to their action. Most commercial aluminum-base

alloys show little or no general attack when exposed to most

natural waters at temperatures up to 180�C (350�F) at least.
However, certain waters may cause severe localized attack or

pitting. Pitting is of most importancewhere the metal section

thickness is small, since the rate of attack at the pits generally

falls off with increasing time of exposure. In general, the time

necessary to perforate an aluminum alloy sheet 0.10 cm thick

or greater is prolonged, as attested to by the wide and

successful use of aluminum tea kettles.

The Alclad products are much more resistant to perfora-

tion by pitting than are the other aluminum alloys. Therefore,

wherever the characteristics of a specificwater are not known

in advance, it is safer to employ aluminum alloys such as

Alclad 3003. Water staining, a type of crevice corrosion of

aluminum, can occur.

B6. Seawater

Of the aluminum alloys in common use, those that do not

contain copper as a major alloying constituent are resistant

to unpolluted seawater. Among wrought alloys, those of the

5XXX series have the highest resistance to seawater, and

considering their other desirable characteristics, they are the

most widely used for marine applications. Among casting

alloys, those of the 356.0 and 514.0 types are used exten-

sively for marine applications [1]. As in other natural waters,

any attack that does develop in seawater is likely to be

extremely localized (i.e., pitting corrosion). Therefore, rate

of attack calculated from weight change data has little value.

Measurement of change in tensile strength is the most widely

used criterion.

Corrosion of aluminum alloys in seawater is mainly of the

pitting type, aswould be expected from its salinity and enough

dissolved oxygen as a cathodic reactant to polarize the alloys

to their pitting potentials. Rates of pitting usually range from3

to 6mm/year during the first year and from 0.8 to 1.5mm/year

averaged over a 10-year period; the lower rate for the longer

period reflects the tendency for older pits to become inactive.

The corrosion behavior of aluminum alloys in deep seawater,

judging from tests at 1.6 km, is generally the same as at the

surface except that the effect of crevices is greater [6].

B7. Atmospheric Corrosion

B7.1. Outdoor Exposures. The aluminum-base alloys as a

class are highly resistant to normal outdoor exposure con-

ditions. The alloys containing copper as a major alloying

constituent (over �1%) are somewhat less resistant than the

other aluminum-base alloys, whereas the Alclad alloys are

generally the most resistant. Results of typical outdoor

exposure tests are based on exposure of machined tensile

specimens 103.1mm (4.06 in.) thick. Loss in tensile strength

is generally of the order of 1–2% for the first year depending

on the alloy and the atmosphere. An alloy such as 2017T can

lose up to 17% in tensile strength during the first year [3].

If the specimens had been thinner, obviously the losses

would have been relatively greater, whereas if they had been

thicker, the losses would have been smaller. This effect of

thickness is especially pronounced in the case of aluminum-

base alloys, since the rate of attack greatly decreases with

increasing time of exposure.

Specimens were freely exposed to the outdoor locations.

If they had been partially sheltered, the rate of attack would

have been somewhat greater; if they had been largely shel-

tered, very little attack would have occurred. Apparently, in

the case of aluminum-base alloys, periodic exposure to rain is

beneficial probably because the rain washes off corrosive

products that settle from the air. Evidently, free exposure to

rain is not harmful but, on the contrary, is beneficial.

The gases ordinarily found in industrial atmospheres have

little effect in accelerating the corrosion of aluminum-base

alloys. Carbon particles from the atmosphere may accelerate

corrosion by galvanic action. Under outdoor atmospheric

exposure conditions this factor is of secondary importance

even in intensely industrial regions. Sulfur compounds such

asH2S have no specific effect in accelerating the tarnishing or

corrosion of aluminum alloys. However, the highly acidic

nature of water containing dissolved SO2 or SO3 causes it to

become somewhat corrosive [3].

B7.2. Indoor Exposures. The effects of indoor exposure

differ greatly, depending on the exposure conditions. Expo-

sure indoors in homes or offices ordinarily causes, at most,

only a mild surface dulling of aluminum-base alloys even

after prolonged periods of exposure. In damp locations,

especially where there is contact with moist insulating

materials, such as wood, cloth, and paper insulation, attack

may be more appreciable. In factories or chemical plants,
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fumes or vapors incident to the operations being conducted

may cause a definite surface attack. However, in most indoor

atmospheres where pools of contaminated water do not

remain in prolonged contact with aluminum alloys, or where

extended contact with moist, porous materials is avoided, no

appreciable loss of mechanical properties through corrosion

will occur. In particular, aluminum alloys are highly resistant

to warm, humid conditions where there is appreciable mois-

ture condensation so long as contact with porous materials is

avoided. Bare aluminum alloy panels have been used in

constructing humidity cabinets that operate just above the

dew point at 50�C. After five years of use, there was no

corrosion other than minor surface staining [3].

B8. Soil Corrosion

The extent of attack that occurs on aluminum alloys buried

underground varies greatly, depending on the soil composi-

tion and climatic conditions. In dry, sandy soil corrosion is

negligible. In wet, acid, or alkaline soils, attack may be

severe. Results of soil corrosion tests in two locations are

summarize in Table 54.6 [7]. In both these locations, panels

of the various alloyswere buried in clay soil of theAluminum

Research Laboratories’ properties in New Kensington, PA.

One location was in relatively well-drained soil and the other

was in a marshy area <100 ft away. In the well-drained soil,

attack on all the aluminum-base alloys, except 2017, was

mild after five years. The 2017-T was severely attacked

although not as much as the steel.

In the marshy soil, maximum depths of attack on all the

uncoated aluminum-base alloys, except Alclad 2024-T, were

appreciable and of the same order of magnitude as on steel,

although the relative loss in tensile strength was definitely

less for most of the aluminum-base alloys than for steel. In

the case of the Alclad 2024-T, the attack that occurred was all

confined to the coating, as would be expected. Chemical dip

and sulfuric acid anodic coatingswere definitely protective to

6053-T and presumably to the other aluminum alloys.

B9. Steam Condensate

Condensatefromsteamboilers, iffreefromcarry-overofwater

from the boiler, is similarly inert to aluminum-base alloys.

Thus, either wrought or cast aluminum alloys are used suc-

cessfully for steam radiators or unit heaters.Where aluminum

alloys are used, it is desirable to install suitable traps in the

steam lines, sinceentrappedboilerwater, especially if alkaline

water-treating compounds are employed, may be corrosive.

TABLE 54.6. Soil Burial Tests of Five Years Duration with Aluminum Alloy Specimensa,b

Well-Drained Soil Marshy Soil

Alloy

Max. Depth of

Attackc (in.)

% Change in

Tensile Strengthd
Remarks

(1 in. ¼ 25.4mm)

Max. Depth of

Attack (in.)

% Change in

Tensile Strength Remarks

1l00-1/2H 0.0017 � 1 Mild general

etching

0.0280 � 7 Pitted

5052-1/2H 0.0007 þ 1 Mild general

etching

0.0140 0 Pitted

6053-T 0.0007 0 Mild general

etching

0.0150 0 Pitted

6053-T, Alrok 0.0006 0 Mild general

etching

0.0006 0 Mild general

etching

No. 13 coated

6053-T,

aluminite

0.0003 0 Mild general

etching

0.0002 þ 2 Mild general

etching

No. 204 coated

2017-T 0.0380 � 20 Severe pitting 0.0310 � 41 Severely

pitted

Alclad 2024-T 0.0013 0 Mild general

etching

0.0028 � 1 General

etched

Steel 0.0640 � 27 Completely

perforated at 3

spots

0.0190 � 17 Pitted

aSpecimens in the form of panels 3� 9� 0.064 in. thick were buried to a depth of 61 cm in soil at the property of the Aluminum Research Laboratories in New

Kensington, PA.
bSee [7].
cDepth of attack determined by microscopic examination of cross sections.
dChange in tensile strength determined bymachining tensile specimens from the panels after exposure and comparing their strengthwith that of unexposed tensile

specimens of the same materials.
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B10. Gases

Most gases, in the absence of water and at or near room

temperature, have little or no action on aluminum-base

alloys. In the presence of water, the acid gases, such as

HCl and HF are corrosive, and wet SO2 causes corrosion

(Table 54.7). Hydrogen sulfide or ammonia, either in the

presence or absence of water and at room temperature or

slightly above, has negligible action on aluminum-base

alloys. Halogenated hydrocarbons, such as dichlorodifiuor-

omethane, dichlorotetrafluoromethane, and monochlorodi-

fluoromethane, are almost completely inert to aluminum.

However, methyl chloride and methyl bromide are corro-

sive and should not be used in contact with aluminum-base

alloys.

B11. Chemicals

B11.1. Acids. Acid minewaters are corrosive to aluminum-

base alloys. The extent of attack depends on the specific

composition of the water. Some use of aluminum pipe has

beenmade in soft coalmines for handling acidminewaters. It

has been found that pipe of aluminum alloy 3003 greatly

outlasts bare or galvanized steel pipe in this application.

Many aluminum-base alloys are highly resistant to nitric acid

in concentrations of �80–99%. Alloys such as 1100, 3003,

and 6061 have received thewidest use for handling nitric acid

of these concentrations. Nitric acid of lower concentrations is

more corrosive.

Dilute sulfuric acid solutions, up to �10% in concentra-

tion, causes some attack on aluminum-base alloys, but the

action is not sufficiently rapid at room temperature to prevent

their use in special applications. In the concentration range of

�40–95%, rather rapid attack occurs. In extremely concen-

trated or fuming acid, the rate of attack drops again to a very

low value.

The action on aluminum (1100) of solutions containing

sulfuric acid, nitric acid, andwater is illustrated inFigure54.3.

It will be noted that aluminum is most resistant to solutions

dilute in both acids, or high in nitric acid concentration, or in

100% sulfuric acid. Hydrofluoric, hydrochloric, and hydro-

bromic acid solutions, except at concentrations below�0.1%,

are definitely corrosive to aluminum alloys. The rate of attack

is greatly influenced by temperature (Fig. 54.4).

Both perchloric acid and phosphoric acid solutions in

intermediate concentrations definitely attack aluminum.

Dilute (< 1%) phosphoric acid solutions have a relatively

mild, uniform etching action that makes them useful for

cleaning aluminum surfaces. Boric acid solutions in all con-

centrations up to saturation have negligible action on alumi-

num alloys. Chromic acid solutions in concentrations up to

10%haveamild, uniformetching action.Mixtures of chromic

acid and phosphoric acid have practically no action on a wide

variety of aluminum alloys, even at elevated temperatures.

Such mixtures are used for quantitatively removing corrosion

products or oxide coatings from aluminum alloys.

Most organic acids arewell resisted by aluminum alloys at

room temperature. In general, rates of attack are highest for

solutions containing �1 or 2% of the acid. Formic acid,

oxalic acid, and some organic acids containing chlorine (such

as trichloroacetic acid) are exceptions and are definitely

corrosive. Equipment made of aluminum alloys, such as

1100 or 3003, are widely and successfully used for handling

acetic, butyric, citric, gluconic, malic, propionic, and tartaric

acid solutions.

B11.2. Fruit Acids. Aluminum alloys also have a high

resistance to the action of uncontaminated natural fruit acids.

Contamination of these substances by heavy metal com-

pounds may cause them to become corrosive. In contrast, the

addition of sugar to fruit acids causes them to become even

less corrosive [3].

TABLE 54.7. Resistance of Aluminum to Aqueous Solutions of Several Gasesa

Carbon Dioxideb and Water Sulfur Dioxide,c Air, and-Water Hydrogen Sulfided and Water

Metal Av. Wt. Loss (g) Av. ipye Av. Wt. Loss (g) Av. ipye Av. Wt. Loss (g) Av. ipye

Aluminum 1100 0.0003 0.00004 0.150 0.0498 0.002 0.00028

Copper — — 0.681 0.0701 0.237 0.01030

Steel f 0.2153 0.00977 8.583b 1.02b 1.366 0.06800

aSee [3].
bMetal specimens 1� 4� 1/16 in. (2.5� 10.2� 0.16 cm) were partially immersed (to depth of 51mm).
cMetal specimens 2.5� 10.2� 0.16 cm thick were partially immersed (to a depth of 2 in.) in distilled water through which air and sulfur dioxide were bubbled.

The total period of exposure was 135 h at room temperature.
dMetal specimens 1� 4� 1/16 in. thick were partially immersed (to a depth of 51mm) in distilled water through which hydrogen sulfide was bubbled. The total

period of exposure was 320 h at room temperature.
eInch/year, this calculation was based on the assumption that all corrosion was confined to the immersed areas of the specimens.
fSteel specimen corroded completely through at the water line.
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B11.3. Organic Compounds. Aqueous solutions of organic

chemicals having a substantially neutral reaction are gener-

ally not corrosive to aluminum-base alloys, unless these

solutions are contaminatedwith other substances, particularly

chlorides and heavy metal salts. At room temperature or

slightly above, most organic compounds in the absence of

water are completely inert to aluminum-base alloys. This is

true for organic–sulfur compounds aswell as for other organic

compounds. At elevated temperatures, some organic com-

pounds, such asmethyl alcohol and phenol, definitely become

corrosive, especially when they are completely anhydrous.

B11.4. Alkalis. Solutions of sodium hydroxide or potassi-

um hydroxide in all but the lowest concentrations (<0.01%)

rapidly attack aluminum and its alloys. Attack by the very

dilute caustic solutions can be inhibited by corrosion inhi-

bitors, such as silicates or chromates, but in more

concentrated solutions none of the usual inhibitors are very

effective. The alloys of aluminum containing more than

�4% magnesium are somewhat more resistant to attack by

alkalis than are the other aluminum-base alloys. Lime or

calcium hydroxide solutions are also corrosive, but the

maximum rate of attack is limited by the low solubility of

these materials.

The aluminum-base alloys are highly resistant to ammo-

nia and ammonium hydroxide. The alloys that contain

appreciable magnesium tend to be even less affected

by ammonium hydroxide solutions than the other aluminum

alloys. The amines generally have little or no action on

aluminum alloys. However, a few of the most alkaline do

cause definite attack.

B11.5. Salt Solutions. Neutral or nearly neutral (pH from

�5 to 8.5) solutions of most inorganic salts cause negligible

FIGURE 54.3. Action of mixtures of nitric and sulfuric acids on 1100 aluminum 24-h tests, room

temperature; contours labeled in in./year (25.4mm) [3].

FIGURE 54.4. Effect of temperature on corrosion rate of (6053-T) aluminum in 10% HCl [3].
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or minor corrosion of aluminum-base alloys at room tem-

perature. This is true for both oxidizing and nonoxidizing

solutions. Any attack that does occur in such solutions is

likely to be highly localized (pitting) with little or no general

corrosion. Solutions containing chlorides are likely to be

more active than other solutions. The simultaneous presence

of salts of the heavy metals, especially copper, and chlorides

may bevery detrimental. Distinctly acid or distinctly alkaline

salt solutions are generally somewhat corrosive. The rate of

attack depends on the specific ions present. In acid solutions,

chlorides, in general, greatly stimulate attack. In alkaline

solutions, silicates and chromates greatly retard attack [3].

B11.6. Dry Phenols. Phenols and carbon tetrachloride

nearly dry or near their boiling points are very corrosive to

aluminum alloys. This behavior can be prevented by the

presence of trace water [1].

B11.7. Mercury. The action of metallic mercury on alumi-

num is unique. It tends to amalgamate readilywith aluminum

at room temperature to produce an extraordinary corrosion

rate in the presence of moisture with the production of

voluminous columnar corrosion products. When that reac-

tion is started, the rate of corrosion depends on relative

humidity. When dry, metallic mercury reacts only with

difficulty because of the oxide film on the aluminum surface.

Traces of acidity or halides on the surface cause rapid attack.

Solutions containing mercury ions tend to cause rapid pitting

of aluminum alloys because mercury plates out in localized

areas. Inmany cases, the amalgamation of stressed aluminum

alloy with mercury results in cracking since the mercury

penetrates selectively at grain boundaries, thus weakening

the material. Mercury can be removed from aluminum

surfaces by treatment with 70% nitric acid. Mercury can be

distilled away from an aluminum surface by treatment with

steam or hot air [8].

C. TYPES AND FORMS OF CORROSION

C1. Uniform Corrosion

C1.1. Potential of Aluminum and Its Alloys. Table 54.8 is

a galvanic series of aluminum alloys and other metals

representative of their electrochemical behavior in seawater

and inmost naturalwaters atmospheres Figure 54.5 [9] shows

the effect of alloying elements in determining the position

of aluminum alloys in the series; these elements, primarily

copper and zinc, affect electrode potential onlywhen they are

in solid solution.

As evident in Table 54.8, aluminum (and its alloys)

becomes the anode in galvanic cells with most metals,

protecting them by corroding sacrificially. Only magnesium

and zinc are more anodic and corrode to protect aluminum.

This type of corrosion can be found in strong acidic or

strong basic solutions as illustrated in Figure 54.6 [4, 10].

The rate of corrosion can vary from several micrometers

per year to several micrometers per year to several micro-

meters per hour.

In the range of pH between� 4 and 8, aluminum is

protected by its oxides and hydroxides. The aluminum

hydroxide gel is not stable but crystallizes with time to give,

first, the rhombohedral monohydrate (Al2O3�H2O or boehm-

ite), then the monoclinic trihydrate (A12O3�3H2O or bayer-

ite), and finally another monoclinic trihydrate (hydrargilite).

This development of aluminum hydroxide is known as

“aging” [4].

The air-formed oxide film is amorphous alumina 2–4 nm

thick at room temperature. In contact with wet environments,

the external side of the oxide film hydrolyzes to produce

hydrated oxides such as bayerite (A12O3�3H2O) formed

below 70�C and boehmite (A12O3�H2O or A100H) formed

at >100�C[11].

TABLE 54.8. Electrode Potentials of Representative

Aluminum Alloys and Other Metalsa,b

Aluminum Alloy or Other Metalc Potential (V)

Chromium þ 0.18 to � 0.40

Nickel � 0.07

Silver � 0.08

Stainless steel (300 series) � 0.09

Copper � 0.20

Tin � 0.49

Lead � 0.55

Mild carbon steel � 0.58

2219-T3, T4 � 0.64d

2024-T3, T4 � 0.69d

295.O-T4 (SC or PM) � 0.70

295.O-T6 (SC or PM) � 0.71

2014-T6, 355-O T4 (SC or PM) � 0.78

355.O-T6 (SC or PM) � 0.79

2219-T6, 6061-T4 � 0.80

2024-T6 � 0.81

2219-T8, 2024-T8, 356.O-T6 (SC or PM),

443,O-F (PM), cadmium

� 0.82

1100, 3003, 6061 T-6, 6063-T6, 7075-T6,c

443, O-F (SC)

� 0.83

1060, 1350, 3004, 7050-T73,c 7075-T73c � 0.84

5052, 5086 � 0.85

5454 � 0.86

5456, 5083 � 0.87

7072 � 0.96

Zinc � 1.10

Magnesium � 1.73

aMeasured in an aqueous solution of 53 g of NaCl and 3 g of H2O2 per liter at

25�C; 0.1N calomel reference electrode.
bReprinted from [1], pp. 111–145. Courtesy of Marcel Dekker, Inc.
cThe potential of an aluminum alloy is the same in all tempers wherever the

temper is not designated.
dThe potential varies � 0.01–0.02V with quenching rate.
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Alloying elements such as Li,Mg, andBe, which aremore

active (less noble) than aluminum, oxidize first, forming

poorly protecting oxides at the extreme surface. On the other

hand, alloying elements nobler than aluminum, present in

solid solution or in the form of small coherent precipitates

(size 0.5–50 nm), produce amixed-oxide film. In contrast, the

largest precipitates (size �1–10mm) formed from these

elements are not coherent with the matrix and often remain

unoxidized [12]. Figure 54.7 shows a schematic view of

aluminum oxide film on a rolled product.

Some oxides, such as those of Mn and Mg, can improve

the resistance to general corrosion when they are partially

introduced into the oxide film, whereas other oxides can

deteriorate the protective quality of this film.

Aluminum may corrode because of defects in its protec-

tive oxide film. Resistance to corrosion improves consider-

ably as purity is increased, but the oxide film on even the

purest aluminum contains a few defects where minute cor-

rosion can develop. In less pure aluminum of the 1XXX

series and in aluminum alloys, the presence of second phases

is an important factor. These phases are present as insoluble

intermetallic compounds produced primarily from iron, sil-

icon, and other impurities and, to a lesser extent, precipitates

of compounds produced primarily from soluble alloying

elements. Most of the phases are cathodic to aluminum, but

a few are anodic. In either case, they produce galvanic cells

because of the potential difference between them and the

aluminum matrix [1].

C1.2. Galvanic Corrosion. Aluminum-base alloys are

anodic to many other common metals and alloys used in

structures. Thus, if aluminum-base articles are exposed

outdoors or in moist locations in contact with parts made

of other metals, galvanic attack of the aluminum surfaces

adjacent to the dissimilar metal is likely to occur. Galvanic

action is much more pronounced in marine or seacoast

atmospheres than in rural or industrial locations.

Contact with copper or copper-base alloys causes more

pronounced galvanic attack than does contact with most

other metals. In rural or industrial locations, contact with

steel does not generally cause a very pronounced acceleration

in rate of attack of aluminum-base alloys (especially the

Al–Cu alloys such as 2017 and 2024). In seacoast locations,

attack may be appreciably accelerated. In certain solutions

and in some natural waters this action may be reversed, so

that attack of the steel is accelerated and the aluminum is

protected.

Contact between stainless steel and aluminum in seawater

or other saline solutions usually results in less galvanic action

on the aluminum than does contact of aluminum with steel.

FIGURE 54.5. Effect of alloying elements on the electrode po-

tential of aluminum [9]. (Reprinted with permission from Metals

Handbook, 9th ed. Vol. 13, Corrosion, ASM International, Materi-

als Park, OH, 1984, p. 584.)

FIGURE 54.6. Influence of pH on the corrosion rate of aluminum. (Reprinted with permission

from [4], NACE International and CEBELCOR.)
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However, no cases of reversal of the stainless steel/aluminum

couple, such as occurs with steel, are known. Cadmium has

about the same potential as aluminum, and therefore, contact

with cadmium usually results in negligible galvanic action.

Zinc is anodic to aluminum in most neutral or acid solutions;

hence, in such solutions contact with zinc results in protec-

tion of the aluminum. In alkaline solutions, the potentials

reverse so that, in these media, contact with zinc can cause

accelerated attack of aluminum.

Magnesium and its alloys are definitely anodic to the

aluminum alloys, and thus, contact with aluminum increases

the corrosion rate of magnesium. However, such contact is

also likely to be harmful to aluminum, since magnesiummay

send sufficient current to the aluminum to cause cathodic

corrosion in alkaline medium. Cathodic corrosion, as men-

tioned above, is most likely to be encountered in seacoast

locations. Certain aluminum-base alloys (such as 5056) are

less affected by contact with magnesium than are other

aluminum alloys. For this reason, 5056 rivets have been

extensively employed in assembling magnesium alloy struc-

tures. In designing outdoor structures, it is often necessary to

combine dissimilar metals in the structure. Suitable protec-

tivemethods are available that, if adopted,will greatly reduce

the risk of galvanic corrosion.

Since aluminum is anodic to the majority of structural

metals except zinc andmagnesium, assembling an aluminum

alloy with another alloy gives a galvanic cell in the presence

of a corrosive medium. The rate of the attack is controlled

by [3]:

The difference of potential between the two structural

alloys or metals in the corrosive medium

The electric resistance between the two conductors, which

is frequently low

The resistivity of electrolyte; for example, seawater, with

a low resistivity (a few W/cm2), is particularly

aggressive.

The surface area of the anode as compared to the cathode

Polarization of the two electrodes because of oxide for-

mation and diffusion control

If the surface area of the anode (aluminum or its alloys) is

very low with respect to the cathodic surface, the rate of

general corrosion will be very high. In some cases, severe

localized corrosion occurs, which can lead to perforation,

especially if the resistance of the corrosive medium is high

and the solution is stagnant.

For natural atmospheric corrosion, aluminum can be

compared to other passive alloys in this atmosphere, such

as stainless steels. Direct assembly between aluminum and

copper should be avoided. This assumption has not been

observed for all applications since some electric industries

have introduced a bivalent sheet of aluminum and copper in

direct contact with the rest of the structure in aluminum and

copper, respectively [12].

Galvanic corrosion can be prevented by breaking electric

contact between the two metals using, for example, gum,

paint, rubber, nonconducting polymers, or washers with

sufficient thickness. Isolation of the cathodic metal of the

galvanic cell (the cathodic alloy in contact with the structural

aluminum) by a resisting paint is a common practice. For

example, the steel in an assembly of aluminum–steel in

seawater is generally coated with zinc (metalization) and

by an adherent resistant paint [13].

Removing the cathodic reactant, galvanic corrosion is

reduced because the aluminum is less likely to be polarized to

its pitting potential. Thus the corrosion rate of aluminum

coupled to copper in seawater is greatly reduced when the

FIGURE 54.7. Schematic view of aluminum oxide film on rolled products. (Reproduced with

permission from [12].)
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seawater is deaerated. In closed multimetallic systems, the

corrosion rate, even though it may be high initially,

decreases to a low value whenever the cathodic reactant is

depleted. Galvanic corrosion is also lowwhere the electrical

resistivity is low, as in high-purity water. Some semicon-

ductors, such as graphite and magnetite, are cathodic to

aluminum, and in contact with them, aluminum corrodes

sacrificially. Galvanic corrosion of aluminum by more

cathodic metals in solutions of nonhalide salts is usually

less than in solutions of halide ones.

Corrosion of aluminum is controlled by an anodic reaction

(oxidation), which leads to metallic dissolution and a ca-

thodic reaction (reduction) of environmental species. The

relation where the anodic reaction occurs on aluminum, and

thus leads to its corrosion, is shown in Figure 54.8. The

anodic polarization curve shown is typical for aluminum and

its alloys when they are polarized anodically in an electrolyte

free of a readily available cathodic reactant (e.g., in a

deaerated electrolyte), whereas the polarization curves for

the cathodic reactions are schematic only. The corrosion

current developed by the two reactions (which determines

the rate of corrosion of the aluminum) is indicated by the

intersection of the anodic polarization curve for aluminum

with one of the cathodic polarization curves.

The corrosion rate of aluminum when coupled to a more

cathodic metal depends on the extent to which it is polarized

in the galvanic cell. It is especially important to avoid contact

with amon cathodicmetal where aluminum is polarized to its

pitting potential because, as shown in Figure 54.8, a small

increase in potential produces a large increase in corrosion

current.

To minimize corrosion of aluminum in contact with other

metals, the ratio of the exposed area of aluminum to that of

the more cathodic metal should be kept as high as possible

(since such a ratio reduces the current density on the alumi-

num). Paints and other coatings for this purpose may be

applied to both the aluminum and the cathodicmetal, or to the

cathodic metal alone, but they should never be applied to

the aluminum only, because of the difficulty in applying and

maintaining them free of defects.

C2. Pitting Corrosion

Fine, white, gelatinous deposits of aluminum hydroxide

often cover deep pits. Pitting corrosion is observed when:

Aluminum and its alloys are in the pH range where it is

passive. On increasing acidity or alkalinity beyond its

passive range of pH, corrosion attack becomes more

nearly uniform. Polarization of its potential at least to

its pitting potential occurs (Fig. 54.8)

In aerated solutions, the cathodic reaction is oxygen

reduction, while the anodic reaction is accelerated by halide

ions, of which chloride is the one most frequently encoun-

tered in service. Pitting is observed in aerated solutions of

halides in the passive region of pH.

The development of pitting can be prevented by removal

of the reducible species required for a cathodic reaction. In

neutral solutions, this species is usually oxygen. Thus its

removal by deaeration prevents the development of pitting in

aluminum even in most halide solutions because, in its

absence, the cathodic reactions are not sufficient to polarize

aluminum to its pitting potential. Metallurgical structure has

little effect on the pitting potential of aluminum, nor do

second phases in the amounts present in its alloy have

significant effect. Severe cold workmakes the potential more

anodic by a fewmillivolts, and this change, although small, is

sufficient to affect the extent to which pitting develops, for

example, more pitting on machined or sheared edges [16].

Four laboratory procedures have been developed to mea-

sure Ep– one based on fixed current and the other three on

controlled potential [17]. Generally, aluminumdoes not pit in

aerated solutions of nonhalide salts, because the pitting

potential is considerably more noble than it is in halide

solutions, and aluminum is not polarized to this level of

FIGURE54.8. Typical anodic polarization curve (solid line) for an

aluminum alloy in an electrolyte free of a readily available cathodic

reactant (commonly oxygen); Ep is the pitting potential of the alloy.

Ep for 5XXX and 6XXX alloys at 25�C is of the order of �0.4 to

0.7 V/SCE in a deaerated solution with 0.3–3% Cl at ambient

temperature [15]. The intersection of this curve with one of the

cathodic polarization curves (schematic) determines the corrosion

current of the alloy [14]. (Reprinted with permission from Metals

Handbook, 9th ed., Vol. 2, Aluminum Alloys, ASM International,

Metals Park, OH, 1979, p. 215 (formerly the American Society for

Metals, Materials Park, OH.)
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potential in normal service [9]. Pitting corrosion initiates

at weak points of the oxide or hydroxide passivating film of

the alloy:

Reactions at the anode: Al ! Al3þ þ 3e�

Al3þþ 3H2O! AlðOHÞ3 þ 3Hþ

Considering a neutral solution, the consumption of

hydroxide ions at the anodic sites can make the pH more

acidic, to the level of 3–4, accompanied by migration of

chloride ions (very mobile and frequently present). These

ions facilitate the anodic reaction and form aluminum chlor-

ides which give hydroxides and acids by hydrolysis. This

helps to shift the pH to acidic values.

Reactions at the cathode:AlCl3þ 3H2O!AlðOHÞ3þ 3HCl

3Hþ þ 3e� ! 3
2
H2

1
2
O2 þH2Oþ 2e� ! 2OH�

The cathodic sites are frequentlymore alkaline because of the

local formation of hydroxides. The presence of oxygen and/

or another oxidant is essential for pitting.

Pitting of aluminum matrix composites l050 and 2124

each reinforced silicon carbide particles (SiCp) in the size

range 3–40 mm has been studied in 1NNaCl solution. Pores

and crevices at SiCp/matrix interfaces strongly influence

pit initiation, which is further aided by the cracking of

large SiCp during processing. The presence of CuAl2 and

CuMgAl2 precipitates in 2124–SiCp composite also

promotes pitting attack at SiCp–matrix and intermetallic–

matrix interfaces [18].

C2.1. Pitting Evaluation. The pitting density can be ob-

tained for a surface of about 1 dm2 area. The kinetics of

perforation is obtained for different periods of immersion, 1,

2, 3, 6, and 12 months. Aziz [19] expressed the pitting

kinetics by the following relation:

P ¼ Kþ 1
3
G

Where P is the depth of the pit, K is constant, and G is the

corrosion time in years. In the case of aluminum, the rate of

perforation decreases with time. The average and maximum

perforation should be determined. Figure 54.9 gives an

expression of the depth of the pit as a function of time.

Doubling the sheet thickness can multiply the service life by

8. Although statistical considerations are applied to deduce

the resistance of the aluminumalloy in a certain environment,

the maximum perforation rate should be used for design and

prevention methods [19].

C2.2. Temperature. It has been shown that the pit density of

aluminum increases with temperature in water (Figs. 54.10

Figs. 54.11) and that the depth of pits decreases with tem-

perature. It has been suggested that extended contact of the

metal with water favors the formation of a protective oxide

film [13].

FIGURE 54.9. Pit depth as a function of exposure period. (Rep-

rinted with permission from NACE International, Houston,

TX [19]).

FIGURE 54.10. Influence of water temperature on pitting of

aluminum [13]. (Reprinted with permission from Dunod, Paris

France, 1976.)
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C2.3. Pitting Mechanism. Pit initiation in an oxygenated

chloride solution is generally controlled by the cathodic

reaction Kinetics [20]. Propagating pits require a sufficient

Cl� concentration in the solution contained within the

pit [21], and the Cl� causes the formation of a concentrated

A1C13 solution within active pits (Fig. 54.11).

The corrosion potential exhibits time fluctuations, corre-

sponding to the elementary depassivation–repassivation

events. Reboul et al. [22] proposed a 10-step mechanism

for the pitting corrosion of aluminum in the presence of

chloride ions:

1. The CI� adsorption in microflaws of the oxide film,

assisted by the high electric field (107V/cm) through

the barrier oxide film, resulting form the Al-air cor-

rosion cell (emf 2.9V).

2. Slow oxygen reduction on the cathodic area, charging

the double-layer capacitance (50mF/cm2).

3. Dielectric breakdown of the oxide film at weak points

corresponding to the microflaws.

4. Fast aluminum oxidation of bare aluminum producing

soluble chloride and oxychloride complexes at the

bottom of flaws.

5. Dissolution of chloride complexes and repassivation of

pits.

These first five steps produce 106/cm2 micropits of size

0.1–1mm.

6. Exceptionally, and for some different (often unex-

plained) reasons, a few micropits propagate. This

propagation requires the stabilization of a chloride/

oxychloride layer at the active bottom of pits. This

layer should be renewed faster than it dissolves, which

implies a large enough cathodic area, resulting from

the repassivation of the surrounding competitive pits,

formed during step 4.

7. Hydrolysis of soluble chlorides/oxychlorides, resulting

in the acidification (to pH 3) of the solution within pits.

8. Hydroxide dissolution inside pits and precipitation of

aluminum hydroxide outside pits, resulting in the

formation of cone-shaped accumulations of corrosion

products at the mouths of pits.

9. Aluminum corrosion inside the pits due to the aggres-

sive hydrochloric acid solution.

10. Repassivation and pit death when Ipit/rpit(r is the

radius of the pit) decreases to 10� 2 A/cm. The chlo-

ride/oxychloride film is dissolved and replaced by a

passive oxide film. The solution within the pit reverts

to the composition of the bulk solution.

C3. Deposition Corrosion

Deposition corrosion is a particular case of galvanic corro-

sion that leads to pitting. Aluminum reduces ions of many

metals, ofwhich copper, cobalt, lead,mercury, nickel, and tin

are the ones encounteredmost commonly. Reduction of these

heavy metal ions leads to corrosion of aluminum and depo-

sition of the more noble metal on the surface of the alumi-

num.Once this metal is deposited, it leads to serious attack of

the alloy due to the galvanic cell that is established [23].

Reducible metallic ions are of most concern in acidic

solutions since their solubilities are greatly reduced in alka-

line solution. Copper is the heavy metal most commonly

encountered in applications of aluminum. A copper ion

concentration of 0.02–0.05 ppm in neutral or acidic solutions

is generally considered to be the threshold value for initiation

of pitting on aluminum.

Ferric ions (Fe3þ ) can be reduced by aluminum, but do

not usually form ametallic deposit. At room temperature, the

most anodic aluminum alloys (those with a corrosion poten-

tial approaching � 1.0V vs. SCE) can reduce ferrous ions

(Fe2þ ) to metallic iron and produce a metallic deposit on the

surface of the aluminum.The presence of Fe2þ ion also tends

to be rare in service; it exists only in deaerated solutions or in

other solutions free of oxidizing agents [24].

6 OH-

3e-
3e-

Al3+

Cl-

3H+

Al(OH)3

3/2 O2

3/2 H2

Oxide

AlCl4

H2

3H2O
Al3Fe Cu

FIGURE 54.11. Pit propagation [22].
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In the case of mercury, any concentration in a solution

more than a few parts per billion (ppb) can be detrimental [1].

No amount of metallic mercury should be allowed to come

into contact with aluminum. Aluminum in contact with a

solution of amercury salt formsmetallicmercury,which then

readily amalgamates the aluminum. Of all the heavy metals,

mercury can cause the most corrosion damage to alumi-

num [25]. The effect can be severewhen stress is present. For

example, attack by mercury and zinc amalgam combined

with residual stresses from welding caused cracking of the

weldment. The corrosive action of mercury can be serious

with or without stress because amalgamation, once initiated,

continues to propagate unless the mercury can be removed.

The corrosive action of mercury can be attributed not only to

the galvanic cell but also to the destruction and prevention of

formation of aluminum oxide. The corrosion rate can be

extremely high, up to 1270mm/year [26].

C4. Crevice Corrosion

If an electrolyte is present in a crevice formed between two

faying aluminum surfaces, or between an aluminum surface

and a nonmetallic material, such as a gasket, localized

corrosion in the form of pits or etch patches may occur. The

oxygen content of the liquid in the crevice is consumed by the

film formation reaction on the aluminum surface, and cor-

rosion stops because the replenishment of oxygen by diffu-

sion into the crevice is slow. At the mouth of the crevice,

whether it is submerged or exposed to air, oxygen is more

plentiful. This difference in oxygen concentration creates a

local cell: water with oxygen versus water without oxygen.

Localized corrosion occurs in the oxygen-depleted zone

(anode) immediately adjacent to the oxygen-rich (cathode)

near the mouth of the crevice. Once the crevice attack has

initiated, the anodic area becomes acidic and the cathodic

area becomes alkaline. These changes further accelerate

local cell action.

The amount of aluminum consumed by crevice corrosion

is small and is of practical importance only when the metal is

of thin cross section or in cases where surface appearance is

important. The expansion force of corrosion products pro-

duced in a confined space can be more serious. These

corrosion products are about five times the volume as the

metal from which they were produced, about twice the

volume as rust on steel, and can distort even heavy sections

of metal [27].

The ratio of the actively corroding surface area in the

crevice to the effective external cathode area has been shown

by Rosenfeld [28] to be an important factor for submerged

crevices. Increasing external cathode areas increases corro-

sion rate. The corrosion rate of aluminum–magnesium alloy

in 0.5N NaCl increased as the crevice mouth narrowed from

0.14 to 0.04mm. Similar results were obtained for aluminum

and aluminum–manganese alloys. Corrosion rates were low

for crevice openings greater than 254 mm.Aluminum–copper

and aluminum–zinc–magnesium–copper alloys corroded

many times faster than 1100, 3XXX, or 5XXX alloys [28].

Crevice corrosion is generally critical for atmospheric cor-

rosionwhen the thickness of the sheet is less than about 1mm

and the required service life ismore than� 5 years; for longer

life, the faying surfaces should be coated with an inhibitive

paint system, and where possible the crevice should be filled

with a resilient, moisture-excluding sealant. On thicker sec-

tions no provision is usually necessary [27].

C4.1. Crevices in Waters. In most freshwaters, crevice

corrosion of aluminum is negligible. In seawater, crevice

corrosion takes the form of pitting, and the rate is low.

Resistance to crevice corrosion has been found to parallel

resistance to pitting corrosion in seawater and is higher for

aluminums–magnesium alloys than for aluminum–magne-

sium–silicon alloys [29].

C4.2. Water Staining. The most common case of alumi-

num crevice corrosion occurs when water is present in the

restricted space between layers of aluminum in close contact,

as in packages of sheets or wraps of coil or foil. This may

occur during storage or transit because of inadequate pro-

tection from rain or be caused by condensation within the

crevice when the metal surface temperature falls below the

dew point. The color of corrosion products can vary from

gray to brown to black. In severe cases, the corrosion product

cements the two surfaces together and makes separation

difficult.

In some cases, the stain pattern shows a series of irregular

rings, like the lines on a contour map. These may indicate the

outlines of a receding water pool at various stages of evap-

oration. The stained areas are not more susceptible to sub-

sequent corrosion; on the contrary, they are more resistant

because they are covered with a thickened oxide film. Water

staining can be prevented by avoiding exposure to rain and

condensation conditions. The metal temperature must be

maintained above the dew point, by either providing a low

relative humidity or preventing cooling of the metal [27].

C4.3. Filiform Corrosion. Filiform corrosion is another

special case of crevice corrosion that may occur on an

aluminum surface under an organic coating. It takes the

form of randomly distributed threadlike filaments and is

sometimes called vermiform or worms track corrosion. The

corrosion products cause a bulge in the surface coating much

like molehills in a lawn. When dry, their filaments may take

on an iridescent or clear appearance because of internal light

reflection. The tracks proceed from one or several points

where the coating is breached. The surface film itself is not

involved in the process, except in the role of providing

inadequate zones of poor adhesion that form the crevices in

which corrosion occurs upon exposure to moisture with
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restricted access of oxygen. Filiform corrosion has occurred

on lacquered aluminum surfaces in aircraft exposed to

marine and other high-humidity environments [27]. Filiform

attack is particularly severe in warm coastal and tropical

regions that experience salt fall or in heavily polluted indus-

trial areas. Rougher surfaces also experience a greater

severity of filiform corrosion.

Aluminum is susceptible to filiform corrosion in the

relative humidity range of 75–95%, with temperatures

between 20 and 40�C (70 and 105�F). Relative humidities

as low as 30% in hydrochloric acid (HCl) vapors have been

reported to cause filiform corrosion [30]. Filiforms in alu-

minum grow most rapidly at 85% relative humidity. Typical

filament growth rates average about 0.1mm/day (4 mils/

day). Filament width varies with increasing relative humidity

from0.3 to 3mm (12 to 120mils). The depth of penetration in

aluminum can be as deep as 15mm (0.6 mil). Numerous

coating systems used on aluminum are susceptible to filiform

corrosion, including epoxy, polyurethane, alkyd, phenoxy,

and vinyl coatings. Condensates containing chloride, bro-

mide, sulfate, carbonate, and nitrate ions have stimulated

filiform growth on coated aluminum alloys.

The filiform cell consists of an active head and a tail that

receives oxygen and condensed water vapor through cracks

and splits in the applied coating. The cell is driven by a

difference of potential between the head and the tail of the

order of 0.1–0.2V. In aluminum, the head is filled with

flowing floes of opalescent alumina gel moving toward the

tail. Gas bubbles may be present if the head is very acidic. In

aluminum, filiform tails are whitish in appearance. The

corrosion products are hydroxides and oxides of aluminum.

Anodic reactions produce Al3þ ions, which react to form

insoluble precipitates with the hydroxyl ions produced in the

oxygen reduction reactionoccurringpredominately in the tail.

The mechanisms of initiation and propagation of filiform

corrosion in aluminum are the same as for coated iron and

steel, as shown in Figure 54.12. The acidified head is a

moving pool of electrolyte, but the tail is a region in which

aluminum transport and reaction with hydroxyl ions take

place. The final corrosion products are partially hydrated and

fully expanded in the porous tail. The head and middle

sections of the tail are locations for the various initial reactant

ions and the intermediate products of corroding aluminum in

aqueous media [31].

In contrast to steel, aluminum has shown a greater ten-

dency to form blisters in acidic media, with hydrogen gas

evolved in cathodic reactions in the head region. The cor-

rosion product in the tail is aluminum trihydroxide, Al(OH)3,

a whitish gelatinous precipitate. If filiform corrosion is

neglected, more serious structural damage caused by other

forms of corrosion may develop.

Aluminum is widely used for cans and other types of

packaging. Aluminum foil is routinely laminated to paper-

board to formamoisture or vapor barrier. If the aluminum foil

is consumed by filiform corrosion, the product may be

contaminated or dried out because of breaks in the vapor

barrier. Typical coatings on aluminum foil are nitrocellulose

and polyvinylchloride (PVC), which provide a good inter-

mediate layer for colorful printing inks.

Degradation of the foil-laminated paperboard may occur

during its production or its subsequent storage in a moist or

humid environment. During the production of foil-laminated

paperboard, moisture from the paperboard is released after

heating in a continuous-curing oven. Heat curing dries the

lacquer on the foil. Filiform corrosion can result as the heated

laminate is cut into sheets and stacked on skids while the

board is still releasing stored moisture.

As shown in Figure 54.13, the hygroscopic paperboard is a

good storage area for moisture. Packages later exposed to

humidities>75% in warm areas can also experience filiform

attack. Coatings with water-reactive solvents, such as poly-

vinyl acetate, should not be used. Any solvents entrapped in

the coating can weaken the coating, induce pores, or provide

an acidic medium for further filament propagation. Harsh

curing environments can also result in the formation of flaws

in the coating due to uneven shrinkage or rapid volatilization

of the solvent. Rough handling can induce mechanical rips

and tears.

In aircraft, filiform corrosion was observed on 2024 and

7000 series aluminum alloys coated with polyurethane and

other coatings. Two-coat polyurethane paint systems expe-

rienced far fewer incidences of filiform corrosion than

single-coat systems did. Filiform corrosion rarely occurred

when bare aluminum was chromic acid anodized or primed

FIGURE 54.12. Filiform corrosion of aluminum [31]. (Reprinted with permission from Metals

Handbook, 9th ed.,Vol. 13, Corrosion, ASM International, Materials Park, OH, 1987, p. 110.)
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with chromate or chromate–phosphate conversion coat-

ings [32, 33].

Reducing relative humidity <60%, especially for long-

term storage, can prevent filiform corrosion. Also the use of

zinc and zinc primers on steel, chromic acid anodizing and

chromate or chromate–phosphate coatings have provided

some relief from filiform corrosion. Multiple coat systems

resist penetration by mechanical abrasion and have a more

uniform surface [31].

C5. Biological Corrosion

Biological attack frequently leads to the formation of a

tubercle that covers a deep pit. When bacteria are present,

the tubercle structure is usually less brittle and less easily

removed from the metal surface than when they are absent.

The organisms grow either in continuous mats or sludges or

in volcano-like tubercles with gas bubbling from the center,

as shown schematically in Figure 54.14 [31].

The organisms commonly held responsible are pseudo-

monas, cladosporium, and desulfovibrio. These are often

suspected of working together in causing the attack. Cla-

dosporium resinae is usually the principal organism

involved; it produces a variety of organic acids (pH 3–4 or

lower) and metabolizes certain fuel constituents. These

organisms may also act in combination with the slime-

forming pseudomonads to produce the corrosion product

with oxygen, Fe(OH)3, which, with the biodeposit, forms the

wall of the growing tubercle. The outside of the tubercle

becomes cathodic, while the metal surface inside becomes

highly anodic.

As the tubercle matures, some of the biomass may start to

decompose, providing a source of sulfates for sulfur–redu-

cing bacteria (SRB) to use in producing H2S in the anaerobic

interior solution. In some cases, sulfur-oxidizing bacteria

may assist in the formation of the sulfates. Depending on the

ions available in thewater, the tubercle structuremay contain

someFeCO3 and,when SRBs, are present, someFeS. Finally,

if there is a source of chlorides and if the iron-oxidizing

bacteria gallionella are present, a highly acidic, ferric chlo-

ride solution may form inside the tubercle.

Generally, not all of the above reactions will take place in

any single environment. As the individual tubercles on a

surface grow under the influence of any combination of

reactions, they will eventually combine to form a mass that

severely limits flow (or even closes it off altogether), leaving

a severely pitted surface underneath.

FIGURE 54.13. Cross section of aluminum foil laminated on

paperboard showing the expansion of the PVC coating by the

corrosion products of filiform corrosion. Note the void spaces

between the paperboard fibers that can entrap water. SEM.

650X [31]. (Reprinted with permission from Metals Handbook,

9th ed.Vol. 13, Corrosion, ASM International, Materials Park, OH,

1987, p. 110).

FIGURE 54.14. Schematic of tubercle formed by bacteria on an aluminum alloy surface [31].

(Reprinted with permission from Metals Handbook, 9th ed. Vol. 13, Corrosion, ASM International,

Materials Park, OH, 1987, p. 111.)
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Pitting corrosion of integral wing aluminum fuel tanks in

aircraft that use kerosene-base fuels is an example of bio-

logical attack that has been a problem since the 1950s. The

fuel becomes contaminated with water by vapor condensa-

tion during variable–temperature flight conditions. Attack

occurs under microbial deposits in the water phase and at the

fuel–water interface [34].

C6. Erosion–Corrosion

In noncorrosive environments, such as high–purity water,

the stronger aluminum alloys have the greatest resistance to

erosion–corrosion because resistance is controlled almost

entirely by the mechanical components of the system. In a

corrosive environment, such as seawater, the corrosion

component becomes the controlling factor; thus, resistance

may be greater for the more corrosion, resistant alloys even

though they are lower in strength. Corrosion inhibitors and

cathodic protection have been used to minimize erosion–

corrosion, impingement, and cavitation on aluminum

alloys [27].

In the case of neutral solutions, thevelocity of the solution,

up to �6m/s, has little effect on the rate of attack. In some

cases, increased movement of the liquid may actually reduce

attack by assuring greater uniformity of environment. How-

ever, increases in velocity decrease the variation in pH that

can be tolerated without erosive attack occurring [3].

C7. Intergranular and Exfoliation Corrosion

Intergranular corrosion in aluminum alloys can be caused by

direct corrosion of a precipitate that is less corrosion resistant

(more active) than the matrix or by corrosion of a denuded

zone adjacent to a noble phase.

Although the aluminum alloys are more resistant to

intergranular corrosion in the solution-treated condition,

avoiding precipitates is not a practical means of avoiding

intergranular corrosion in these systems. The precipitates are

important to the strengthening of the alloys and are necessary

for their performance. Whether or not the alloy will be

subject to intergranular corrosion in a particular environment

is an important part of the alloy selection process.

Since intergranular corrosion is involved in stress corro-

sion cracking (SCC) of aluminum alloys, it is often presumed

to be more deleterious than pitting or uniform corrosion.

Exfoliation is a form of intergranular corrosion that may

occur when aluminum alloys have their grains elongated in

layers parallel to their surfaces. Intergranular corrosion can

occur on the elongated grain boundaries. The corrosion

product that forms has a greater volume than the volume of

the parent metal, and the increased volume forces the layers

apart, causing strips of metal to exfoliate (delaminate).

C7.1. Intergranular Corrosion. Intergranular corrosion is

the selective attack of the grain boundary zone, with no

appreciable attack of the grain body or matrix (Fig. 54.15).

The mechanism is electrochemical and is the result of local

cell action in the grain boundaries. Cells are formed

between second-phase microconstituents and the depleted

aluminum solid solution from which these micro-

constituents formed.

Themicroconstituents have a different corrosion potential

than the adjacent depleted solid solution. In some alloys, such

as the aluminum–magnesium and aluminum–zinc–magne-

sium copper families, the precipitates Mg2Al3, MgZn2, and

Alx–Znx–Mg are more anodic than the adjacent solid solu-

tion. In other alloys, such as aluminum–copper, the precipi-

tates (CuAl2 and AlxCuxMg) are cathodic to the depleted

solid solution. In either case, selective attack of the grain

boundary region occurs.

The degree of intergranular susceptibility is controlled by

fabrication practices that can affect the quantity, size, and

distribution of second-phase intermetallic precipitates. Re-

sistance to intergranular corrosion is obtained by heat treat-

ments that cause precipitation to be more general throughout

the grain structure or by restricting the amount of alloying

elements that cause the problem. Alloys that do not form

second-phasemicroconstituents at grain boundaries, or those

in which the microconstituents have corrosion potentials

similar to the matrix (e.g., MnAl6), are not susceptible to

FIGURE 54.15. Various types of intergranular corrosion attack (a) interdendritic (ID) corrosion in a

cast structure. (b) Interfragmentary (IF) corrosion in a wrought structure, unrecrystallized. (c)

Intergranular (I or IG) corrosion in a recrystallized wrought structure. Keller’s etch, (500X) [27].

(Reprinted with permission from Aluminum: Properties and Physical Metallurgy, edited by J. E.

Hatch, ASM International, Materials Park, OH, 1984, p. 303.)
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intergranular corrosion. Examples of alloys of this type are

1100, 3003, and 3004 [27].

In 2XXX series alloys, it is a narrow band on either side of

the grain boundary that is depleted in copper. As an example,

in the 2024 alloy, CuAl2 precipitates are more noble than the

matrix and act as cathodes, accelerating the corrosion of a

depleted zone adjacent to the grain boundary. A similar

phenomenon is observed for alloy 7075.

In aluminum–copper–magnesium alloys (2XXX), ther-

mal treatments that cause selective grain boundary precip-

itation lead to intergranular corrosion susceptibility. Many

studies have shown that fast cooling or quenching during

heat treatment and subsequent aging to peak or slightly

overaged strength results in high resistance to intergranular

corrosion. Conversely, slow cooling results in intergranular

susceptibility.

Aluminum–magnesium alloys (5XXX) containing <3%

magnesium are resistant to intersgranular corrosion. In un-

usual instances, intergranular attack has occurred in the heat-

affected zone of a weldment after months or years of expo-

sure at moderately elevated temperatures of 100�C (212�F),
in hot, acidified ammonium nitrate solutions of 150�C
(300�F), or hot, potable water at 80�C (175�F).

Aluminum–magnesiumalloys that contain >3% Mg

(e.g., 5083) may become susceptible to intergranular corro-

sion because of preferential attack of Mg2Al3 (anodic con-

stituent). Intergranular corrosion does not occur when these

alloys are correctly fabricated and used at ambient tempera-

tures. These alloys can become susceptible to intergranular

corrosion, however, after prolonged exposure to tempera-

tures above 27�C (sensitization). Susceptibility increases

with magnesium content, time, temperature, and amount of

cold work.

Aluminum–magnesium–silicon wrought alloys (6XXX)

usually show some susceptibility to intergranular corrosion.

With a balancedmagnesium–silicon composition that results

in the formation of Mg2Si constituent, intergranular attack is

minor and less than that observed with aluminum–copper

(2XXX) and aluminum–zinc–magnesium–copper (7XXX)

alloys. When the 6XXX alloy contains an excessive amount

of silicon (more than that needed to form Mg2Si), intergran-

ular corrosion increases because of the strong cathodic nature

of the insoluble silicon.

In aluminum–magnesium–zinc alloys such as 7030, the

compoundMgZn2 is attacked [29]. Intergranular corrosion in

aluminum–zinc–magnesium–copper (7XXX) alloys can be

affected by thermal treatments. Heat treatment, sometimes in

combination with strain hardening, is used to provide good

resistance to intergranular corrosion.

C7.2. Exfoliation Corrosion. Exfoliation, also called layer

corrosion or lamellar corrosion, is a type of selective sub-

surface attack that proceeds along multiple narrow paths

parallel to the surface of themetal. The attack is usually along

grain boundaries (intergranular corrosion), but it has also

been observed along striations of insoluble constituents that

have strung out in parallel planes in the direction of working.

Exfoliation occurs predominantly in relatively thin products

with highly cold-worked, elongated grain structures. The

intensity of exfoliation increases in slightly acidic environ-

ments and when the aluminum is coupled to a cathodic

dissimilar metal.

Exfoliation is characterized by leafing, or alternate layers

of thin, relatively uncorroded metal and thicker layers of

corrosion product of larger volume than the original metal.

The layers of corrosion products cause the metal to swell. In

an extreme case, an �1.3-mm- (0.050-in-) thick sheet was

observed to swell to one 25mm (1 in) thick [27].

Exfoliation corrosion may occur on material that has a

marked fibrous structure caused by rolling or extrusion.

Some authorities regard it as a form of stress corrosion, the

stress being either inherent in the metal or produced through

the pressure of the larger volume of the corrosion product. It

is rare, occurringmainly in copper-bearing aluminum alloys,

but can occur in a number of environments, including some

regarded as only mildly corrosive. Suitable adjustments of

aging treatments and copper content may largely overcome

the effect in the higher strength Al–Cu type alloys [35].

Exfoliation usually proceeds inward laterally from a

sheared edge, rather than inward from a rolled or extruded

surface. In mild cases, it takes the form of blisters that

resemble volcanoes, with corrosion products swelling up in

the center. In this case, pits occur first and proceed inward

until the susceptible layer is encountered. The attack then

changes to lateral penetration with generation of less dense

corrosion products that cause the blisters to develop. Metal-

lographic examination, visual rating, and weight loss mea-

surements after exposure to corrosive environments (solu-

tions and sprays) at ambient and elevated temperatures can

be used to test for exfoliation corrosion susceptibility [27].

The commercial-purity aluminum (1XXX) and aluminum–

manganese (3XXX) alloys are quite resistant to exfoliation

corrosion in all tempers. Exfoliation has been encountered in

some highly cold worked aluminum–magnesium (5XXX)

materials–especially in seawater media.

In the heat-treatable aluminum–copper–magnesium

(2XXX) and aluminum–zinc–magnesium–copper (7XXX)

alloys, exfoliation corrosion has usually been confined to

relatively thin sections of, highly worked products with

an elongated grain structure. In the 2124-T351 plate, for

example the 13-mmplates,wasquite susceptible in laboratory

andatmospheric tests,while 50– and100–mmplateswith less

directional microstructures, did not exfoliate. In extrusions,

the surface is often quite resistant to exfoliation because of

the recrystallized grain structure. Subsurface grains are

unrecrystallized, elongated, and vulnerable to exfoliation.

In aluminum–zinc–magnesium alloys containing copper,

such as 7075, resistance to exfoliation can be improved

736 ALUMINUM AND ALUMINUM ALLOYS



 

markedly by overaging, designated by the temper designa-

tions of T7XXX forwrought products.While a 5–10% loss in

strength occurs, improved resistance to exfoliation is pro-

vided. In copper-free or low-copper 7XXX alloys, exfolia-

tion corrosion can be controlled by overaging or by recrys-

tallizing heat treatments and can also be controlled to some

extent by changes in alloying elements. In aluminum–

copper–magnesium (2XXX) alloys, artificial aging to the

T6 or T8 condition provides improved resistance [27].

C8. Stress Corrosion Cracking

Only aluminum alloys that contain appreciable amounts of

soluble alloying elements, primarily copper, magnesium,

silicon, and zinc, are susceptible to SCC. For most commer-

cial alloys, tempers have been developed that provide a high

degree of immunity to SCC in most environments.

There is general agreement that for aluminum the elec-

trochemical factor predominates and the electrochemical

theory continues to be the basis for developing aluminum

alloys and tempers resistant to SCC [36]. The complex

interactions among factors that lead to SCC of aluminum

alloys are not yet fully understood [37].

According to the electrochemical theory, susceptibility to

intergranular corrosion is a prerequisite for susceptibility to

SCC, and treatment of aluminumalloys to improve resistance

to SCC also improves their resistance to intergranular cor-

rosion. For most alloys, however, optimum levels of resis-

tance to these two types of corrosion require different treat-

ments, and resistance to intergranular corrosion is not a

reliable indicator of resistance to SCC.

Stress corrosion cracking in aluminum alloys is charac-

teristically intergranular. This type of corrosion requires a

condition along grain boundaries that makes them anodic to

the rest of the microstructure so that corrosion propagates

selectively along them. Such a condition is produced by

localized decomposition of solid solution, with a high degree

of continuity of decomposition products along the grain

boundaries. The most anodic regions may be either the

boundaries themselves (most commonly, the precipitate

formed in them) or regions adjoining the boundaries that

have been depleted of solute. In 2XXX alloys, the solute-

depleted regions are themost anodic; in 5XXXalloys, it is the

Mg2Al3 precipitate along the grain boundaries that is anodic.

The most anodic grain boundary regions in other alloys have

not been identified with certainty [9].

C8.1. Effect of Stress. The SCC in a susceptible aluminum

alloy depends on both magnitude and duration of tensile

stress acting at the surface. The effects of stress have been

established by accelerated laboratory tests, and the results of

one set of such tests are shown in the shaded bands in

Figure 54.16. Despite the introduction of fracture mechanics

techniques for determining crack growth rates, such tests

continue to be the basic tools used in evaluating resistance of

aluminum alloys to SCC. These tests suggest a minimum

(threshold) stress that is required for cracking to develop.

For some alloy/temper combinations, results of acceler-

ated laboratory tests reliably predict stress corrosion perfor-

mance in service; for example, results of an 84-day alternate

immersion test of alloy 7075 and alloy 7178 products cor-

related well with performance of these products in a seacoast

environment [9].

C8.2. Effects of Grain Structure and Stress Orientation.
Many wrought aluminum alloy products have highly direc-

tional grain structures and are highly anisotropic with respect

to resistance to SCC (Fig 54.16). Resistance, measured by

magnitude of tensile stress required to cause cracking, is

highest when the stress is applied in the longitudinal direction

FIGURE 54.16. The SCC of alloy 7075-T651 plate. Shaded bands indicate combinations of stress

and time known to produce SCC in specimens intermittently immersed in 3.5%NaCl solution. Point A

is minimum yield strength in the long transverse direction for a 75-mm-(3-in.-) thick plate [9].

(Reprinted with permission from Metals Handbook, 9th ed. Vol. 13, Corrosion, ASM International,

Materials Park, OH, 1987, p. 596).
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and is lowest in the short-transverse direction and is inter-

mediate in other directions. These differences are most

noticeable in the more susceptible tempers but are usually

much lower in tempers produced by extended precipitation

treatments, such as T6 and T8 tempers for 2XXX alloys and

T73, T736, and T76 tempers for 7XXX alloys.

One of the most common practices associated with SCC

problems is machining, which leads to high-tensile–stress

areas of material. If the exposed tensile stresses are in a

transverse direction or have a transverse component and if a

susceptible alloy or temper is involved, the probability of

SCC is present [38].

C8.3. Effects of Environment. Research indicates that wa-

ter or water vapor is the key environmental factor required

producing SCC in aluminum alloys. Halide ions have the

greatest effects in accelerating attack. Chloride is the most

important halide ion because it is a natural constituent of

marine environments and is present in other environment as a

contaminant. Because it accelerates SCC, Cl� is the prin-

cipal component of environments used in laboratory tests to

determine susceptibility of aluminum alloys to this type of

attack. In general, susceptibility is greater in neutral solutions

than in alkaline solutions and is greater still in acidic

solutions [9].

C8.4. Prevention of Stress Corrosion Cracking. The SCC

can be greatly retarded, if not eliminated, by polarization to

the level of the cathodic protection potential. The heat

treatments that provide high resistance to cracking are those

that produce microstructures either free of precipitate along

grain boundaries or with precipitate distributed as uniformly

as possible within grains.

Direction and magnitude of stresses anticipated under

conditions of assembly and service may govern alloy and

temper selection. For products of thin sections, applied in

ways that induce little or no tensile stress in the short

transverse (i.e., through–thickness) direction, resistance of

2XXX alloys in T3 or T4 tempers or of 7XXX alloys in T6

tempers may suffice. Resistance in the short transverse

direction usually controls application of products that are

of thick section or aremachined or applied in ways that result

in sustained tensile stresses in the short transverse direction.

More resistant tempers are preferred in these cases.

Residual stresses are induced in aluminum alloy products

when they are solution heat treated and quenched.

Figure 54.17 (a) shows the typical distribution andmagnitude

or residual stresses in thick high-strengthmaterial of constant

cross section. Quenching places the surfaces in compression

and the center in tension. If the compressive surface stresses

are not disturbed by subsequent fabrication practices, the

surface has an enhanced resistance to SCC because a sus-

tained tensile stress is necessary to initiate and propagate this

type of corrosion.

Aluminum products of constant cross section are stress

relieved effectively and economically by mechanical

stretching. The stretching operation must be done after

quenching and, for most alloys, before artificial aging. Note

the low magnitude of residual stresses after stretching,

Figure 54.17 (b), as compared to the as-quenched material,

Figure 54.17 (a). Federal specifications for rolled and extrud-

ed products provide for stress relieving by stretching on the

order of l–3%.The stress-relieved temper for heat-treatedmill

products minimizes SCC problems related to quenching

stresses. The stress-relieved temper for most alloys is iden-

tified by the designation Tx5x or Tx5xx after the alloy

number, for example, 2024-T351 or 7075-T6511 [2].

C9. Hydrogen Embrittlement

Testing in specific hydrogen environments has revealed the

susceptibility of aluminum to hydrogen damage. Hydrogen

FIGURE 54.17. Comparison of residual stresses in a thick constant-cross-section 7075-T6 alumi-

num alloy plate before and after stress relief: (a) high residual stresses in the solution treated and

quenched alloy; (b) reduction in stresses after stretching 2%. (Reproduced with permission from [9].)
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damage in aluminum alloys may take the form of intergran-

ular or transgranular cracking or blistering. Blistering ismost

often associated with the melting or heat treatment of alu-

minum where reaction with water vapor produces hydrogen.

Blistering due to hydrogen is frequently associated with

grainboundary precipitates or the formation of small voids.

Blister formation in aluminum is different from that in

ferrous alloys in that it is more common to form a multitude

of near–surface voids that coalesce to produce a large

blister [39].

Hydrogen diffuses into the aluminum lattice and collects

at internal defects, most frequently during annealing or

solution treating in air furnaces prior to age hardening. Dry

hydrogen gas is not detrimental to aluminum alloys; how-

ever, with the addition of water vapor, subcritical crack

growth increases dramatically (Figure 54.18). The threshold

stress intensity for cracking of aluminum also decreases

significantly in the presence of humid hydrogen gas at

ambient temperature [37].

Hydrogen permeation and the crack growth rate are

functions of potential, increasing with more negative poten-

tials, as expected for hydrogen embrittlement behavior. The

ductility of aluminum alloys in hydrogen is temperature

dependent, displaying a minimum in reduction in area below

0�C; this behavior is similar to that of other face-centered

cubic (fcc) alloys [37]. Some evidence for a metastable

aluminum hydride has been found that would explain the

brittle intergranular fracture of aluminum(zinc)magnesium

alloy (the 7XXX series) in water vapor. However, the insta-

bility of the hydride is such that it has been difficult to

evaluate. Another explanation for intergranular fracture of

these alloys is preferential decohesion of grain boundaries

containing segregatedmagnesium. Overaging of these alloys

increases resistance to hydrogen embrittlement in much the

same way as for highly tempered martensitic steels [37].

C10. Corrosion Fatigue

Corrosion fatigue failures of aluminum alloys are character-

istically transgranular and thus differ from SCC failures that

are normally intergranular. Corrosion fatigue is not appre-

ciably affected by stress orientation, and corrosion fatigue

failures can be recognized by a characteristic oyster shell

pattern on the fractured surfaces. The fatigue strength of

aluminum alloys in demineralized water, hard tap water, or

brine is almost equal and is relatively half the fatigue strength

in air and a quarter of the original ultimate strength of the

material. The corrosion fatigue strength of an alloy is not

greatly affected by variations in heat treatment. Localized

corrosion of an aluminum surface, such as pitting or inter-

granular corrosion, provides stress concentrations and

greatly lowers fatigue life [27].

FIGURE 54.18. Effect of humidity on subcritical crack growth of high-strength aluminum alloys in

hydrogen gas (TL¼ transgranular). (Reproduced with permission from [37].)
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C10.1. Prevention. Corrosion environments produce smal-

ler reductions in fatigue strength in the more corrosion-

resistant alloys, such as the 5XXX and 6XXX series, than

in the less resistant alloys, such as the 2XXX and 7XXX

series [9]. Some guidelines for selecting aluminum alloys to

minimize failure problems have been outlined by Bucci [40].

Stoltz and Pelloux [41] reported the influence of cathodic

protection on corrosion fatigue life. Khobaib et al. [42]

reported on the development of an inhibitor for corrosion

fatigue of high-strength aluminum alloys.

Peening the metal surface increases fatigue life [43] and

probably increases corrosion fatigue life as well. Care

must be taken not to overpeen the surface to the extent

where excessive plastic deformation may cause suscepti-

bility to exfoliation or SCC. Protective surface coatings are

also beneficial. Welding lowers both fatigue and corrosion

fatigue life, but peening after welding increases the cor-

rosion fatigue life. Paint coatings also increase the corro-

sion fatigue life, and the highest corrosion fatigue life for

welded specimens is achieved by peening followed by

coating [27].

C11. Fretting Corrosion

Fretting is the abrasivewear of two touching surfaces subject

to cyclic relative motions of extremely small amplitude.

Fretting corrosion is an increased degree of deterioration

that occurs because of repeated corrosion or oxidation of the

freshly abraded surface and the accumulation of abrasive

corrosion products between these surfaces. Although fretting

is often limited to small localized patches of wear, it can

provide a path for leakage (e.g., valve seats) or an initiation

site for fatigue. Fretting corrosion can be controlled by

lubrication of the faying surfaces, by restricting the degree

of movement, or by the selection of materials and combina-

tions that are less susceptible to fretting [44].

Couples like aluminum on aluminum, aluminum on steel,

and zinc-plated steel on aluminum show low resistance to

fretting corrosion. Zinc, copper plate, nickel plate, and iron

plate on aluminum show moderate resistance to fretting

corrosion, whereas silver plate on aluminum plate show high

resistance to fretting corrosion [45].

C12. Stray-Current Corrosion

Whenever an electric current (ac or dc) leaves an aluminum

surface to enter an environment, such as water, soil, or

concrete, aluminum is corroded at the area of current passage

in proportion to the amount of current passed. This is known

as stray-current corrosion or electrolysis (a poorly chosen,

ambiguous term, but one firmly entrenched in pipeline and

shipping technology). Examples of stray-current corrosion of

aluminum have been reported in concrete (electrical con-

duit), in seawater (boat hulls), and in soils (pipelines and

drainage systems). At low current densities corrosion may

take the form of pitting, whereas at higher current densities

considerable destruction of the metal can occur. The corro-

sion rate does not diminish with time [27].

Since the aluminum surface fromwhich the current leaves

functions as an anode, oxidation (corrosion) occurs, and the

area becomes acidic. The presence of acidity on the surface

often provides the clue that reveals unexpected stray-current

activity. Local acidity can develop even in an alkaline

environment such as concrete.

Stray currents encountered in practice are usually direct

current (e.g., from a welding generator) but may also be

alternating current. For most metals, ac corrosion is negli-

gible, but with aluminum it can be appreciable. Below a

critical small ac current density, no corrosion of aluminum

occurs [27].

D. INFLUENCE OF METALLURGICAL

CHARACTERISTICS ON CORROSION
PERFORMANCE

D1. Metallurgical Aspects

Aluminum alloys containing copper (2000 series) and zinc

(7000 series) as major alloying elements are generally less

corrosion resistant than thosewithout these elements. For this

reason, corrosion of aluminum alloys in these two series is

usually difficult to inhibit. Alloys in both series are high

strength and widely used.

1000 Series Alloys: 99% pure aluminum or higher. This

series has excellent resistance to corrosion and high

electrical and thermal conductivities but poor mechan-

ical properties.

2000 Series Alloys: Copper-containing alloys. This series

is high strength and heat treatable but has generally low

corrosion resistance, is subject to intergranular attack,

and is difficult to inhibit. The 2024 alloy is widely used

in the aircraft industry.

3000 Series Alloys: Manganese-containing alloys. This

series generally cannot be heat treated. One of the most

widely used alloys, 3003, has moderate strength and

goodworkability and can be inhibited in certain media.

4000 Series Alloys: Silicon-containing alloys, usedmain-

ly for welding because of their lower melting points.

These alloys are in demand for architectural uses

because of the color effects that can be obtained when

anodic coatings are applied. Alloys in this series have

good corrosion resistance and can be inhibited.

5000 Series Alloys: Magnesium-containing alloys. These

are corrosion-resistant alloys that can be inhibited and

are widely used in marine atmospheres, where they

exhibit good resistance to corrosion. However, under
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certain conditions of loading, they are subject to stress

corrosion cracking.

6000 Series Alloys: Silicon-and magnesium-containing

alloys. The silicon and magnesium are present in the

ratio required to formmagnesium silicide. These alloys

are heat treatable. A major alloy in this series is 6061.

These alloys have good corrosion resistance and may

be inhibited effectively.

7000 Series Alloys: Zinc-containing alloys. These alloys

may also contain smaller percentages of magnesium,

copper, and chromium. They are heat treatable and can

have very high strengths (e.g., 7075), which is one of

the highest strength aluminum alloys. Inhibitors may

be used with the 7000 series.

The solution heat-treated tempers are usually more cor-

rosion resistant and more amenable to corrosion inhibition

than are the hardened alloys. The strain-or work-hardened

alloys are somewhat more readily inhibited than are the

alloys hardened by aging treatments [46].

Since corrosion is an electrochemical phenomenon, it

might be expected that alloys composed of one homogeneous

phase or of two ormore phases, all of which have very similar

electrochemical (galvanic) potentials, would be more resis-

tant to corrosion than alloys composed of two or more phases

with widely different potentials. This expectation is gener-

ally correct. Thus pure aluminum or single-phase alloys of

aluminum and magnesium or aluminum and silicon are all

relatively resistant to corrosion. The Al–Cu alloys heat

treated and quenched to retain the copper in solid solution

are much more resistant to corrosion than are similar alloys

treated so that the copper precipitates out of solution as a

constituent, CuAl2, which differs in solution potential from

the matrix solid solution and may cause intergranular cor-

rosion. The Al–Mn alloys (such as 3003) are highly resistant

to corrosion because the manganese constituent that is

present as a separate phase has a potential very similar to

that of the matrix.

Metallurgical factors are often important in influencing

corrosion rates. They are probably best known in the case of

the Al–Cu alloys of the duralumin type. Such alloys contain

about 4% copper (alloys 2017-Tand 2024-T). This amount of

copper is soluble in solid aluminum at elevated temperatures

(>480�C) but is not entirely soluble at room temperature.

After fabrication, such alloys are commonly heat treated at

�490�C in order to dissolve the copper in the aluminum.

They are then immediately quenched in cold water to retain

the copper in solution. During aging at room temperature, the

hardness and strength of the alloys increase, approaching

maximum values after about four days. It is generally as-

sumed that this age hardening is caused by the precipitation

of a CuAl2 constituent from the Al–Cu solid solution.

The precipitate particles, if present, are in a very finely

divided state and, when in this condition, the alloys, from a

corrosion standpoint, behave as if they were substantially

single-phase alloys; that is, they are relatively resistant to

corrosion. It is in this quenched and room temperature aged

condition that they are generally used and, as such, are

susceptible only to pitting corrosion with no selective attack

at grain boundaries.

If the alloys are quenched more slowly from the heat-

treating temperature (i.e., quenched in boiling water instead

of cold water), they become susceptible to selective grain

boundary attack (intergranular corrosion). This type of attack

is attributed to the selective precipitation of relatively large

particles of the CuAl2 constituent at the grain boundaries.

The Al–Cu solid solution adjacent to the grain boundaries

becomes depleted in copper, since the copper is precipitated

out of solution. This depleted zone is anodic to the Al–Cu

solid solution of the main body of the grain and also to the

precipitated particles of CuAl2.

Consequently, the depleted zone corrodes, giving an

intergranular form of corrosion. Somewhat similar results

occur if the rapidly quenched Al–Cu alloy is heated (artifi-

cially aged) to a somewhat elevated temperature (>120�C)
for a critical period of time. This heating also causes the alloy

to become susceptible to intergranular corrosion. However, if

the heating is carried out for a sufficiently extended period of

time, the susceptibility to intergranular corrosion again dis-

appears, probably because substantially all the copper has

precipitated out of solid solution and therefore the zones

adjacent to the grain boundaries are no more depleted in

copper than are the other areas in the grain boundaries [3].

For many of the other aluminum-base alloys, metallurgi-

cal factors have relatively little effect on resistance to cor-

rosion. Alloys such as 1100, 3003, 5052, 6053, and 6061 are

relatively insensitive in this respect [3].

In many types of exposure, cold work does not appreci-

ably affect the resistance to corrosion of a wide variety of

aluminum-base alloys. In solutions of nonoxidizing acids,

however, cold work stimulates corrosion to some extent and

also indirectly stimulates corrosion of aluminum alloys

containing over about 5%magnesium.With the latter alloys,

severe cold work increases the tendency for a magnesium–

aluminum constituent to precipitate from solid solution. On

exposure to certain media, selective attack of this constituent

then occurs [3].

The resistance to corrosion of weldments of aluminum

alloys is determined, in part, by the alloy welded, by the filler

alloy, and by the welding process. Galvanic cells that cause

corrosion may be created because of potential differences

among the parent alloy, the filler alloy, and the heat-affected

zones where microstructural changes occur. Incomplete

removal of fluxes after welding them may also cause

corrosion [1].

Weldments in non–heat–treatable alloys generally have

good resistance to corrosion. Microstructural changes in the

heat-affected region in these alloys have little effect on
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potential, and the filler alloys recommended have potentials

close to those of the parent alloys. In some heat-treatable

alloys, however, the effect on potential of microstructural

changes may be large enough to cause appreciable corrosion

in more aggressive environments; the corrosion is selective,

either in the weld bead or in a restricted portion of the heat-

affected zone. To a considerable degree, the effect of micro-

structural changes on corrosion in the heat-affected zone can

be eliminated by postweld heat treatment. Stress corrosion

cracking in weldments usually is caused by residual stresses

introduced during welding, but its occurrence is rare.

Brazed joints in aluminum alloys also have good resis-

tance to corrosion. Excessive corrosion is usually caused by

fluxes that are not removed completely or that are removed by

a treatment that, together with the fluxes, may cause corro-

sion. Soldered joints have a resistance to corrosion satisfac-

tory for applications inmilder environments, but not for those

in more aggressive ones [1].

D2. Composites

Aluminum alloys reinforced with silicon carbide, graphite,

alumina, boron, or mica show promise as metal matrix

composites with increased modulus and strength and are

potentially well suited to lightweight structural applications,

including aerospace and military needs. The structures of

continuous fibermetalmatrix composites (MMCs) are equiv-

alent to those in polymer matrix composites. Industrial

applications have emerged recently, for example, reinforced

pistons for assembly in light diesel engines, 12% alumina,

9% carbon fiber reinforced Al–12.7% Si MMC cylinder

liner [47], and so on.

Generally, long-term tests have shown that the introduc-

tion of a reinforcement phase reduces the resistance to

corrosion. The extent of this reduction largely depends on

the reinforcement species and, form. As with conventional

aluminum alloys, the fabrication method and heat treatment

infhience the corrosion resistance of MMCs and must be

carefully controlled. As surface protection will be advisable

in certain applications, it is encouraging to see a variety of

standard techniques showing promise for MMCs. From the

studies performed on the corrosion fatigue ofMMCs in saline

environments it appears that they are marginally inferior to

their matrix alloys [46].

E. CORROSION PREVENTION AND

PROTECTION

E1. Design, Alloy Selection, and Joint-Sealing

Compounds

During conception, the corrosion specialist should identify

the different types of corrosion and prevention methods.

Among the most common harmful effects are galvanic

action, resulting from direct contact between aluminum and

a dissimilar metal, such as copper, and indirect galvanic

effects resulting from contact between aluminum and solu-

tions containing reducible compounds of heavy metals. In

some cases, design or construction will prevent serious

corrosion even though no other factors are altered. Similarly,

since the various alloys of aluminum differ widely in

behavior, the selection of the most suitable alloy is

important [3].

Corrosion can be prevented or reduced by cladding with a

more corrosion-resistant alloy, such as high-purity alumi-

num, a low magnesium–silicon alloy, or an alloy of 1% zinc.

All of these cladding materials are frequently employed to

give added corrosion protection to the 2000 and 7000 series

alloys. The cladding on each side is 2–5% of the total

thickness.

Aluminum-base alloys, such as 1100, 3300, 5052, 6053,

Alclad 3300, Alclad 1017-T, and Alclad 2024-T, are highly

resistant when freely exposed to most natural environments.

They will all discolor or darken appreciably in most outdoor

exposures but will suffer no structurally appreciable changes

in properties unless exposed in relatively thin sections, that is,

<0.076mm (0.03 in.) thick.

Commercial aluminum alloys may contain other ele-

ments that provide special characteristics. Lead and bis-

muth are added to alloys 2011 and 6262 to improve chip

breakage and other machining characteristics. Nickel is

added to wrought alloys 2018, 2218, and 2618, which were

developed for elevated-temperature service, and to certain

3XXX cast alloys used for pistons, cylinder blocks, and

other engine parts subjected to high temperatures. Cast

aluminum-bearing alloysmay contain tin. In all cases, these

alloying additions introduce microconstituent phases that

are cathodic to the matrix and decrease resistance to cor-

rosion in aqueous saline media. However, these alloys are

often and should be used in environments in which they are

not subject to corrosion [9].

Joints, depressions, and other areas where moisture and

dirt accumulate are more susceptible to corrosion than

regions exposed to the atmosphere. Most plastic or semisolid

joint-sealing compounds that conform and firmly adhere to

adjacent metal surfaces are highly effective in preventing

special attack in these regions. Some of these joint-sealing

compounds that contain soluble inhibitors are particularly

suitable [3].

In some cases, other mechanical factors, such as form-

ability or hardness, may be of great importance in selecting

an appropriate alloy for a specific application. Aluminum

alloys such as 1100, 3300, or 5052, in the softer tempers, are

readily formable and are also highly resistant to corrosion.

If greater strength is required, alloy 6061 should be con-

sidered. This alloy combines good formability (in the W

temper) with relatively high strength and good resistance to

corrosion.
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E2. Aluminum Thermal Spraying

Aluminum spraying is a current practice to coat less resistant

alloys. For some composites, the corrosion behavior is

governed by galvanic action between the aluminum matrix

and the reinforcingmaterial. Aluminum thermal spraying has

been reported as a successful protection method for discon-

tinuous silicon carbide/aluminum composites; for continu-

ous graphite/aluminumor silicon carbide/aluminum, sulfuric

acid (H2SO4) anodizing has provided protection, as have

organic coatings or iron vapor deposited aluminum [48].

E3. Anodic Coatings

Anodizing is an electrolytic process in which the surface of

the alloy ismade the anode and converted to aluminumoxide,

bound as tenaciously to the alloy as the natural oxide film, but

much thicker (5–30mm).

Anodic coatings, particularly those applied in a sulfuric

acid electrolyte and suitably sealed, are highly effective in

preventing discoloration or surface staining of the aluminum-

base alloys mentioned above. In addition, aluminum alloys

that are used architecturally are more readily cleaned of

atmospheric contaminants if they have been anodically

coated. However, anodizing does not provide sufficient

protection alone if the alloys themselves are unsuitable for

the environment to which they are exposed. Anodic coatings

are excellent paint bases.

E4. Inhibitors and Control of the Environment

Current knowledge makes possible the inhibition of alumi-

num in a wide range of both acidic and alkaline environ-

ments. Single materials and combinations have been

identified that can be used with considerable confidence,

frequently, however, within a narrow range of conditions.

Inhibitors may be classified by surface reactivity as adsorp-

tive or surface reactive (where a precipitated film is formed to

provide a barrier between the corrosive agent and the alu-

minum surface). Chromates, silicates, polyphosphates, sol-

uble oils, and other inhibitors are commonly used to protect

aluminum. Aluminum is concentration sensitive to chromate

solutions as well as to other anodic inhibitors. Combinations

of polyphosphates, nitrites, nitrates, borates, silicates, and

mercaptobenzothiazole are used in systems that include

aluminum and other metals [49].

Composition differences among aluminum alloys often

determinewhether or not an alloy can be inhibited in a given

environment, and so an understanding of the metallurgical

variables is important. Investigations into the fundamental

reactions at the aluminum–environment interface have

added significant new understanding that now permits the

selection of inhibitors to be madewith greater precision and

their application to proceed with fewer trial-and-error

adjustments [50].

In a limited number of cases, removing some minor

constituent from the contacting liquid or gas can prevent

corrosion. For instance, copper compounds,whichmaymake

water corrosive to aluminum, can be removed by passing the

water through a tower packed with aluminum chips. Finally,

the use of periodic cleaning procedures may be highly

beneficial in specific cases [3].

E5. Conversion and Organic Coatings

Conversion coatings (chromates or phosphates) are recom-

mended for the preparation of aluminum alloys. For milder

environments, paint may be applied on the conversion coat-

ing, but a chromated primer should be applied for more

aggressive media. Almost any type of paint (acrylic, alkyl,

polyester, vinyl, etc.) is suitable [9]. One or two coats of the

finish paint should follow the primer. Attention should be

made to avoid the discharge of CrVI in natural environments;

otherwise, molybdates can replace chromates in certain

applications [51].

E6. Cathodic Protection

Godard [29] cited an early example of aluminum protection

using sacrificial zinc anodes and Hatch [27] mentioned the

use of impressed current protection systems to protect

painted aluminum ship hulls. Cathodic protection requires

careful control to ensure that adequate protection is main-

tained without overprotection, which can lead to alkali attack

(cathodic corrosion). Alclad alloys (layered aluminum pro-

ducts with one aluminum alloy integrally bonded to a more

noble aluminum alloy core) may be viewed as having a self-

contained cathodic protection system [46].

E7. Conventional and Electrochemical Corrosion
Testing of Coated Alloys

Evaluation of the protective ability of coatings generally is

made in salt spray cabinets, such as those covered in ASTM

B 117 and G 85 or in the 3.5% NaCl alternate immersion test

(G 44). It is desirable to include ultraviolet (UV) light as part

of the cyclic exposure since UV light has a degrading effect

on paints and other organic coatings (ASTM G 85). There is

considerable interest in potentiodynamic polarization tech-

niques to rapidly assess the durability of coated aluminum

surfaces that have been painted or givenvarious polymeric or

anodic surface treatments. Corrosion monitoring of epoxy-

coated aluminum 2024-T3 was carried out by electrochem-

ical impedance spectroscopy and electrochemical noise

measurement (ENM). The corrosive solution was 0.35wt

% ammonium sulfate and 0.05wt % sodium chloride. It has

been concluded that EIS data can be used to monitor the

protective quality of the coating as a function of surface
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treatment or applied voltage, while ENM data were too

noisy [52, 53].

E7.1. Corrosion Fatigue of Thermal Spraying of Al as a
Coating. The effect of thermal spray coatings on the fatigue

behavior of various substrate materials has attracted in-

creased attention in recent years. The fatigue behaviour of

7075-T651 Al alloy with ductile aluminum thermal sprayed

coatings deposited by four different commercial arc spray

devices (guns) has been characterized. Coated specimens as

well as polished and shot-peened specimens were evaluated

under fully reversed uniaxial loading (R¼ �1) at constant
amplitude of �225MPa in accordance with ASTM 466-82.

A frequency of 20Hz was selected to avoid potential fre-

quency induced heating with a sinusoidal loading waveform

applied via a computer-controlled Materials Testing System

(MTS) servohydraulic load frame. While the shot-peening

pretreatment was observed to increase the fatigue resistance

of polished specimens, application of the coatings subse-

quently reduced fatigue life to below that of the original

polished coupons. Changes in the residual stress state of the

shot-peened surface were identified as the most likely source

of these reductions. With the absence of microgaps at the

coating–substrate interface, even after the fatigue tests and

with the lowest coating roughness the equipment provided

the best fatigue behavior for the Al-coated 7075-T651 Al

alloy in this study [54].

E7.2. Environmentally Assisted Cracking of Metallic
Sprayed Coatings. The thermal spray coating using arc

spraying to evaluate the protection against environmentally

assisted cracking (EAC) and localized corrosion on aircraft

structural 7075 T651 aluminum alloys was examined. EAC

and pitting corrosion at the coating–substrate interface are a

challenge for thermal spray protective coatings on aluminum

alloys under cyclic load and immersion. In this study, EAC

has been initiated on polished and shot-peened Al 7075 T651

through a four-point bending test under cycling fluctuation

load in 3.5 wt % NaCl solution kept at 25�C in open air [55,

56] (ASTM G39-99). The applied load was kept under the

Yield strength (Ys) (503-MPa) of 7075-T6 alloy and oscil-

lated between 24 and 40% Ys in tension (R¼ 0.6) at a

frequency of 0.1 Hz. The selected stress levelwas sufficiently

low to avoid premature coating damage and to allow a single

failuremode. The failuremodevalidates the environmentally

assisted cracking mechanism such as SCC or fatigue

corrosion.

This approach has the benefit to initiate intergranular

cracking in the aluminum alloy with a fast response while

maintaining the substratematerial under elastic deformation.

The results had underlined the coatingmaterial impact on the

interface properties in terms of interface quality (microgap)

and adhesive strength. For five different surface properties

the Al coating has shown either lower microgap or higher

bond strength than Al–5Mg. Moreover, it is stated that the

surface preparation on Al alloy substrate necessitates mate-

rial removal mechanically (e.g., grit blasting) or by deoxi-

dation [52, 56].
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A. INTRODUCTION

This chapter is concerned with the resistance to aqueous and

gaseous corrosion of the chromium-bearing cobalt alloys.

These alloys are important because they provide a unique

blend of properties, including high strength at elevated

temperatures and resistance to many forms of wear. With

regard to aqueous corrosion resistance, some of the cobalt

alloys are superior to the stainless steels.

The chromium-bearing cobalt alloys have been divided

into three distinct groups in this chapter, according to their

intended uses, as follows:

1. Alloys designed purely for wear resistance

2. Alloys designed for high-temperature use

3. Alloys designed for aqueous corrosion and wear

resistance

All these materials stem from the pioneering work of

Elwood Haynes early in the twentieth century. It was he who

discovered the corrosion and wear benefits of adding chro-

mium to cobalt (U.S. Patent No. 873,745) andwho found that

molybdenum and tungsten were outstanding strengthening

agents in the cobalt–chromium alloy system (U.S. Patent

1,057,423).

The early alloys were used in cast form or were applied by

welding to steel substrates (a technique known as weld overlay

or, in thecaseof thehardalloys, hardfacing).Mostof themodern

chromium-bearing cobalt alloys designed for wear resistance

are also used in the formof castings andweld overlays (wrought

processing of most alloys is impractical, given their high-

temperature strengths and their lack of ductility).

Those alloys designed for high-temperature use and those

designed to resist both aqueous corrosion and wear, on the

other hand, are much more ductile and can be forged and

rolled into wrought products (sheets, plates, etc.).

Industrial applications of the alloys designed for wear

resistance include valve and pump components for the

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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chemical process industries, automotive exhaust valves, and

hotworking tools for the steel industry. The high-temperature

alloys are used, in sheet form, for flying gas turbine com-

bustors and afterburners. Those alloys designed to resist both

aqueous corrosion and wear are used for applications as

diverse as biomedical implants, chemical spray nozzles, and

electrogalvanizing rolls (in the steel finishing industry).

B. ALLOYS DESIGNED FOR WEAR

RESISTANCE

B1. History

Haynes discovered the inherent corrosion resistance and

wear resistance of the cobalt–chromium binary alloys and

later the enhanced wear resistance of the cobalt–chromium–

molybdenum and cobalt–chromium–tungsten alloys while

hewas searching for a new spark-plug material. These alloys

were found to be hard (even at elevated temperatures),

abrasion resistant, and excellent lathe tool materials (their

first major application).

One reason for the outstanding abrasion resistance of his

alloyswas that they contained significant quantities of carbon

as an impurity. As a result, carbides of chromium, molyb-

denum, and tungsten formed in the alloy microstructures. As

melting techniques improved, controlled levels of carbon

were used in the alloys to promote the formation of carbides.

The extent of the wear resistance of the cobalt alloys did

not become known until many years later and was not

explained until the 1960s and 1970s when wear became

a science (tribology). It was only when the role of micro-

fatigue in wear was established, and the unique atomic

structure changes in cobalt and its alloys were understood,

that a full appreciation of the attributes of the cobalt alloys

was gained.

B2. Metallurgy

Pure cobalt exists in two atomic forms. At temperatures up to

417�C cobalt exhibits a hexagonal close-packed (hcp) struc-

ture, and at temperatures above 417�C the structure is face-

centered cubic (fcc). Alloying elements such as nickel, iron,

and carbon (within its soluble range) suppress the transfor-

mation temperature and are known as fcc stabilizers.

Chromium, molybdenum, and tungsten, on the other hand,

increase the transformation temperature and are known as

hcp stabilizers. Alloys of cobalt, containing both fcc and hcp

stabilizers, thus have transformation temperatures that are a

complex function of the contents of these elements.

The transformation from fcc to hcp in cobalt and its alloys

is very sluggish and does not occur spontaneously upon

cooling these materials from high temperatures. Thus cast-

ings that have been cooled from themolten state and wrought

products that have been cooled after solution annealing

typically exist in a metastable fcc form, even if their trans-

formation temperatures are much higher than room temper-

ature. However, partial transformation is easily induced at

room temperature by applying mechanical stress. The trans-

formationmechanismduring coldwork is believed to involve

the creation and coalescence of wide stacking faults.

In addition to possessing low-stacking fault energies,

which result in stacking fault coalescence and the formation

of hcp platelets, metastable fcc cobalt alloys also exhibit

mechanical twinning during cold work. These two phenom-

ena result in very high work-hardening rates, and, more

importantly from a wear standpoint, accommodate stresses.

With regard to cobalt alloys designed for wear resistance,

several compositions are listed in Table 55.1. The

STELLITE� materials referred to in this table are the direct

descendants of the early Elwood Haynes alloys and contain

significant levels of carbon to encourage the formation of

carbides in themicrostructure during alloy solidification. The

two other main alloying elements in the standard STELLITE

alloys are chromium and tungsten. Depending on the levels

of chromium, tungsten, and carbon, different amounts and

different types of carbide form in these alloys. For example,

STELLITE 6 alloy (1.1wt % carbon) contains �13wt %

carbides, and these are of the chromium-rich M7C3 type,

whereas STELLITE 3, which has the same carbon content as

STELLITE 1 (2.4wt %), contains �29wt % carbides, and

these are a mixture of chromium-rich M7C3 and tungsten-

rich M6C types [1].

These carbides provide resistance to low-stress abrasion

and provide high hardness levels (important if initial defor-

mation resistance is an issue). On the other hand, higher

carbide levels are associated with reduced ductilities and

lower corrosion resistance, since, in forming the carbides,

carbon ties up a portion of the chromium in the alloy.

TABLE 55.1. Nominal Compositions of Wear-Resistant Cobalt Alloys

Co Cr W Mo C Ni Fe Si

STELLITE 1 Balance 31 12 2.4 3 max 3 max 1 max

STELLITE 6 Balance 29 4.5 1.1 3 max 3 max 2 max

HAYNES 6B

STELLITE 12 Balance 30 8 1.4 3 max 3 max 1 max

TRIBALOY T-800 Balance 17.5 28.5 3 max 3 max 3.4

(Ni þ Fe) (Ni þ Fe)
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Further references to the STELLITE alloys in this section

relate to the standard cobalt–chromium–tungsten–carbon

materials, such as alloys 1, 6, 6B, and 12. Nonstandard,

cobalt-bearing materials, designed either for wear resistance

or for other purposes, are also sold under the STELLITE

trademark.

The other alloy in Table 55.1, namely, TRIBALOY� T-

800, is one of a group of materials developed by Du Pont in

the 1970s. Instead of relying on the formation of carbides in

the microstructure, relatively high molybdenum and silicon

contents were used to create precipitates of Laves phase (a

hard intermetallic compound). A benefit of this approach is

enhanced resistance to acids, under active corrosion condi-

tions, since molybdenum ennobles cobalt, and the interme-

tallic itself has good corrosion resistance. However, the

TRIBALOYmaterials contain large amounts of Laves phase

and are thus fairly brittle. Attempts to use them in cast and

weld overlay form have met with little success because of

their brittleness; however, they have been quite successful as

thermal spray deposits, as applied by plasma guns.

B3. Wear Behavior

There are three main categories of wear and several sub-

categories, as follows:

Abrasion

Low-stress abrasion

High-stress abrasion

Erosion

Solid-particle impingement erosion

Liquid-droplet impingement erosion

Cavitation erosion

Slurry erosion

Metal to metal

Galling

Cyclic sliding

Fretting

Explanations of these wear processes are given in [2]. In

essence, they involve either gross deformation and fracture,

microfatigue, or wastage due to the continual stripping of

surface films.

For those processes involving gross deformation and

fracture, such as low-stress abrasion, a network of hard

precipitates (e.g., carbides) in the microstructure is advan-

tageous. If the size of the abrading particles is much larger

than the size of the microstructural precipitates, then the

precipitates can act as outcrops, over which the abrading

particles ride. In this case, a high fraction of precipitates in

the microstructure is desirable. Often, the need for a high

fraction (wt %) of precipitates must be tempered by the need

for ductility in castings or weld overlays.

For those processes involving microfatigue, such as

liquid-droplet impingement erosion, cavitation erosion, and

cyclic sliding, the ability of the cobalt alloys to absorb stress

through the transformation and twinning is very important.

Thus, it is the cobalt-richmatrix, and not the precipitates, that

is critical for manywear applications. Also, under conditions

conducive to galling, it is the cobalt-rich matrix that provides

resistance to this form of damage, probably due to its

atomic bonding characteristics, and because deformation is

restricted to the outer layer, which can easily be sheared

away, preventing fracture of the bulk material.

B4. Aqueous Corrosion Behavior

The aqueous corrosion behavior of the standard STELLITE

alloys is strongly influenced by the main alloying elements,

namely, chromium, tungsten, and carbon. As in the stainless

steels, chromium is critical to the aqueous corrosion resis-

tance because of its influence on passivation. As already

stated, a significant proportion of the chromium in each of the

STELLITE alloys is tied up in the form of carbides, so the

effective chromium content, from an aqueous corrosion

standpoint, is much lower than is evident from the nominal

composition.

Tungsten enhances the nobility of cobalt under active

corrosion conditions. In this respect, it is like molybdenum,

which is used for the same purpose in the austenitic stainless

steels and in the corrosion-resistant nickel alloys. Of course,

in the STELLITE alloys, tungsten has multiple functions,

since it too can take part in the formation of carbides (if the

tungsten and carbon contents are high enough) and is used as

a powerful matrix-strengthening agent.

In general, the aqueous corrosion resistance of the STEL-

LITE alloys is an inverse function of their carbon contents,

and the characteristics of alloys such as STELLITE 6 are

broadly similar to those of type 316 stainless steel. For

example, like type 316 stainless steel, STELLITE 6 is much

more suited to oxidizing acids (such as nitric) than it is to

reducing acids (such as hydrochloric). Also, as will be

discussed in detail later, the cobalt alloys are prone to stress

corrosion cracking (SCC) in chloride-bearing environments,

although with alloys such as STELLITE 6, which is not

ductile enough to be cold formed, the opportunities for

stressing components are limited.

As indicated in Table 55.1, a wrought version of the 1.1wt

% carbon material is also available. This wrought version

(HAYNES� 6B) has higher aqueous corrosion resistance

than the cast and weld overlay version (STELLITE 6),

because hot forging and rolling break down the intercon-

nected carbides into discrete particles. The wrought version

also has higher ductility, for the same reason.

Aqueous corrosion data for HAYNES 6B alloy in pure

sulfuric, hydrochloric, nitric, and phosphoric acids are pre-

sented in Tables 55.2–55.5. Although a corrosion rate of
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0.5mm/year (20mpy) is usually regarded as the maximum

for industrial use, applications often require corrosion rates

of< 0.1mm/year (4mpy). FromTable 55.2, therefore, itmay

be concluded that HAYNES 6B is safe to use at room

temperature in all concentrations of sulfuric acid but the

alloy is suitable for only dilute solutions at high temperatures.

The aggressiveness of hydrochloric acid is apparent from

Table 55.3, which infers that HAYNES 6B alloy is only

useful in this acid at very low concentrations, even at room

temperature. In nitric acid (Table 55.4), HAYNES 6B alloy

appears safe for use up to the boiling point, at concentrations

of 30wt % or less, and presumably in higher concentrations

at lower temperatures. Finally, Table 55.5 infers that

HAYNES 6B is very resistant to pure phosphoric acid and

can be used in boiling solutions up to a concentration of

70wt %.

With regard to the resistance of HAYNES 6B alloy to

other media, it is very useful in organic acids. In the presence

of water, however, halogen-bearing organic compounds can

break down to form inorganic halogen acids, such as hydro-

chloric, and it is as well to be aware of this possibility.

The presence of chlorides in industrial environments can

cause localized attack (pitting and crevice corrosion) and, as

already mentioned, stress corrosion cracking (SCC). The

resistance to localized attack of HAYNES 6B alloy is much

higher than that of type 316L stainless steel.

In boiling, 30wt % caustic soda (sodium hydroxide),

HAYNES 6B alloy exhibits a corrosion rate of 0.3mm/year

(12mpy). It is therefore assumed that the alloy is suitable for

use in this common alkali at lower temperatures and con-

centrations. It is reported that, at high concentrations and

temperatures, caustic stress cracking is a possibility with all

the cobalt alloys.

C. ALLOYS DESIGNED FOR

HIGH-TEMPERATURE USE

C1. History

The first reported high-temperature applications of the co-

balt–chromium alloys were the hardfacing (weld overlay) of

engine valves and hot trimming dies in the 1920s [3]. How-

ever, the event that led to the evolution of cobalt–chromium

high-temperature alloys was the use of VITALLIUM� alloy

for the investment casting of aircraft turbocharger blades in

the late 1930s. This cobalt–chromium–molybdenum alloy,

which was actually designed for aqueous corrosion and wear

resistance and was in use as a dental and orthopedic implant

material, was found to have the required combination of

high-temperature strength, high-temperaturemicrostructural

stability (when the carbon content was reduced slightly),

oxidation resistance, and castability [4].

To increase the thermal stability of VITALLIUM alloy,

2.5 wt % nickel was added. The resulting composition was

renamed STELLITE 21 or modified VITALLIUM alloy. The

use of nickel to stabilize the high-temperature cobalt alloys

was carried further with the development of cast X-40

(STELLITE 31) and wrought HAYNES 25 alloy (L-605) in

the 1940s and of cast MAR-M� 509 and wrought HAYNES

188 alloy in the 1960s. The X-40, HAYNES 25 alloy, and

MAR-M 509 contain �10wt % nickel, whereas HAYNES

188 alloy contains 22wt % nickel (Table 55.6).

It is also important that, from the development of X-40

onward, tungsten was preferred over molybdenum as the

primary solid-solution strengthening element in the high-

temperature cobalt alloys, inferring that it is a more effective

TABLE 55.2. Corrosion Rates (mm/year) for Haynes 6B in

Sulfuric Acid

Concentration, wt % 24�C, 75�F 66�C, 150�F Boiling

2 0.8

5 2.3

10 <0.1 <0.1 4

20 9.1

30 <0.1 <0.1 >10

50 <0.1 >10 >10

77 <0.1 4.5 >10

TABLE 55.3. Corrosion Rates (mm/year) for Haynes 6B in

Hydrochloric Acid

Concentration, wt % 24�C, 75�F 66�C, 150�F

2 <0.1 <0.1

5 1.6 >10

10 2.7 >10

20 2.4 >10

TABLE 55.4. Corrosion Rates (mm/year) for Haynes 6B in

Nitric Acid

Concentration, wt % Boiling

10 <0.1

30 0.2

50 >10

70 >10

TABLE 55.5. Corrosion Rates (nun/year) for Haynes 6B in

Phosphoric Acid

Concentration, wt % Boiling

10 <0.1

30 0.1

50 0.5

70 0.6

85 >10
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high-temperature strengthener than molybdenum, on an

atomic percentage basis, which is consistent with its atomic

size.Molybdenum, on the other hand, remained the preferred

element for aqueous corrosion resistance, as will be

discussed.

C2. Metallurgy

Themicrostructures of the high-temperature cobalt alloys are

discussed in detail in [5] and [6]. In the solution-annealed

and quenched condition, the wrought materials, HAYNES

25 alloy and HAYNES 188 alloy, exhibit simple microstruc-

tures consisting of a sparse dispersion of M6C carbides in a

fcc solid solution. In service, within certain high-temperature

ranges, they undergo microstructural changes, the most

significant being the precipitation of M23C6 at grain bound-

aries and along stacking faults and, in the case of HAYNES

25 alloy, the precipitation of Laves intermetallic phase. The

precipitation of carbides can provide useful increases in

strength. The precipitation of Laves phase is undesirable,

since it results in significant loss of ductility.

The cast materials exhibit complicated microstructures.

TheMAR-M509, for example, contains bothM23C6 andMC

carbides in the as-cast condition due to the deliberate addition

of active carbide formers, such as tantalum. These carbides

provide considerable strength, even prior to extended high-

temperature service, during which additional, fine, carbide

dispersions are created [5].

C3. Gaseous Corrosion and Molten Metal

Corrosion Behavior

One of the main benefits of the high-temperature cobalt

alloys is their resistance to sulfidation (hot corrosion) in gas

turbine engines. This phenomenon, which is believed to

involve the dissolution of the normally protective oxide films

by sodium sulfate (created by airborne salts and residual

sulfur in gas turbine fuels), is a problem up to �980�C
(1800�F), above which sodium sulfate volatilizes and is

relatively innocuous.

HAYNES 25 alloy exhibits good resistance to oxidation

up to �1000�C. HAYNES 188 alloy possesses even higher

oxidation resistance, by virtue of the lanthanum addition

(0.03wt %), which reduces the tendency of protective oxide

films to spall away during thermal cycling. HAYNES 188

alloy can be used in high-temperature oxidizing environ-

ments to �1150�C.
The cobalt alloys are attacked by some molten metals,

notably aluminum and bismuth. However, they are very

resistant to zinc and tin alloys and have been widely used

in diecasting and zinc galvanizing.

D. ALLOYS DESIGNED FOR AQUEOUS
CORROSION AND WEAR RESISTANCE

D1. History

The existence of VITALLIUM in prewar years as a casting

alloy for dental and biomedical applications has already been

mentioned. This material, the composition of which is given

in Table 55.7, is still in use today, having enjoyed 40 years of

use in hip joint replacements, initially on its own, then more

recently in composite metal/polymer and metal/metal joints.

It has been used in cast form, inwrought form, and asmade by

powder metallurgy processing, in attempts to enhance fa-

tigue resistance. Also to enhance fatigue resistance, nitrogen-

bearing derivatives of VITALLIUM alloy have been devel-

oped for the biomedical industry.

STELLITE 21, the derivative of VITALLIUM alloy de-

veloped for high-temperature use, evolved (in cast and weld

TABLE 55.6. Nominal Composition of High-Temperature Cobalt Alloys

Co Cr W Mo C Ni Fe Si Others

X-40 (STELLITE 31) Balance 25.5 7.5 — 0.5 10.5 2 — B 0.01

MAR-M 509 Balance 24 7 — 0.6 10 — — Ta 3.5

Ti 0.2

Zr 0.5

HAYNES 25 (L-605) Balance 20 15 1 max 0.1 10 3 max 0.4 max Mn 1.5

HAYNES 188 Balance 22 14 — 0.1 22 3 max 0.35 Mn 1.25 max

B 0.015 max

La 0.03

TABLE 55.7. Nominal Composition of Aqueous Corrosion and Wear-Resistant Cobalt Alloys

Co Cr W Mo C Ni Fe Si Mn N

VITALLIUM Balance 28.5 6 0.35 max 1 max 0.75 max 1 max 1 max

ULTIMET Balance 26 2 5 0.06 9 3 0.3 0.8 0.08
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overlay form) into a candidate material for applications

involving aqueous corrosion and wear in particular situa-

tions conducive to liquid-droplet impingement erosion and

cavitation erosion, such as hydroelectric power turbines and

valve seating surfaces, respectively. It was partly the out-

standingwear properties of thismaterial, without the benefit

of a large amount of carbide in the microstructure, that gave

rise to the understanding that, for many wear processes,

carbides are not essential and the unique wear character-

istics of the cobalt alloys are largely due to the transfor-

mation and twinning tendencies under the action of

mechanical stress.

With the knowledge that carbides are not essential for

wear resistance, ULTIMET� alloy was developed in the late

1980s as a material optimized for aqueous corrosion resis-

tance. Its composition is given in Table 55.7. Primarily a

wrought product, ULTIMET alloy has been used also in the

form of castings andweld overlays. It is used in awidevariety

of chemical process industry situations subject to hot acids

and wear, notably in valves, pumps, and nozzles.

D2. Metallurgy

Unlike the cobalt–chromium–tungsten alloys designed for

wear resistance, the cobalt–chromium–molybdenummateri-

als designed to resist both aqueous corrosion and wear (i.e.,

VITALLIUM and ULTIMET alloys) contain few precipi-

tates. The cast VITALLIUM alloy does contain sufficient

carbon to cause some grain boundary precipitation of

chromium-rich M23C6 carbides; however, the only precipi-

tates in wrought ULTIMET alloy (which requires solution

annealing and water quenching) are a few nitrides which

occur if reactive residuals are present.

The metallurgical characteristics of cobalt and its alloys,

which impart resistance to those wear processes involving

microfatigue, have alreadybeendiscussed.Naturally,VITAL-

LIUM and ULTIMET alloys possess these characteristics. In

the case of ULTIMET alloy, the hcp-to-fcc transformation

temperaturewas deliberately loweredby the additionofnickel

(at 9wt %) to reduce the tendency of the material to work

harden and thus to make the wrought processing and forming

of the alloy into industrial components an easier proposition.

As discussed previously, chromium enhances passivation

of the cobalt alloys in the presence of oxygen and is therefore

the key ingredient with regard to corrosion resistance in

oxidizing media, such as nitric acid. Molybdenum (together

with tungsten in the case of ULTIMET alloy) is very ben-

eficial under active corrosion conditions, such as are encoun-

tered in hydrochloric acid.

The carbon and nitrogen contents of ULTIMET alloy are

critical [7]. During development of the alloy, it was initially

thought that carbon should be kept as low as possible, as it is

in the austenitic stainless steels and nickel–chromium–

molybdenum (HASTELLOY�) alloys, to avoid sensitization

(the grain boundary precipitation of carbides during elevated

temperature excursions, e.g., during welding). However,

carbon was found to be more soluble in the cobalt–

chromium–molybdenum system and actually improves SCC

resistance when added within the soluble range. Nitrogen is

soluble up to �0.12wt % (without active residuals), and it

enhances strength and localized corrosion resistance (pitting

and crevice corrosion) within this soluble range.

D3. Wear Behavior

The results of galling, cavitation erosion, and low-stress

abrasion tests at room temperature on ULTIMET alloy (as

a representative of the cobalt alloys designed to resist both

aqueous corrosion andwear) are given in Figures 55.1–3. For

comparison, results are also presented for:

HAYNES 6B

STELLITE 1 and 6 (two-layer gas tungsten arc weld

overlays)

C-276 and 625 (corrosion-resistant Ni–Cr–Mo alloys)

316L stainless steel (austenitic)

410 stainless steel (martensitic) in the 23 HRC condition

2205 stainless steel (ferritic/austenitic or duplex)

17-4 PH stainless steel (precipitation hardening)

NITRONIC� 60 (high-silicon, nitrogen-bearing, austen-

itic stainless steel)

From Figures 55.1 and 55.2, the advantages of cobalt as an

alloybase are apparent for situations involvingmetal-to-metal

wear andmicrofatigue-controlled erosion processes. The only

other alloy that comes close to the performance of the cobalt

alloys is NITRONIC 60. This alloy also exhibits much higher

resistance to galling than the standard stainless steels.

Under low-stress abrasion conditions (Fig. 55.3), the

carbide-containing cobalt alloys are outstanding. ULTIMET

alloy does possess reasonable resistance to this form of wear,

however, indicating that the unique response of the cobalt-

rich solid solution to mechanical stress is of some benefit.

The galling test used was a modification of the ASTM G

98 procedure and is described in [8]. The cavitation erosion

and low-stress abrasion data were generated using the ASTM

G 32 and G 65 test procedures, respectively.

The elevated temperature abrasion properties of

ULTIMET alloy, relative to STELLITE 6, 316L stainless

steel, and 410 stainless steel, are discussed in [9]. This work

indicates that the advantages of cobalt as an alloy base for

wear resistance extend to 800�C.

D4. Aqueous Corrosion Behavior

To illustrate the aqueous corrosion characteristics of alloys

designed to resist both aqueous corrosion and wear, uniform
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FIGURE 55.1. Comparative galling data (self-coupled).

FIGURE 55.2. Comparative cavitation erosion data.

FIGURE 55.3. Comparative low-stress abrasion data.

ALLOYS DESIGNED FOR AQUEOUS CORROSION AND WEAR RESISTANCE 753



 

corrosion and crevice corrosion data are presented for

ULTIMET in Figures 55.4–55.8.

Figures 55.4 and 55.5 are the isocorrosion diagrams for

ULTIMET alloy in sulfuric and hydrochloric acids. These

diagrams were constructed mathematically using numerous

corrosion rate values at different acid concentration and

temperature combinations. They indicate the “very safe”

(0–0.1mm/year, 4mpy), “moderately safe” (0.1–0.5mm/

year, 4–20mpy), and “unsafe” (>0.5mm/year, 20mpy)

regimes in these acids. The tops of the bars represent the

boiling points.

For perspective, the boundaries between the “very safe”

and “moderately safe” regimes [i.e., the 0.1-mm/year (4-mpy)

lines] are plotted in Figures 55.6 and 55.7 alongside similar

lines for 316L stainless steel, 20Cb-3� alloy (an austenitic

stainless steel designed to resist sulfuric acid), 254SMO� (one

of the 6wt % molybdenum-bearing stainless steels), and

C-2000� alloy, a nickel–chromium–molybdenum material.

In sulfuric acid, ULTIMET alloy is in the same performance

band as 20Cb-3 and 254SMO alloys, being far better than

316L but not as good as the Ni–Cr–Mo materials. In hydro-

chloric acid, ULTIMET alloy is second only to C-2000 alloy

and much more resistant to this aggressive acid than the three

stainless steels.

The resistance to localized attack of ULTIMET alloy as

compared with the Ni–Cr–Mo (C-type) alloys and austenitic

stainless steels is summarized in Figure 55.8. These tests

were performed according to the ASTM G 48 procedures

using teflon crevice blocks. AL-6XN� alloy is also a 6wt %

molybdenum-bearing stainless steel.

From Figure 55.8, it is evident that the resistance to

localized attack of ULTIMET alloy is equivalent to that of

theNi–Cr–Mo alloys. This has been confirmed in pitting tests

also.

With regard to the SCC resistance of the corrosion and

wear-resistant cobalt materials, such asULTIMETalloy, they

appear to be similar to the super austenitic stainless steels in

their susceptibility. Reference [8], in which a four-point bend

FIGURE 55.4. Isocorrosion diagram for ULTIMET alloy in sulfuric acid.

FIGURE 55.5. Isocorrosion diagram for ULTIMET alloy in hydrochloric acid.
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FIGURE55.7. Comparison of 0.1-mm/year (4-mpy) lines for stainless steels, a Ni–Cr–Mo alloy, and

ULTIMET alloy in hydrochloric acid.

FIGURE55.8. Critical crevice corrosion temperature (the lowest temperature atwhich crevice attack

is experienced over a 24-h test period) in 6% ferric chloride.

FIGURE55.6. Comparison of 0.1-mm/year (4-mpy) lines for stainless steels, a Ni–Cr–Mo alloy, and

ULTIMET alloy in sulfuric acid.
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test results in 30wt % magnesium chloride are presented,

indicates that ULTIMETalloy is similar to 20Cb-3 alloy and

that both these alloys possess much higher resistance to SCC

than does 316L stainless steel.
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A. INTRODUCTION

Copper is the dominantmaterial for domestic water systems

in Europe, North America, Australasia, and many countries

of the Commonwealth. The developingworld is now rapidly

expanding its use of copper tubing as their societies demand

increasing quantities of disease-free water. The annual

world production of copper water tubing is �500,000

tonnes, equivalent to�1.25 billion m or 0.75 million miles.

The reasons for this enormous consumption of copper

plumbing tube are its excellent corrosion resistance, its

ease of fabrication during installation, and hence low-

installation costs, and additionally, its contribution to health

and the maintenance of healthy water. Further, copper is

seen as environmentally friendly due to its potential to be

100% recycled.

Failures of copper water tube from corrosion are rare but

in general well-understood events. The high level of quality

control exercised in modern tube producing plants plus

copper’s excellent corrosion resistance gives failure rates of

<1 in a million. The fabrication of copper during installation

is easy due to copper’s malleability and the use of soldered

and compression fittings that enable sound jointing to be

made quickly. To prevent lead pick-up in soft waters, the

industry introduced a range of “potable” integral solder

fittings in which no lead is used, the solders being tin–silver

or copper–tin.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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Pure copper is a very soft, malleable metal. It is alloyed

with small quantities of metals such as Be, Te, Ag, Cd, As,

and Cr to modify the properties for particular applications,

while retaining many of the characteristics of the pure metal.

Much larger alloying additions of Zn, Sn, and Ni are made to

improve the mechanical properties of the metal, and to retain

its excellent corrosion resistance under more arduous service

conditions. Nickel permits increased flow rates in water

systems; zinc gives increased resistance to sulfide attack.

Typical groups of copper alloys that find application in many

environments are listed in Table 56.1.

Apart from the wide use of copper in freshwater supply

lines and plumbing fittings, copper and its alloys provide

superior service inmany other applications. They are used for

structures open to the atmosphere, for example, in architec-

ture and sculpture. They are used immersed in freshwater and

seawater heat exchangers and condensers, as well as in

industrial, chemical, and power-generating plants, and bur-

ied in the earth for water distribution systems.

In the open air, copper forms a green patina that, in its

most stable form, consists of basic copper sulfate,

CuSO4�3Cu(OH)2, although in marine environments it

may contain chloride, or carbonate in industrial areas. This

decorative long-lasting coating makes copper an ideal

material for low- maintenance roof coverings and for gut-

ters and channels. A small amount of copper dissolves in

water that runs over the metal surface, and this can precip-

itate on to other less noble metals downstream in the water

cycle, leading to galvanic corrosion. Cast iron gutters and

pipes used in conjunction with copper roofs benefit from a

bituminous or other impervious coating to reduce the

possibility of galvanic corrosion. General corrosion or

stress corrosion cracking (SCC) may become a problem in

industrial areas if ammonium compounds are present in the

atmosphere.

Copper and its alloys can safely be buried in most soils,

although high corrosion rates have been experienced in those

containing cinders or acid peat. If it is expected that corrosion

will be a life-limiting factor in the use of the material, it can

be protected with bituminous, plastic, or paint coatings.

Dezincification can be a problem in brasses with high zinc

levels, and it is best to avoid the use of these alloys unless they

are specifically required to counter the difficulties that may

result from high sulfide levels in the soil.

TABLE 56.1. Generic Classification of Copper Alloys

Generic Name UNS Number Composition

Wrought Alloys

Coppers C10100-C15760 >99% Cu

High-copper alloys C16200-C19600 <96% Cu

Brasses C205-C28580 Cu–Zn

Leaded brasses C31200-C38590 Cu–Zn–Pb

Tin brasses C40400-C49080 Cu–Zn–Sn–Pb

Phosphor bronzes C50100-C52400 Cu–Sn–P

Leaded phosphor bronzes C53200-C54800 Cu–Sn–Pb–P

Copper–phosphorus and copper–silver–phosphorus alloys C55180-C55284 Cu–P–Ag

Aluminum bronzes C60600-C64400 Cu–Al–Ni–Fe–Si–Sn

Silicon bronzes C64700-C66100 Cu–Si–Sn

Other coppers–zinc alloys C66400-C69900

Copper–nickels C70000-C79900 Cu–Ni–Fe

Nickel silvers C73200-C79900 Cu–Ni–Zn

Cast Alloys

Coppers C80100-C81100 >99% Cu

High-copper alloys C81300-C82800 > 94% Cu

Red and leaded red brasses C83300-C85800 Cu–Zn–Sn–Pb (75–89% Cu)

Yellow and leaded yellow brasses C85200-C85800 Cu–Zn–Sn–Pb (57–74% Cu)

Manganese and leaded manganese bronzes C86100–C86800 Cu–Zn–Mn–Fe–Pb

Silicon bronzes, silicon brasses C87300–C87900 Cu–Zn–Si

Tin bronzes and leaded tin bronzes C90200–C94500 Cu–Sn–Zn–Pb

Nickel–tin bronzes C94700–C94900 Cu–Ni–Sn–Zn–Pb

Aluminum bronzes C95200–C95810 Cu–Al–Fe–Ni

Copper–nickels C96200–C96800 Cu–Ni–Fe

Nickel silvers C97300–C97800 Cu–Ni–Zn–Pb–Sn

Leaded coppers C98200–C98800 Cu–Pb

Miscellaneous alloys C99300–C99750

Note: UNS¼Unified Numbering System.
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Copper and its alloys are used extensively in seawater

distribution systems and in treatment units, condensers, and

heat exchangers where fresh or salt water is used for cool-

ing. Many components in valves, pumps, and taps, as well

as pipes and pipe fittings, are made from copper alloys. A

distinction is often made between corrosion in freshwater

and in seawater. However, the same types of corrosion

problem are found in both environments, and such a

clear-cut distinction cannot be made. Rather, the change

from pure to salt water with varying degrees of pollution

should be regarded as a gradually increasing aggressiveness

in the environment, aggravated by increases in flow rates

and changes in the temperature and oxygen content of

the water.

The main problems of copper alloys in water systems are

differential aeration corrosion, erosion corrosion, SCC, and

demetallification. Differential aeration corrosion is mainly a

design problem, although pitting may occur under very slow

flow rates, which starve the metal surface of oxygen. Erosion

corrosion is a function of flow rate. Pressure changes in a

liquid on passing through valves and pumps give rise to

cavitation damage, while entrained air or abrasive particles

disrupt protective surface films to produce shallow,

horseshoe-shaped pits. The deterioration can be very rapid.

Ammonia and its salts, together with mercury-based com-

pounds, are the prime cause of SCC.

Dealloying affects many of the alloys, the commonest

being dezincification of brasses containing > 15% zinc,

although dealuminification and denickelification have been

reported for aluminum bronzes and cupronickels. Dealumi-

nification is most prevalent in aluminum bronzes containing

the g-2 phase in themicrostracture, and is most serious when

the g-2 forms a continuous grain boundary network. Rapid

cooling from> 600�C (1115�F), additions of 1–2% iron, or

more than 4.5% nickel, control dealuminification, but mi-

crostructural changes that occur during welding can still

lead to corrosion problems in the heat-affected zone (HAZ)

around the weld. Reheat treatment to remove unsatisfactory

postweld microstructures can pose serious problems to

the engineer; heating, handling, and quenching large units

without introducing distortion while achieving uniform

properties throughout the material may be impossible.

Brass fittings may dezincify, especially when the b phase

is present. The loss of zinc is accelerated by high-

temperature, increased chloride content, low flow rates, and

differential aeration. Additions of 1% tin and �0.04%

arsenic, phosphorus, or antimony inhibit dezincification.

However, phosphorus can lead to intergranular corrosion,

andmostmanufacturers use arsenic as an inhibitor in brasses.

Inhibited a brasses are immune to dezincification in most

waters, but the effect of tin and arsenic additions to a/b
brasses is not predictable in controlling dezincification.

There have been many cases of dezincification in the duplex

brasses in both fresh and seawater. In some instances in

potable water distribution systems, duplex fittings that have

given many years’ service suddenly begin to lose zinc when

only a slight change in water chemistry occurs.

A protective film of carbonate may be deposited on the

metal surface from water containing carbon dioxide and

oxygen.

As the flow rate increases, copper and brass tubes become

more prone to impingement attack. Aluminum brass and

cupronickel offer a greater resistance to higher flow rates, but

both have maximum limits that must not be exceeded or

the surface film on the metal will be destroyed. While the

maximum velocity for inhibited Admiralty brass and alumi-

num brass is lower than that for cupronickels, they both give

better service should sulfide be present in the water, either as

a pollutant in rivers or estuaries or in chemical and oil

production plants. However, work is in hand to develop

coatings for copper-based alloy condenser tubes in land-

based and marine systems. These coatings will offer protec-

tion against sulfide-polluted water while the natural film is

established. Experimental programs have shown that these

coatings will also be effective on both cupronickel and

aluminum brass tubes [1].

Tin bronzes and phosphor bronzes have good resistance to

flowing seawater. The alloys containing 8–12% tin are less

susceptible than brasses to SCC and have excellent resistance

to impingement attack and to attack in acid waters.

The aluminum oxide film on both aluminum brass and

aluminum bronze, which confers the additional corrosion

protection, reduces the dissolution rate of copper ions from

the alloy and makes them less effective in resisting

biofouling.

The resistance of some copper alloys to erosion–corrosion

is improved when small quantities of iron are present in the

alloy or the water. The iron apparently produces a tougher

surface film. This has led to the use of iron sacrificial pieces,

in preference to the normal zinc sacrificial anodes, in the

water boxes of condensers and heat exchangers that use

copper-based tubes and tube plates. The iron ions are ab-

sorbed into the film from the water and confer the additional

resistance to impingement attack. Zinc ions do not have this

beneficial effect.

A very clear distinction can be made between acids that

can be safely handled in copper-based equipment and those

that cause catastrophic attack. Nonoxidizing acids, such as

acetic, phosphoric, dilute sulfuric, and hydrochloric, can be

safely handled providing the concentrations of oxidizing

agents such as entrained or dissolved air, chromates, and

iron(III) ions are kept very low. Oxidizing acids, nitric or

concentrated sulfuric, and those containing oxidizing agents

must not be handled in copper-based systems. Small addi-

tions of oxidizing agents are particularly dangerous in hy-

drochloric acid, causing a dramatic increase in the rate of

metal loss. Before using copper alloys in acid systems, tests

should always be made with the particular liquid to be
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processed, reproducing the actual plant conditions as closely

as possible.

In general, copper and its alloys are resistant to attack by

alkalis except ammonium hydroxide and those containing

ammonium or cyanide ions. Ammonium ions promote

SCC and both ions form complex species such as

[Cu(NH3)4]
2þ and [Cu(CN)4]

2� , which do not allow the

double layer to develop to polarize the corrosion cell, hence

the corrosion rate remains high.

Iron(III) and tin(IV) salts are aggressive to copper alloys.

Copper itself suffers general corrosion, to thin the cross

section, in sulfur compounds.

B. PITTING CORROSION

B1. Pitting Mechanisms

Since the first description of pitting of copper tubes in contact

with water in 1950 [2], extensive investigations/have

since been conducted with various natural waters, reflecting

the practical importance of this problem [3–12]. Not only

copper, but also copper alloys, such as brasses [13, 14],

bronzes [15], some cupronickels (e.g., 70Cu–30Ni [16–18]),

and other alloys [19–22] can be damaged by pitting. Pitting of

copper does not occur exclusively in chloride-containing

solutions but in hydrogen carbonate solutions as well [23–

25]. Kinetics of passivation and pitting corrosion of copper

have been extensively studied using electrochemical tech-

niques [26–30].

These techniques include measurement of redox poten-

tials and of the potentials of corroding electrodes [31],

measurement of current density between coupled electrodes,

polarization resistance, potentiokinetic curves [32], imped-

ance measurements, and electrochemical noise [30, 33].

Other methods of investigation include eddy current exam-

inations [34], morphological studies [35], and use of chem-

ical and biochemical microsensors [36].

Anodic polarization curves of copper in NaCl solutions

show that the breakdown potential is lower the higher the

NaCl concentration. When copper specimens are immersed

for long periods of time in dilute NaCl solutions, pitting is not

observed, and general corrosion occurs. The presence of

other halogen anions in NaCl inhibits pitting of copper, but

the action of I� differs from that of Br� [37]. According to

Mor and Beccaria [37], with iodides inhibition is caused by

the formation of a Cul layer on the metal surface, whereas

KBr acts by reducing the oxygen content of the solution.

In very dilute KBr solutions, however, copper corrosion

increases.

In hydrogen carbonate solutions, with increasing

NaHCO2 concentration, the resistance of the oxide layer

toward general corrosion decreases [25], which is probaby

caused by increasing soluble copper carbonate complex

formation. However, increasing HCO3
� oncentration pro-

motes break down of the oxide layer. As the temperature is

increased from 25 to 90�C (80 to 197�F), the oxide film is

less protective and the pitting potential shifts to less positive

values.

Kristiansen [38] studied pitting of copper in distilledwater

containing 10mg/L SO4
� 2 plus 5mg/L CO2, with and

without Fe3þ additions, at temperatures of 45, 50, and 60�C
(116, 125, and 143�F). In aerated neutral water ferric ions

are reduced on copper surfaces according to

Fe3þ þCu ¼ Cuþ þ Fe2þ

Ferrous ions are reoxidized to Fe3þ , causing further copper

corrosion. Using radioactive 59Fe, it was established that pits

nucleated where iron was present on themetal surface. It was

also found that the highest rate of corrosion occurred at 50�C
(125�F), which was explained by the decomposition of the

basic copper carbonate deposit and formation of a more

protective copper oxide at higher temperatures. Pits were

also found on copper when no iron had been added, although

the presence of iron in the water could not be excluded. The

deleterious effect of ferric ions has also been reported by

Molvina et al. [39].

The problem of copper tube pitting in supply waters still

persists in many countries. This type of localized corrosion

was called “nodular pitting” by Campbell [15] because

corrosion produces small areas of deep attack covered by

small mounds or nodules of corrosion products.

According to Mattsson [40], three types of pitting can be

distinguished for copper: Type 1 occurs on annealed or half-

hard tubes in cold tap water, caused by a continuous carbon

film formed on the inner tube surface during bright anneal-

ing; type 2 occurs on hard drawn tubes in hot tap water of

low (<7:4) pH and low (< 1) [HCO3
� ]/[SO4

2� ] ratio; type 3
occurs on both hard and annealed tubes in cold tap water of

high pH, with low salt concentration. This type is not caused

by a continuous carbon film, and the reason for its formation

is not yet known.

Type 1 pitting usually occurs in supply water from deep

wells that is free of organic species. [Natural waters contain-

ing organic substances (e.g., rivers and lakes) do not corrode

copper. Some undefined organic compounds clearly act as

corrosion inhibitors.] There is general agreement that type 1

pitting occurs in hard or moderately hard waters and is

favored by water with high sulfate content; failures occur

most rapidly in water of fairly low chloride content. Pitting

occurs when carbon residues, which arise from the break-

down of lubricants during bright annealing, are present on

tube bores [41, 42]. The importance of deposited carbonfilms

in pitting of copper is widely recognized.

Frommeyer [43] studied the composition of corrosion

products formed on copper during type 1 pitting by electron

spectroscopic methods. Concentration profiles in the coating
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are shown in Figure 56.1 and a schematic representation of

copper corrosion products is presented in Figure 56.2. The

corrosion regions I and II are below and above the Cu2O

membrane, respectively. Region I forms on a pre-existing

inner surface of the tube and is the result of pitting, while

region II is a swelling composed of voluminous corrosion

products. Electron spectroscopy for chemical analysis

(ESCA) studies indicated that carbon does not occur in the

form of copper or calcium carbonates, but is derived from the

lubricants. The absence of manganese and iron in region I is

thought to indicate that only carbon deposited on the copper

is responsible for promoting pitting. Because of the detri-

mental effect of deposited carbon, abrasive cleaning is often

used to remove carbon films that form during tube

manufacture.

It was found byCornwell et al. [44] that copper containing

1% Sn or 1% Al (particularly the former) is more resistant to

pitting in the presence of carbon residues than ordinary

commercial copper. Carbon residue on copper alone, how-

ever, is insufficient to produce pitting. Studying the influence

of carbon contamination in the bore, Cornwell et al. [41]

found that the electrode potential never exceeded the pitting

potential in water that did not support pitting, evenwhen high

carbon contamination was present. On the other hand, when

tube specimens contaminated by carbon were immersed in

aggressive water, pitting was observed, but abrasively

cleaned specimens did not pit. In the latter case, the electrode

did not reach the pitting potential.

Pourbaix [45] first determined the pitting potential of

copper. The values measured in Brussels tap water were

170mV saturated calomel electrode (SCE) for the concave

internal surface of copper tubes and 100mV (SCE) for the

surfaces of copper wires. These potentials were only slightly

higher than the equilibrium potential of Cu/CuCl/Cu2O

measured inside pits [24mV (SCE)]. Inside pits, the solution

contained 207 ppm Cl� plus 17 ppm Cu at pH 3.4. Other

investigators [15] confirmed the existence of a critical po-

tential for pitting of copper.

Pourbaix [46] observed that the potential of copper speci-

mens immersed in flowing Brussels water shifted in the

positive direction during exposure. Three stages were, dif-

ferentiated. During stage 1, following immersion, the poten-

tial is relatively low [�30 to �10mV(SCE)]; the metal is,

covered with a red Cu2O deposit, and HCl forms as a result of

CuCl hydrolysis. During stage 2, potential increases [�10

to þ 50mV (SCE)]; greenish malachite appears, and acid-

ification of the solution inside the starting cavity occurs.

Stage 3 is characterized by the same processes as stage 2;

potential continues to increase irregularly, and pits develop.

When equilibrium conditions within the pit have been estab-

lished, stable CuCl forms on the pit bottom.

Type 2 pitting occurs in water with pH< 7.4 and at

temperatures >60�C (143�F) [15]. Mattsson [40] found that

pitting occurs in low pH water (generally pH 5–7) and that

water that causes pitting has a relatively lowHCO3
� content

(�100mg/L), whereas no pitting occurs in water with a

higher HCO3
� content (100–300mg/L). The SO4

2� con-

centration is 15–40mg/L. At higher HCO3
� concentrations,

the protective basic copper carbonate forms.

Mattsson [40] observed that in carbonate containingwater

(15–70mg/L HCO3
� plus >0.2mol/L SO4

2� , a basic cop-
per sulfate crust forms that covers the capillary mouth and

thus creates an occluded cell at the anode where the reaction

can occur.

FIGURE 56.1. Concentration profiles in corrosion products on

copper. (Reproduction with permission from [43].)

FIGURE 56.2. Schematic representation of layers on corroded

copper. (Reproduced with permission from [43].)
2CuþH2O ¼ Cu2Oþ 2Hþ þ 2e�
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As in type 1 pitting, pits initiate below the metal surface

deposit. Mattsson also found that in tubes with pitting, the

inner tubewall generally had a greenish gray surface coating,

often with a high aluminum content and containing basic

copper carbonate; a green, basic copper sulfate crust covered

the pits.

Cornwell et al. [44] suggested the followingmechanismof

copper pitting in aerated supply waters:

Cuþ þCl� ¼ CuCl

CuCl hydrolyses to form Cu2O, which is precipitated on the

metal surface:

2CuClþH2O ¼ Cu2Oþ 2HCl

The cathodic reaction supporting the anodic dissolution

process is oxygen reduction:

O2 þ 2H2Oþ 4e� ¼ 4OH�

For corrosion to proceed, the hydroxyl ions produced at the

cathodic sites must be removed. This occurs more rapidly in

acid supply water or water that contains bicarbonate ions:

OH� þHCO3
� ¼ CO3

2� þH2O

The final reaction causes precipitation of mixed calcium

carbonate and basic copper carbonate scale.

B2. Pitting Prevention

There are several ways of avoiding pitting corrosion of

copper in waters. Ferrous ion injection has been used for

many years in Europe and Japan to protect aluminum, brass,

and cupronickel tubes, mainly in polluted waters [47–50].

The beneficial effect of ferrous ion, as FeSO4, can be

explained on the basis of either of the following

mechanisms:

1. Electrochemical protection: Following Cornwell

et al. [41], Lecointre et al. [51] and Pourbaix [52]

observed that if the tube surface can be maintained at

an electrode potential lower than the protection potential

of copper, existing pits cannot grow and new pits cannot

form. The redox couple Fe2þ–FeOOH can maintain the

tube surface below this protection potential, and this

protection process should remain valid for copper alloys

(e.g., brass) and waters containing chloride (e.g., sea-

water and brackish water). Based on the protection

potential for copper alloys in chloride-containing waters

and on the electrochemical action of the addition of

ferrous ions, a method of control is proposed: The

potential of the tubes is measured and ferrous ions are

injected to maintain this potential below the protection

potential.

2. Formation of a protective film: Following North and

Pryor [53], ferrous ions are oxidized. directly in the

water by dissolved oxygen to form colloids. By a

process of electrophoresis, these colloids adhere to the

walls of the tubes to form a layer, consisting primarily

of FeOOH lepidocrocite, which is considered to be

protective.

According to Gasparini et al. [54], ferrous ions precip-

itate on local alkalized cathodic areas to form hydroxides

that are subsequently oxidized to produce a layer of

lepidocrocite.

North and Pryor [53] considered that the film formed on

copper in a NaCl solution containing a small amount of

FeSO4 is mainly composed of h-FeOOH; Cu2O was also

detected under the film.

Castle et al. [55] and Epler and Castle [56] used ESCA to

characterize the protective films formed on copper-based

condenser tubes protected by ferrous sulfate injection.

The film, was found to be composed mainly of two super-

imposed layers: an inner layer, white, containing hydrotal-

cite, Mg6Al2(OH)6CO3 � 4H2O, or other compounds of the

hydrotalcite family and paratacamite, Cu2(OH)3Cl; and an

outer layer, brown, porous, which is, a mixture of lepido-

crocite (essentially h-FeOOH), paratacamite, iron oxides,

and copper oxides. Hydrotalcite can exercise a buffer effect

through the effect of Mg2þ ions.

In waters containing phosphates, tricalcium phosphate

is found in the film. In polluted waters containing sul-

fides, Cu2S is found in the external layer of the film.

Assuming that the protection is given by a film, one

method of monitoring the thickness, porosity, arid other

characteristics of the film is to perform polarization

tests [52, 53].

Ultraviolet (UV) photochemical decomposition of re-

sidual chlorine [57], adequte metal and water treatment

(e.g., inhibitors for the solution or alloying additions to the

metal tube) [58–63], the application of artificial protective

films [64], and control of the redox potential have all been

recognized as means of suppressing or preventing pitting

corrosion of copper alloy tubes in waters. But, of course,

an important effective means of combatting or avoiding

pitting attack is by appropriate alloy selection. Of the

copper alloys, the most pit resistant are the copper–alu-

minum alloys known as aluminum bronzes with <8% Al.

Tables 56.2 and 56.3 list some of these alloys. Usually,

these aluminum bronzes are also not affected by crevice

corrosion, a type of attack that is more common in

aluminum and chromium-bearing copper alloys, and that

can several times be controlled by proper cleaning of the

metal surfaces.
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C. STRESS CORROSION CRACKING

C1. Mechanisms

The mechanisms of SCC of copper alloys have been exten-

sively studied and reviewed [65–91]. Several important

observations on the mechanisms of SCC are indicated

here.

1. Stress corrosion cracking is possible in all alloys but not

in pure copper. Alloys with a minimum concentration of

solute elements, such asAs, Sb,Al, Si, P,Ni, Zn, andMn,

are susceptible to SCC in specific environments under

tensile stresses sufficient to produce active slip in mi-

croscopic regions of the metal.

2. The environment provides a species that leads to com-

plex ion formation favoring selective removal of solute

atoms and film formation to suppress general attack.

Complex ion formation is an important feature in the

mechanism of SCC of a brass.

3. The regions of complex ion formation and stability of

oxide film may be predictable from the potential–pH

diagrams if sufficient data are available for the construc-

tion of such a diagram. One example of a potential–pH

diagram of copper in ammoniacal solution that take into

consideration the oxidation of NH3 to NO2
� is given in

Figure 56.3 [92]. These diagrams extend our under-

standing of the SCC problem, however, experimental

confirmation would still be desirable.

4. There is thus a need to investigate the behavior of

stressed specimens over a variety of environments and

compositions, as a function of pH, redox potential, Cu

concentration, and so on.

5. The ammonium ion is generally considered to be the

specific corrodent to produce SCC in Cu-base alloys.

Evidence has also been presented that citrates, tar-

trates, nitrites, sulfur dioxide, carbonates, oxides of

N2 and phosphates, among others, may also produce

SCC in some Cu-base alloys. Pyridine and emylene-

diamine do not produce SCC of brass but do cause

intergranular attack. Specificity of the corrodent may

depend both on its ability to form a protective film on

the metal surface and to lower the energy required to

form new surface.

6. Mercurous nitrate (which deposits a coating of Hg on

brass) is generally used to determine whether brasses

contain high residual stresses that make them suscepti-

ble to SCC. Brasses containing appreciably lower stres-

ses than those producing failures in mercurous nitrate

solution may fail in an ammoniacal atmosphere that is

widely used in the laboratory as a standard environment

for SCC tests.

7. Liquidmetal embrittlement in contactwithmoltenmetal

operates by a similar mechanism to that of SCC in

respect of lowering the surface energy by alloying and

formation of an equilibrium groove angle for grain

boundary attack.

TABLE 56.3. Some Common Cast Copper–Aluminum Alloys: Chemical Composition

UNS Number Cu Al Fe Ni Mn Others

C-95200 86.0 8.5–9.5 2.5–4.0 1.0 total

C-95300 86.0 9.0–11.0 0.8–1.5 1.0 total

C-95400 83.0 10.0–11.5 3.0–5.0 2.5 0.5 0.5 total

C-95500 79.0 10.0–11.5 3.0–5.0 3.0–5.5 3.50 0.5 total

C-95700 71.0 7.0–8.5 2.0–4.0 1.5–3.0 11.0–14.0 0.5 total

C-95800 79.0 8.5–9.5 3.5–4.5 4.0–5.0 0.8–1.5 0.5 total

TABLE 56.2. Some Common Wrought Copper–Aluminum Alloys: Chemical Composition

UNS Numbers Cu Al Fe Ni Mn Si Sn Others

C–60800 92.5–94.8 5.0–6.5 0.10 0.02–0.35As

0.10 Pb

C–61000 90.0–93.0 6.0–8.5 0.50 0.10 0.02 Pb

C–61300 86.6–92.0 6.0–7.5 2.0–3.0 0.15 0.10 0.10 0.20–0.50 0.01 Pb

C–61400 88.0–92.5 6.0–8.0 1.5–3.5 0.01 Pb

C–61500 89.0–90.5 7.7–8.3 1.8–2.2 0.015 Pb

C–61800 86.9–91.0 8.5–11.0 0.5–1.5 0.10 0.02 Pb

C–62300 82.2–89.5 8.5–11.0 2.0–4.0 1.0 0.5 0.25 0.60

C–63000 78.0–85.0 9.0–11.0 2.0–4.0 4.0–5.5 1.5 0.25 0.20

C–63200 75.9–84.5 8.5–9.5 3.0–5.0 4.0–5.5 3.5 0.10 0.02 Pb
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8. Stress corrosion cracks may follow intergranular or

transgranular paths. In materials having complex slip

systems or high stacking fault energies (SEE) and

cellular dislocation arrangements, cracks will most

probably follow an intergranular path. In materials

having low SFE, short-range order (SRO) and planar

arrays of dislocations after plastic deformation, cracks

may follow transgranular or intergranular paths depend-

ing on the corrodent, the composition of the alloy, and

the extent of plastic deformation.

9. When polycrystalline a brass is in contact with moist

aerated NH3, the grain boundaries often form preferred

sites of electrochemical attack because of the general

tendency to form equilibrium grooves, although this

conditionmay be delayedwith brass in NH3 if O2 supply

is limited until protective films have been formed pref-

erentially on the grain faces. Zinc dissolution from the

surface can lead to reaction of Cu in the surface with O2

in solution to form tarnish.

10. Earlier models of SCC of copper alloys [67, 93–108]

have now given way to the current models that are

mechanistically much more insightful, for example,

the film-induced cleavage model of Newman and

co-workers [72–75], the surface-diffusion model of

Galvele and co-workers [76–79], the corrosion-

assisted-cleayage model of Flanagan and co-workers

[80–86], and the localized-dissolution/enhanced plas-

ticity model of Magnin and co-workers [87–91].

11. Susceptibility to SCC can be reduced or eliminated by

annealing, careful design of the structure, removal of

mercury compounds or NH3 from the environment,

control of the pH of the environment, coating with a

suitable inorganic or organic material and by using a

more resistant metal. A selection of alloys based on

SCC tests is, like in the case of pitting corrosion, one of

the best preventive measures. The aluminum bronzes

listed in Tables 56.2 and 56.3 do not pit and are also not

susceptible to SCC. But, of all the copper alloys, the

copper nickels, or cupronickels, are the most resistant

to SCC in the presence of ammonia and ammoniacal

solutions and are highly resistant to SCC in general.

Table 56.4 lists some cupronickels used in corrosion

engineering.

C2. Effects of Alloy Composition

Thompson and Tracy [108] determined the amounts of a

number of elements that, when added singly to Cu, will cause

susceptibility to SCC in moist ammoniacal atmospheres.

They found that phosphorus when present in residual

amounts of only 0.004% make the Cu–P alloy susceptible

to SCC in moist ammoniacal atmosphere. Small amounts of

As and Sb also increased susceptibility in that medium. The

addition of solute elements to Cu produces a concentration of

solute in the form of submicroscopic precipitate at the grain

TABLE 56.4. Some Common Cupronickeles: Chemical Composition

UNS Numbers Cu Ni Fe Mn Others

C-70600 Bal 9.0–11.0 1.0–1.8 0.0 max Pb 0.05 max

Zn 1.0 max

C-71500 Bal 29.0–33.0 0.4–0.7 1.0 max Pb 0.05 max

29.0–33.0 Zn 1.0 max

C-71900 Bal 29.0–32.0 0.25 max 0.5–1.0 Cr 2.6–3.2

Zr 0.08–0.2

Ti 0.02–0.08

C-96200 Bal 9.0–11.0 1.0–1.8 1.5 max Pb 0.03 max

C-69400 Bal 28.0–32.0 0.25–1.5 1.5 max Pb 0.03 max

FIGURE 56.3. Potential–pH diagram for the copper–ammonia–

water system at 25�C. Total concentration of dissolved copper ions
0.05M, total concentration of dissolved nitrogen-containing spe-

cies 1M. Dotted lines refer to the formation of CuSO4�3Cu(OH)2.
Dashed and dash–dotted lines indicate the situation that would

obtain in the absence of the oxidation of NH3 to nitrite [92].

(Reprinted from T. P. Hoar and G. P. Rothwell, “Potential/pH

Diagram for a Copper–Water–Ammonia System: Its significance

in the SCC of Brass in Ammoniacal Solutions,” Electrochim.

Acta, 15, 1032. Copyright 1970 with permission from Elsevier

Science.)
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boundaries, a richer solid solution or lattice disturbance thus

making the grain boundary region more anodic to the grain

bodies. Alternatively, formation of a protective film on the

exposed surface may leave the grain boundaries highly

anodic when insufficient concentration of alloying element

is present. Syrett and Parkins [109] found that Sn and As

additions both increase the resistance of a 80 Cu–20 Zn brass

to SCC in ammoniacal solutions at pH of 7.3–11.3. The

effects of alloying elements on the susceptibility of Cu alloys

to SCC are well documented in the literature [66–91, 105–

113]. In the following sections, a few of the more important

alloy systems will be discussed.

C2.1. Aluminum Bronzes. Aluminum bronzes are suscep-

tible to SCC, and many SCC studies of Al bronzes have been

reported [114–118]. Element et al. [114] discussed the

various possible alloying additions to Al–bronze in relation

to their atom size, solubility, and tendency to react with the

environment. The addition of 0.2–0.3% Sn or As proved very

effective in producing immunity to intergranular cracking

of a–Al bronze, but does not affect the relatively mild

susceptibility to transgranular cracking that occurs in atmo-

sphere containing appreciable NH3. Addition of Be and Si

was reported to decrease the susceptibility to a lesser degree

than Sn or As. Elimination of intergranular SCC depends

on decrease or elimination of grain boundary segregation of

Al atoms.

C2.2. Copper Nickels. Copper–nickel alloys are not very

susceptible, 70 Cu–30 Ni cold-worked tubes do crack on

exposure to mercurous nitrate after extremely heavy hollow

sinking. Because of its high resistance to SCC, 70 Cu–30

Ni alloys have replaced alloys susceptible to SCC, such as

Admiralty brass in environments containing small amounts

of NH3. It has been found that susceptibility to SCC of

Cu–Ni–Si alloy in NH3 atmosphere depends on aging time

and on the extent of plastic deformation preceding or fol-

lowing aging, marked improvement in resistance being

caused by prior cold working and to a lesser extent by

deformation subsequent to aging. The beneficial effect of

plastic deformation is attributed to the increase in the number

of sites for preferential corrosion and consequently decreas-

ing the rate of penetration [119, 120].

C2.3. Silicon Bronzes. Silicon bronzes are susceptible

to cracking in mercurous nitrate solution and in steam

atmosphere. Drawn tubes of ternary silicon bronzes (i.e.,

Cu–Si–Mn, Cu–Si–Sn, and Cu–Si–Zn) are susceptible to

intergranular cracking on exposure to NH3. Allen [121]

considers that the factors promoting stress corrosion failure

are the composition, high tensile stress, and the presence of

moist NH3 and O2, not withstanding the outstanding corro-

sion resistance of these alloys in most outdoor and indoor

applications.

C2.4. Tin Brasses. Tin brasses are considerably more

resistant to SCC than Cu–Zn alloys [107].

C2.5. Tin Bronzes. If heavily cold worked, tin bronzes

crack in NH3 atmospheres and in mercurous nitrate solution.

Tin bronzes are less susceptible than Cu–Zn alloys, and

susceptibility increases with Sn content. Alloys that contain

>5% Sn are especially resistant to impingement attack. In

general, the tin bronzes are noted for their high strength.

Their main application is in water service for such items as

valves, valve components, pump casings, and so on. Because

of their corrosion resistance in stagnant waters, they also find

wide application in fire protection systems.

Tables 56.5 and 56.6 list the principal tin bronzes used for

corrosion engineering.

C2.6. Nickel Silvers. Nickel silvers are Cu–Zn–Ni alloys.

Those containing 5, 10, and 15% Ni did not crack in

mercurous nitrate solution after a week, but they can crack

if stresses are sufficiently high, usually well above the yield

point [122]. The most common nickel silvers are C75200

(65 Cu–17 Zn–18 Ni) and C77000 (55 Cu–27 Zn–18 Ni).

They have good resistance to corrosion in both fresh and

saltwaters. Primarily because their relatively high nickel

contents inhibit dezincification, C75200 and C77000 are

usually much more resistant to corrosion in saline solutions

than brasses of similar copper content.

C2.7. Aluminum Brasses. Precipitation of CuAl2 at grain

boundaries and formation of Cu-depleted zones adjacent to

the boundaries causes a potential difference of �200mV in

NaCl solution between the boundary and the body of the

TABLE 56.5. Some Common Wrought Copper–Tin Alloys: Chemical Composition

UNS Number Cu Pb Fe Sn Zn P

C-51000 Rem 0.05 0.10 4.2–5.8 0.30 0.03–0.35

C-51100 Rem 0.05 0.10 3.5–4.9 0.30 0.03–0.35

C-52100 Rem 0.05 0.10 7.0–4.9 0.20 0.03–0.35

C-52400 Rem 0.05 0.10 9.0–11.0 0.20 0.03–0.35

C-54400 Rem 3.5–4.5 0.10 3.5–4.5 1.5–4.5 0.01–0.50
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grain, and this potential difference is one cause of intergran-

ular cracking of aluminum brasses [123–126]. These alloys

are immune to SCC when quenched from the solution heat

treatment temperature. Heating the alloy to 190�C resulted in

precipitation, at the grain boundaries of CuAl2, which is

cathodic to the grain, and formation of a precipitate-depleted

zone adjacent to the grain boundaries, thus developing an

electrochemical cell [127–130].

C2.8. Manganese Bronzes. Manganese bronzes are sus-

ceptible to SCC in NH3 atmospheres, but less susceptible

than Cu–Zn alloys [131]. The time to cracking depends on

composition, the minimum in the cracking time versus

composition curve lying near 5–6% Mn. The mode of

cracking was also altered with changing composition.

Alloys containing 4.94%Mn failed intergranularly, whereas

those containing 21.38 and 24.5%Mn failed transgranularly.

Alloys containing 10.64%Mn showedmixedmode of crack-

ing.With increasingMn content, alloys became considerably

more resistant in seawater and NaOH, but the resistance fell

sharply in H2S04 when Mn content exceeded 30% [107].

Alloys containing 11.8 and 24.2% Mn corroded in H2S04 at

the same rate as Cu.

C2.9. Brasses. Brasses are extremely susceptible to SCC

and have been widely investigated in various environ-

ments [132–135]. Brasses containing <15% Zn are con-

sidered to be very resistant to SCC. Susceptibility to SCC

increases with increase in Zn content up to 40%. Thompson

and Tracy [108] were able to crack brasses containing only

5.18%Zn andLogan [136] easily cracked very large grained

brass containing 10% Zn. Elements such as lead, tellurium,

beryllium, chromium, phosphorus, and manganese have

little or no effect on the corrosion resistance of copper–zinc

alloys. These elements are added to enhance such mechan-

ical properties as machinability, strength, and hardness.

Table 56.7 lists the compositions of some of the brasses

that are used in corrosion engineering. Brasses

C44300–C44500, known as Admiralty brasses, are resistant

to dealloying because of the tin in the alloy.

Admiralty brass is usedmainly in the handling of seawater

and freshwater, particularly in condensers. Because these

brasses are resistant to hydrogen sulfide, they are used in

petroleum refineries.

Red brass, an alloy containing 15% zinc, has basically the

same corrosion resistance as copper, but with greater me-

chanical strength.Most brass piping and fittings are produced

from this alloy.

C2.10. Copper–Gold Alloys. Copper–gold alloys belong to

a novel but important alloy system with specific sets of

properties. The Cu–Au alloys show an anodic polarization

behavior that is typical of binary alloy systems with a

relatively large difference in the standard potentials of the

two alloy components. The current response is the result of

copper electrodissolution. Another major advantage of the

Cu–Au alloy system for electrddissolution and corrosion

studies is the fact that hydrogen cannot be formed on the

TABLE 56.7. Some Common Brasses: Chemical Composition

UNS Numbers Cu Pb Fe Zn Sn Others

C-27000 63.0–68.5 0.10 0.07 Rem

C-28000 59.0–63.0 0.30 0.07 Rem

C-44300 70.0–73.0 0.07 0.06 Rem 0.8–1.2 0.02–0.10 As

C-44400 70.0–73.0 0.07 0.06 Rem 0.8–1.2 0.02–0.10 Sb

C-44500 70.0–73.0 0.07 0.06 Rem 0.8–1.2

C-46400 59.0–62.0 0.20 0.10 Rem 0.5–1.0

C-46500 59.0–62.0 0.20 0.10 Rem 0.5–1.0 0.02–0.10 As

C-46600 59.0–62.0 0.20 0.10 Rem 0.5–1.0 0.02–0.10 Sb

C-46700 59.0–62.0 0.20 0.10 Rem 0.5–1.0

C-68700 76.0–79.0 0.07 0.06 Rem 0.02–0.10 As

TABLE 56.6. Some Common Cast Copper–Tin Alloys: Chemical Composition

UNS Numbers Cu Sn Pb Zn Fe Sb Ni S P

C-90300 86.0–89.0 7.5–9.0 0.30 2.0–5.0 0.20 0.20 1.0 0.05 0.05

C-90500 86.0–89.0 9.0–11.0 0.30 1.0–3.0 0.25 0.20 1.0 0.05 0.05

C-92200 86.0–89.0 5.5–6.5 1.0–2.0 2.0–5.0 0.25 0.25 1.0 0.05 0.05

C-93700 78.0–92.0 9.0–11.0 0.8–11.0 0.8 0.15 0.55 1.0 0.08 0.15

C-93800 75.0–79.0 6.3–7.5 13.0–16.0 0.8 0.15 0.8 1.0 0.08 0.05

C-93900 76.5–79.5 5.0–7.0 14.0–18.0 1.5 0.4 0.50 0.8 0.08 1.5

C-94700 85.0–90.0 4.5–6.0 0.10 1.0–2.5 0.25 0.15 4.5–6.5 0.05 0.05
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surface, or even in pits or cracks. (References [81–86, 137–

143] and [137–143] present the pitting corrosion and SCC

characteristics of these alloys.)

C3. Specific Corrodents

In a very earlier investigation, brass was tested in 20

different media and was found to crack only in NH3 and

mercury salts; brass was not susceptible to corrosion crack-

ing in air containing nitrogen oxides or solutions of salts of

these acids [144]. In contrast to these results, Bobylev [145]

reported SCC of brass not only to NH3 but also nitrites,

carbonates, phosphates, and alkalis as well as air containing

SO2 and oxides of N2. Shreider [146] reported that a

Cd-plating solution containing Cd oxide, NaCN, and Ni

sulfate induces cracking in stressed a brass. Typical alloy–-

corrodent combinations in which SCC of copper alloys has

been reported is given in [147–150] and others. Data are

summarized below for environments in which cracking has

been reported.

C3.1. Ammonia System. The ammonium ion is generally

considered to be the specific corrodent causing SCC in

Cu-base alloys in service in the presence of water or water

vapor. Dioxygen and CO2 are also considered to accelerate

cracking in ammomacal atmosphere [144]. Failure occurs

over a wide range of NH3/air ratios, of the order of 20–80%

ammonia. Low relative humidity markedly increases the

time required for failure. For stressed specimens containing

60–65% Cu, and exposed to NH3 vapor, a mixture of

intergranular and transgranular cracks developed, whereas

for >70% Cu cracks were predominantly intergranular.

Three main environmental factors contribute to the spec-

ificity of NH3 in causing SCC of copper alloys:

1. Corrosion product films reduce the overall anodic ac-

tivity of the surface while maintaining good electron

transport properties to facilitate cathodic process.

2. Enhanced preferential anodic dissolution of Zn at grain

boundaries, associated with tarnishing and crystallo-

graphic features, leads to “chemical differentiation” of

the surface.

3. Stabilization of the Cu(I) valency state by complex

formation introduces a very effective cathodic reaction

system.

Maximum susceptibility to cracking occurs when all these

factors operate together [92, 151].

C3.2. Sulfur Dioxide. In early research, SO2/water/air

cracked brass [145, 152]. In damp air containing SO2, SCC

of brass occurs if the concentration of SO2 is between 0.05 and

0.1%, whereas at higher concentration, general overall

corrosion takes place [151, 153]. For stressed brass in SO2,

SCC can be inhibited using benzotriazole (BTAH) [153].

Aqueous potential–H diagrams that were constructed by

Tromans [154] for the Cu–BTAH–H2O and Cu–B-

TAH–Cl�–H2O systems (Figs. 56.4 and 56.5) show the

stability regions of Cu BTA salt films. These regions are

reasonably consistent with the reported effects of Cu BTA

polymer films on corrosion inhibition of copper. These dia-

grams also provide a basis for understanding the combined

FIGURE 56.4. The E–pH diagrams for the Cu–BTAH–H2O

systems: (a) no BTAH, (b) in the presence of 10� 4 total activity

of dissolved BTAH species, and (c) in the presence of 10� 2 total

activity of dissolved BTAH species [154]. (Reproduced by permis-

sion of The Electrochemical Socity, Inc.)
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effects of potential, pH, Cl� , and BTAH concentrations

(activities) on corrosion inhibition.

It has been demonstrated by polarization studies of Cu,

Fe, and Zn carrying thin condensed moisture films in

the presence of O2 and SO2 that (a) Cu passivates readily,

while Zn remains active, (b) the efficiency of cathodic

depolarization increases with decreasing film thickness,

and (c) SO2 is>10 timesmore efficient thanO2 as a cathodic

depolarizer.

Tromans and Nutting [155] found that cracks in 70 Cu–30

Zn exposed to moist SO2 were intergranular and grew by

linkage of microcracks at grain boundary pits.

C3.3. Citrate and Tartrate Solution. The SCC of brass was

found to occur in citrate solution at pH 10.3 after 84 h of

immersion in 0.7M copper citrate and 0.6M potassium

citrate [156]. In tartrate solution intergranular cracking

occurred at pH 13 after 31 days immersion in solution

containing 0.04MCu and 0.5M potassium tartrate. Cracking

is associated with Cu–citrate and Cu–tartrate complexes, the

presence of which is controlled by the pH of the solution,

concentration of citrate and tartrate ions, and the redox

potential of the solution. Alloy C72000 is sensitive to inter-

granular SCC in citrate solutions containing dissolved copper

in the pH range of 7–11 [157].

C3.4. Pyridine and Ethylenediamine Solution. In the pres-

ence of moist air, amines can cause intergranular SCC of

stress brass, and primary amines are more damaging than

secondary or tertiary amines [158]. The corrosion rate of

Al–brass exposed to steam condensate containing high con-

centration of amines is nearly five times greater than that

observed in condensate containing no amines [159]. Trace

amounts of NH3 produced by the degradation of the amines

might be responsible for the observed high rate of anodic

dissolution in the presence ofO2.AlloysC26000 andC68700

are susceptible to SCC in solution of amines [160, 161].

C3.5. Other Environments. Monel (Ni–Cu alloy) is sus-

ceptible to SCC in most aerated vapor containing HF. Alloys

with 15 and 30% Cu suffered severe SCC with both inter-

granular and transgranular cracks [107]. The susceptibility to

cracking varies with the Ni/Cu ratio. Alloys with 66% Cu

resisted cracking in 14-day tests, the only local attack being

shallow intergranular corrosion, but not cracking. The insol-

ubility of nickel fluoride keeps the nickel ion concentration

low andmakes Ni anodic to Cu. Metallic Cu was observed on

the specimen surface and also deepwithin the cracks.Holberg

and Prange [162] reported SCC in yellow brass at 64�C
(150�F) in HF alkylation in a petroleum refinery.

Failure of a 70 : 30 brass chain occurred in HNO3 vapor,

possibly because of the breakdown of HNO3 to NH3 [163].

The SCC of brass in an air conditioning unit was attributed to

ammonium ion formed from the oxides of nitrogen produced

by the corona discharge in the high-voltage precipitator

unit [164].

Neither a pure solution ofNaCl nor seawater cause SCCof

a brass, while b brass cracks intergranularly in these media.

Alloys C26000 [165] and C44300 [166] have lower fracture

stresses in NaCl solutions when the metal is anodically

polarized.

FIGURE 56.5. The E–pH diagrams for the Cu–BTAH–Cl–H2O

systems containing 0.67 activity of [Cl� 1] (equivalent to 1MNaCl):

(a) no BTAH, (b) in the presence of 10� 4 total activity of dissolved

BTAH species, and (c) in the presence of’10� 2 total activity of

dissolved BTAH species [154]. (Reproduced by permission of The

Electrochemical Socity, Inc.)
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Failure of Cu–Au alloys in the presence of either aqueous

ferric chloride or aqua regia is attributed to the formation and

rapture of a mechanically weak surface film consisting of a

gold-rich phase that is formed by the preferential dissolution

of the less noble elements [107].

Effect of other environments (e.g., cupric acetate, polluted

atmospheres, sodium chlorate solutions, sodium formate

solutions, sodium hydroxide solutions, sodium nitrate solu-

tions, sodium nitrite solutions, solder, sodium sulfate solu-

tions, sulfide solutions, and sodium tungstate solutions) on

SCC of alloys C26000 [167–169], C44300 [166], C70600

[169], and brass [168], Admiralty brass and other copper

alloys are well documented in the literature [170–179].

D. ATMOSPHERIC CORROSION

In addition to oxygen, moisture, and gaseous pollutants,

such as sulfur dioxide (SO2), nitrogen oxides (NOx), chlo-

rine gases (HCl, Cl2), ammonia (NH3), and ozone, airborne

ionic dust particles strongly affect conditions on corroding

surfaces. During atmospheric corrosion of copper, a patina

is formed over time. Initially, a layer of Cu2O, CuO, and

CuOxH2O forms in which cuprite (Cu2O) is the main

component. Later, a patina with several corrosion

products is formed. The basic copper sulfates, posnjakite,

Cu4SO4(OH)6H2O, brochantite, Cu4SO4(OH)6, and antlerite,

Cu3SO4(OH)4, are primary constituents. Basic copper chlo-

ride and carbonate are also found [180–184]. Themechanism

of basic copper sulfate formation has been the subject of

several studies that have been reviewed [183, 184].

In metropolitan areas, most of the sulfur acquired by

surfaces is not in gaseous form by the reaction with SO2 but

as dry deposition [185, 186]. Outdoor exposures of copper

show that the main factors influencing the weight gain rates

are relative humidity and concentration of aerosol parti-

cles [187]. The most abundant ions found in fine particles

are SO4
� 2 and NH4

þ , with the ratio typically being between
that of NH4HSO4 and (NH4)2SO4 [188].

The effect of submicron (NH4)2SO4 particles on the

corrosion of copper at varying relative humidities (RHs)

and-temperatures was studied by Lobnig et al. [180, 181],

who showed that (NH4)2SO4 particles lead to the corro-

sion products found in natural patinas. In a recent

study [189], it was investigated whether NH4HSO4 and

(NH4)3H(SO4)2 may be responsible for formation of basic

copper sulfate in the naturally formed patina on copper

during atmospheric corrosion. At room temperature, only

mixed ammonium copper sulfates, (NH4)2Cu(SO4)

(OH)2�xH2O, and cuprite were found up to 28 days of

reaction time. It was concluded that acid ammonium

sulfate is less likely than ammonium sulfate, the sulfur

containing species leading to formation of basic copper

sulfates in copper patinas.

Basic copper sulfates are the dominant phases in most

copper patinas, but particularly at the seacoast, the copper

patina also consists of Cl-containing species.

The principal source for chlorine in the atmosphere is sea

salt. In marine areas, aerosols are formed with an initial

chloride concentration of seawater (0.4M), but accumulation

on surfaces may result in higher concentrations. Sea salt

aerosolsmay be scavenged bywater, occurring in rain, snow,.

fog, and dew, and may be far removed from the coast [182].

Chloride concentrations in precipitation are reported in the

range 0.04–4mM [185]. Another source of chloride is the

use of NaCl for deicing, implying that large amounts of

chloride may be found on objects close to roads.

Hydrogen chloride is the dominant inorganic gaseous

chlorine compound in the atmosphere [185]. The main

source is reported to be the reaction of acidic trace gases

with sea salt aerosols, for example NO2(g) and NaCl(s)

forming HNO3 and HCl(g) [190, 191].

In addition, HC1 is emitted from the combustion of fossil

fuel and refuse [185]. Concentration of HCl(g) in the atmo-

sphere range from very low values up to 4 ppb [185].

The metal loss of copper coupons in a marine atmosphere

has been reported to be 600–700 mg/cm2-year, averaged over

an 8-year exposure period, the initial corrosion rate being

considerably higher [192]. Copper turns brownish during the

first year of exposure, while signs of green patina may be

observed after 6–7 years in this environment [193]. After

decades of exposure, a patchy and streaked appearance with

alternating black and light green areas tends to appear. Rain-

sheltered areas tend to be black while areas washed by rain

tend to be light green. The polymorphs [Cu2(OH)3Cl],

atacamite and paratacamite in combination with different

hydroxy sulfates and cuprite (Cu2O) are dominant in the

black sheltered areas, while rain-washed green areas mainly

contain brochantite [Cu2(OH)6SO4] and cuprite [194].

The patchy black and green appearance is reported to have

become especially evident on outdoor objects since the

1960s [195].

Chlorides have been identified in copper corrosion pro-

ducts in marine [196] and inland [197] locations, as well as

indoors [198]. Atacamite has been reported to occur more

frequently than paratacamite in outdoor environments [194,

196]. Thermodynamic calculations predict atacamite to

be stable at the chloride concentrations present in seawater,

while it is only marginally stable at concentrations typical

of rain and fog (0.4–4mM) [195]. Jambor et al. [199]

recently reported on clinoatacamite, a new mineral poly-

morph of Cu2(OH)3Cl. The published Joint Committee on

Powder Diffraction Standards (JCPDS) Powder Diffraction

File for paratacamite (PDF 25-1427) [194] is only slightly

different from the diffraction pattern for clinoatacamite and

is claimed to pertain to the latter compound. Thus, previous

reports on paratacamite should probably be assigned to

clinoatacamite instead.
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A few laboratory studies deal with the effect of chloride

on the atmospheric corrosion of copper. Working with very

high pollutant concentrations (percent levels), Vernon [171]

concluded that HCl was more deleterious than SO2 toward

copper at 50% relative humidity (RH). Feitknecht [200]

proposed mechanisms for the interaction of chlorides with

copper and some other metals. Eriksson et al. [201]

reported that the addition of small amounts of sodium

chloride caused a marked increase in the corrosion rate

of bronze in humid air. More recently, Strandberg and

Johansson [202] investigated the effect of NaCl in com-

bination with O3 and SO2 on the atmospheric corrosion of

copper. Large amounts of cuprite (Cu2O) formed in all

environments at 70 and 90% relative humidity. The cor-

rosive effect of salt was strong in pure humid air and in air

containing O3 or SO2. Corrosion rate was correlated to the

amount of chloride applied to the surface and to humidity.

In an atmosphere containing a combination of SO2 and O3

at 90% RH, corrosion was rapid in the absence of NaCl. In

this case, small additions of NaCl resulted in a marked

decrease in corrosion rate. In the absence of SO2, tenorite

(CuO), nantokite (CuCl), clinoatacamite [Cu2(OH)3Cl],

and malachite [Cu2(OH)2CO3] were identified. In the

presence of SO2, brochantite [Cu4(OH)6SO4], soluble sul-

fate, and an unknown phase occurred, while no tenorite or

malachite was formed. The combination of SO2 and O3

resulted in the formation of antlerite [Cu3(OH)4SO4] and

Cu2.5(OH)3SO4�2H2O as well.

Although the severity of the atmospheric corrosion of

copper alloys depends on the atmospheric contaminants, the

corrosion rate usually decreases with time. In general, copper

alloys are very suitable for atmospheric exposure. High-

copper alloys, silicon bronze, and tin bronze corrode at a

moderate rate, and brass, aluminum bronze, nickel silver, and

copper nickel corrode at a slower rate. The copper alloys,

most widely used in atmospheric exposure are C11000,

C22000, C38500, and C75200.

Additional information on the atmospheric corrosion of

copper and its alloys is available in [203–212].

E. CORROSION IN WATERS

E1. Copper

The corrosion resistance of copper is due to its being a

relatively noble metal. Its satisfactory service in waters

depends on the formation of relatively thin adherent films

of corrosion products (e.g., cuprous oxide and basic copper

carbonate). It has only a weak tendency to passivation, and

hence the effect of differential aeration is very slight. How-

ever, the influence of copper ion concentration on the po-

tential of copper in solution is very marked. For this reason,

when there are varying solution velocities over a copper

surface (e.g., when the solution is stirred), the parts exposed

to solution with the higher rate of movement become anodes

and not cathodes as would be the case with iron, for example.

Cuprous oxide (Cu2O) is the corrosion product predom-

inantly responsible for protection. This oxide possess semi-

conducting properties and, in high-temperature corrosion

studies (oxidation in the thick-film range) is usually de-

scribed as a p-type semiconductor in which defects are

uniformly distributed in the oxide. In waters, cuprous oxide

is produced by anodic oxidation, usually under dynamical

flow. That is, it is formed on the metal side and dissolved on

the solution side. Under these conditions, the oxide structure

is not homogeneous [213–215].

The anodic oxide thickness is very small, typically

�500 nm, in the copper–water system. The coppers–water

interface is really a complex copper–oxide–water system,

involving solid ionic– electronic thin films able to generate

photocurrents [216, 217].

Apart fromCu2O, there are further types of solid corrosion

products that can be formed at the copper–water interface,

depending on the composition of the waters. Species more

likely to be present in waters are C, CO2, Cl2, Cl
� , NO2, Fe,

Na2SO4,HSO4
� , SO4

2� , S, H2S,HS
� , H2SO5, S8, and SO2,

and these can form copper compounds, such as Cu2S, Cu2O,

CuO, CuCl, CuOHCl, Cu(OH)2, CuS, and CuSO�5H2O.

Thermodynamic data for most of these compounds are given

by Bard et al. [218], Garrels and Christ [219], Wagman

et al. [220], and others and are being used in the E–pH

graphical form [221] to predict the kinetic behavior of the

Cu–O–H, Cu–S–O–H, Cu–C–S–O–H, Cu–F–C–S–O–H and

other Cu systems that are relevant to aqueous-phase corro-

sion processes.

Distilled water is not very corrosive to copper, but over

long periods the water will pick up traces of copper. Copper

tanks should be tinned for holding distilled water or for water

storage on ships.

In soft waters, particularly those containing appreciable

amounts of free carbon dioxide, and in carbonated waters in

general, the corrosion of copper is much greater. The initial

corrosion rate in distilled water may be 0.051–0.16mm/year

(12–7mdd), but the rate in an aggressive supplywatermay be

as high as 0.26mm/year (62mdd). Such waters may be

corrosive enough to pick up sufficient copper to form green

stains on plumbing fixtures.

Hard waters are seldom corrosive to copper because of

the protective film of calcium compounds that soon forms.

When waters with an appreciable temporary hardness are

softened, however, they can become corrosive, especially if

heated above 140�C. The calcium compounds necessary to

form a protective film are then absent and the sodium

bicarbonate formed breaks down with the release of carbon

dioxide.

Copper is very stable in salt solutions and seawater. When

constantly immersed, the corrosion rate of pure copper in
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seawater is 0.02–0.07 rnm/year (5–17mdd) and under vary-

ing immersion, as at half-tide, the rate is 0.02–0.1mm/year

(5–25mdd). In the latter case, arsenical copper is rather more

resistant than tough-pitch copper. Under constant immersion

the corrosion resistance of copper is two to five times greater

than that of mild steel, and under half-tide immersion the

advantage of copper is even more notable. Copper is satis-

factory in stagnant seawater or where the velocity is <�1m/s

(3 ft/s). The rate of dissolution of copper is, however, large

enough to be toxic to marine boring animals, hence its value

as a sheathing material for wooden craft and piling. For

the same reason, copper compounds are used in marine

antifouling paints.

Copper is not sufficiently corrosion resistant in rapidly

flowing seawater to be suitable for condenser tubes in ocean-

going ships or in power stations using tidal water. A number

of copper alloys have superior resistance under such condi-

tions (see below).

Pitting of copper tubes caused by carbonization of the

lubricant used in tube making has been largely eliminated

by improving and controlling the tube manufacturing pro-

cess. Films of manganese oxides, derived by slow deposi-

tion from soft moorland waters, can also give rise to

localized attack.

A beneficial effect, presumably due to the presence of an

organic chemical at very low concentration, is observed

in the corrosion of copper in certain waters. The organic

agent responsible for this action has not been isolated and the

way in which it operates is imperfectly understood.

E2. Copper Alloys

Copper alloys have a long history of successful application

in freshwater and saltwater environments. In seawater, in

addition to cuprite (Cu2O), Cu2(OH)3Cl forms at the alloy–

water interface, independently of alloy composition. Copper

alloys (e.g., C44300, C44500, C61300, C68700, C70600, or

C71500) aremore resistant to corrosion in seawater than pure

copper because of the incorporation of relatively corrosion-

resistant metals such as nickel, or because of the addition of

metals such as iron and aluminum that assist in the formation

of protective oxide films. Information is summarized below

for the copper alloys more commonly used in water.

E2.1. Brasses. The common brasses are alloys of copper

with 10–50% zinc and often a number of other components

including tin, iron, manganese, aluminum, and lead. Zinc

dissolves in copper up to 39% to give a single phase alloy, a
brass, andwith zinc contents in the range of 47–50% the alloy

is again single phase, b brass, Between these two, that is with
39–47% zinc, the alloy contains both phases,a þ b brass. In
the corrosion of the a brasses the constituents are dissolved

according to the copper/zinc ratio, but as the two-phase alloy

is approached, appreciablymore zinc dissolves. In the duplex

brasses, dezincification takes place by preferential dissolu-

tion of the less noble b phase, and in the pure b alloys only

zinc appears in the corrosion products, the copper being

redeposited as metal.

The stability of brasses in natural waters depends in a

complex manner on the dissolved salts, the water hardness,

the dissolved gases, and on the formation of protective

films. In general, the rates of attack vary from 0.003 to

0.03mm/year (0.6 to 6mdd). The corrosion rate is increased

by higher concentrations of carbon dioxide and, with the

higher zinc brasses, is accompanied by dezincification.

Because tin additions are effective in reducing dezincifica-

tion, naval brass, 63 Cu–36 Zn–1 Sn, is commonly used. For

freshwater plumbing, piping of red brass, 85 Cu–15 Zn, is

preferred to copper alloys such as Muntz metal, 60 Cu–40

Zn, and leaded yellow brass, 67 Cu–33 Zn, which dezincify

in some waters.

The corrosion rate of brass by pure water, such as con-

densate, is very low, <0.015mm/year (3 mdd), but this is

appreciably increased in the presence of air, carbon dioxide,

or ammonia. The scale deposited from hard waters becomes

less protective at elevated temperatures owing to the decrease

in adhesion.

In seawater, the rate of corrosion is generally small,

between 0.008 and 0.12mm/year (2 and 24mdd), but may,

in some instances, be much greater since it varies with alloy

composition and local conditions. Brass with a copper con-

tent of �70% is the most stable of the straight brasses in

seawater, and Admiralty brass, 70 Cu–29 Zn–1 Sn, is often

used. If the copper content is higher than this, there is a

tendency to localized corrosion, particularly at thewater line,

and if the copper content is lower, there is an increased

likelihood of dezincification. The high tensile brasses with a

higher zinc content are more resistant to corrosion–erosion

and cavitation and are used in the manufacture of propeller

screws. Their inclination toward dezincification is reduced

by small additions of arsenic, antimony, or phosphorus. The

corrosion stability of brass is considerably increased by

addition of aluminum and the brass 76 Cu–22 Zn–2 Al is

widely used in marine applications [e.g., in condenser tubes

(see below)].

Acid mine waters discharged into rivers make the natural

water more corrosive owing to the presence of small amounts

of sulfuric acid and ferric sulfate. Copper alloys containing

tin are the most resistant to this type of water.

E2.2. Copper–Tin Alloy. Copper can form a solid solution

with tin containing up to 15.8% tin, the a phase. The actual

solubility at room temperature is lower but the decrease in

concentration with falling temperature is so very slow that

the solubility below 520�C (971�F) for normal alloys can be

taken as 15.8%. The bronzes containing up to �8% tin are

used in the rolled form and, at higher tin concentrations, in

the wrought form. Alloying additions of small amounts of
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phosphorus, zinc, and lead are made. Additions of iron,

antimony and bismuth are dangerous and are acceptable

only up to 0.2–0.5%.

Corrosion by water depends on the oxygen, carbon diox-

ide, and salt content and on formation of protective layers.

Both rolled and wrought bronzes, with and without additions

of lead or zinc, may be used. Bronzes are very corrosion

resistant to steam, but under more severely corrosive condi-

tions and high steaming rates, corrosion rates as high as

0.8mm/year (200mdd) can occur. Bronzes are seldom used

above 260�C (503�F) and 100-atm pressure.

In seawater, the corrosion rate of bronzes varies from

0.013 to 0.034mm/year (3 to 8mdd) according to local

conditions. In shipbuilding, bronzes with > 5% tin and with

additions of lead and zinc are used. These include the well-

known Admiralty bronze or Admiralty gun-metal, 88 Cu–10

Sn–2 Zn, and naval bronze, 88 Cu–8 Sn–4 Zn. In certain

conditions, the corrosion rate of lead–tin bronzes with tin

contents > 10% increases to 0.09mm/year (22mdd).

E2.3. Aluminum Bronze. Aluminum bronzes usually con-

tain not more than 9–10% aluminum and sometimes small

additions of manganese and nickel as well. In seawater, they

are more corrosion resistant than other copper alloys, with

corrosion rate only 10% of that of bronze and 3% of that of

brass. The rate of corrosion on an 8.0% aluminum alloy is

0.001–0.003mm/year (0.3–0.8 mdd) at 30�C (89�F), and
0.01mm/year (2.3mdd) at 60�C (143�F). More complex

alloys containing up to 11.5% aluminum, 5.5% nickel,

5.0% iron, and 3.5% manganese are casting alloys used in

the manufacture of ships’ screws. These alloys are able to

withstand the severe demands of service in Arctic waters

better than manganese brasses and are much more stable

toward erosion and cavitation. Alloys C61300 and C63200

are used in cooling tower hardware in which the makeup

water is sewage effluent. Aluminum bronzes resist oxidation

and impingement corrosion because of the aluminum in the

surface film.

E2.4. Silicon Bronzes. Silicon bronzes contain up to 4.5%

silicon and sometimes a number of other additions. The 3.0%

Si bronzes are stable in natural waters; including seawater,

and are very suitable for hot water equipment and for screws

used inmarine fittings. Corrosion rates for silicon bronzes are

similar to those for copper.

E2.5. Copper-Nickel Alloys. Alloys based on copper and

containing from 5 to 40% nickel have good mechanical

propertied atmoderately elevated temperatures and excellent

resistance to corrosion in many environments and in partic-

ular in contact with brackish water and seawater [222–225].

They are more stable than the brasses in flowing water, less

susceptible to SCC, and are widely used in shipbuilding for

installations involving heat exchange. In this group of alloys,

most attention has been directed to 70 Cu–30 Ni and 90

Cu–10 Ni and the improvement in corrosion resistance under

flow conditions obtained by small additions of iron and

manganese [226]. In both alloys, the optimum performance,

even at flow rates up to 5m/s (16ft/s), is obtained with an iron

concentration of 1% (viz., 69 Cu–30 Ni–1 Fe, and 89 Cu–10

Ni–1 Fe). These alloys are recommended for brackishwaters,

seawaters, and waters with total dissolved solids>2000 ppm

(i.e., 0.2%). They have an advantage in that they do not

require cathodic protection as is provided for aluminumbrass

tubes, 76 Cu–22 Zn–2 Al, by iron anodes bolted to the water

boxes or by the boxes themselves.

A copper–nickel–iron, 69Cu–30Ni–Fe, and also alloys of

the Monel type (e.g., 30 Cu–66 Ni with 4% iron and

manganese) are used for high-pressure feedwater preheaters.

The introduction of copper ions into the boiler is thereby

avoided. In recent years, tubes of 69 Cu–30 Ni–1 Fe and 79

Cu–20 Ni–1 Fe alloys have been found to exfoliate—thick

layers of corrosion product form and subsequently flake off.

Exfoliation is limited to heaters that are operated discontin-

uously and are used with feedwaters treated with sodium

sulfite. Exfoliation may be avoided by using the 89 Cu–10

Ni–1 Fe alloy, which can also be used for equipment evap-

orating seawater to provide drinking water on board ship.

The 90 Cu–10 Ni alloy and the silicon bronzes, with very

goodmechanical properties and goodweldability, are used in

the fabrication of storage tanks for hot freshwater.

The 69 Cu–30 Ni–1 Fe alloy is used for dealing

with condensate and feedwater and has a corrosion rate of

< 0.08mm/year (19 mdd). At 70�C (161�F) under air con-
taining carbon dioxide, the corrosion rate is higher,

0.25–0.47mm/year (64–106mdd) at 16-atm pressure. This

alloy and the corresponding one containing small amounts

of manganese are resistant to cavitation.

E3. Microbial Corrosion

Copper and copper alloys in general use, with few excep-

tions, are susceptible to some form of microbial corrosion

that usually arises from the activity of a wide range of

microorganisms and their metabolic products. In addition,

the microorganisms are ubiquitous and are able to colonize

surfaces and, by geneticmutation, acquire the ability to adapt

to environmental changes. They constitute a dynamic system

that is able to change with time.

The other important feature associated with colonization

of copper surfaces is the subsequent formation of biofilms.

Adherence of these is brought about by the release of

extracellular polymers. Biofilms up to 100mm thick are not

unusual and in nearly all cases contain trapped bacteria. Such

films encourage the growth of these bacteria, resulting in the

formation of complex biological systems comprising active

bacteria, their metabolites, and the chemical changes gen-

erated by the system. Because of this complexity, there are
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numerous microbial corrosion processes and mechanisms,

although it must be emphasized that these do not involve any

new corrosion process.

Bacterial colonization under aerated conditions usually

results in the formation of differential aeration and concen-

tration cells due to the uptake of oxygen by the microbial

colony. The oxygen concentration under these colonies

becomes depleted and localized pitting corrosion can take

place. In some cases, particularly when the iron-oxidizing

bacteria are involved, corrosion tubercles develop. Such

organisms also facilitate the accumulation of chlorides,

resulting deposition of ferric and manganese chlorides.

Tuberculation, like slime films, provides a suitable habitat

for the sulfate-reducing bacteria (SRB), which can stimulate

corrosion by a number of mechanisms, but, under these

conditions, it is likely by the releasing of sulfide ions.

Because copper and copper alloys rely on the presence of

a stable oxide film for their corrosion resistance, they are

susceptible to corrosion should the film be damaged or the

oxygen shielded from the metal by the biofilm.

Under certain circumstances, corrosion can be stimulat-

ed by the chemistry within the biofilm and the extracellular

polymers that are generated. Chelation of copper ions

contributes to the formation of galvanic cells. The mech-

anism of corrosion may be controlled by the potential

difference created between cuprous and cupric ions in the

biofilm.

In addition to anodic metabolites, some bacteria are able

to generate other substances, such as carbon dioxide and

ammonia, the latter being a cause of SCC of copper and its

alloys.

All these environments are of concern, but none perhaps is

as important as those in which SRB are active. These prolific

organisms cause considerable corrosion damage and pollu-

tion of the environment. The mechanism of corrosion

involving these bacteria is complex and not completely

understood. Nevertheless, it is important to emphasize that

at present five hypotheses exist to explain the involvement of

SRB in the corrosion process. These include (1) the depo-

larization of the cathode and utilization of molecular hydro-

gen, (2) corrosion by sulfide ions, (3) galvanic corrosion

due to the formation of iron sulfide films, (4) corrosion due

to the formation of elemental sulfur, and (5) the production of

a corrosive volatile phosphorus compound. Irrespective of

thesemechanisms,most copper alloys are susceptible to SRB

activity.

The rate of corrosion that can arise from SRB activity can

be very high particularly when it is controlled by the action of

sulfur and its compounds.

Digenite (Cu5S9), chalcocite (Cu2S), and covellite (CuS)

have been produced by SRB on copper surfaces [227, 228].

Macdonald et al. [228] reported the formation of djurleite

(Cu1.96S) from SRB activity on copper alloys. Chalcocite is

the most characteristic corrosion product in SRB-induced

corrosion of copper. Baas-Becking andMoore [227] reported

that chalcocite cannot be formed abiotically at room tem-

perature and thatmicrobiological formation of chalcocite is a

product of digenite, the first species formed during SRB-

induced corrosion of copper alloys. Djurleite is important in

SRB-induced corrosion of copper alloys because it forms a

protective sulfide film [229] and is difficult to synthesize

abiotically at room temperature [230].

McNeil and Little [231] analyzed sulfidemineral deposits

on copper alloys colonized by SRB in order to identify

specific mineralogies that could be used to fingerprint SRB

activity. The copper sulfidemineral found in all combinations

of copper-containing substrata and cultures was chalcocite.

The authors concluded that the presence of chalcocite was

an indicator of SRB-induced corrosion of copper. The

compound was not observed in sterile controls and its

presence in near-surface environments could not be

explained thermodynamically.

A range of well-defined types of pitting corrosion of

copper were reviewed by Mattsson [40] but none of these

was considered to be associated with microbial activity.

Since then, two new forms of pitting have been reported

that havemicrobial origins. One of these, termed “pepper-pot

pitting” occurred in large institutional buildings in south-

western Scotland, UK [232], whereas the other, frequently

termed type l1
2
pitting, has been observed in tubes from Saudi

Arabia, Germany, and England [233].

Examination of affected copper tubes from buildings in

Glasgow showed that there was some superficial corrosion

due to deposit attack (differential aeration), but that perfo-

ration was at sites containing pepper-pot pits. In cross section

the pits had a conical gray cap, often hollow, of corrosion

products consisting mainly of copper sulfate and cupric

oxide. Removing this cap revealed the pepper-pot cluster

of pits.

Pit morphology (i.e., number, size, and shape of pits)

varied slightly within a group. In some, but not all, cases,

sulfides could be positively detected. The pits were located in

a membrane of cuprous oxide or copper and beneath that

were crystals of cuprous oxide extending from the perfora-

tions outward in a hemispherical fashion. Further examina-

tion of these tube bores has shown that a biofilm can always

be lifted from the surface and stained using the periodic acid-

Schiff stain [234], showing the presence of polysaccharides

(by-products of bacteria), which form in copious quantities

when biofilms develop. This type of pitting resembles the

classical type 3 of pitting [40].

The other new type of pitting occurs in cold, warm, and

hot water systems and exhibits features of both type 1 and

type 2 pitting (Fig. 56.6) [235]. It resembles type 1 pitting

in that the pits are hemispherical and contain soft crys-

talline cuprous oxide with varying amounts of cuprous

chloride under a cuprous oxide membrane. It resembles

type 2 pitting in that the oxide on the surface between the
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pits is largely cupric. The mounds above the pits are

principally basic copper sulfate, often with a deposit of

powdery cupric oxide around the periphery and on parts of

the deposit itself.

An interdisciplinary approach for studying type l1
2
pitting

of copper in potable water systems is reported by Chamber-

lain et al. [236]. Their electrochemical results are explained

on the basis of diffusion processes and multiple Donnan

equilibria under the assumption of ion selectivities of mainly

anionic exopolymers [237]. Optimizing the alkalinity of

potable water and using different tempers and surface con-

ditions are the most promising and economically feasible

methods to control type l1
2
pitting. Bicarbonate dosing,

already used to control several corrosion problems, is ben-

eficial only within a certain optimum concentration range of

bicarbonate, as indicated by practical experience and results

from limited laboratory experiments. It is also well known

(DIN 50930, part 5) [238] that in cold water pitting corrosion

damage is enhanced in hard water with high alkalinity, and

also at elevated temperature [>40�C (> 107�F)] in soft water
with low alkalinity. Anymeasure to improve the performance

of different tempers and surface conditions of copper in

contact with potable water must not have an adverse effect

on tubes already installed and covered by protective

layers [238].

In addition to those cases described above, there have been

other reports of pitting corrosion in copper and copper alloys

exposed to potable water and other industrial water systems;

references [35, 107, 239–241] give further information.

E4. Biofouling

Slime algae, sea mosses, sea anemones, barnacles, oysters,

and mussels attach themselves to marine structures, such as

pilings and offshore platforms, boat hulls and even the insides

of pipes and condensers. This phenomenon, called marine

biofouling, is common in open waters an estuaries. Either

mechanical removal or prevention (e.g., by renewable anti-

fouling coatings) is often required.

Marine organisms adhere to some metals and alloys more

readily than they do to others. Copper-based alloys have very

good resistance to biofouling, and this property can be used to

good advantage. Copper–nickel is used to minimize biofoul-

ing on intake screens, seawater pipework, water boxes, mesh

cages in fish farming, marine craft, and offshore structures. A

prime example of this was demonstrated in 1987 when two

early solid copper–nickel hulled vessels, the Asperida II and

Copper Mariner, were inspected after 21 and 16 years,

respectively, of service. Neither vessel had required hull

cleaning or suffered significant hull corrosion during that

time. Alternative antifouling methods for hulls would have

required recoating after�30 months for copper-based paints

or 5 years for organotin copolymer coatings.

In the short term, coatings are the less expensive alter-

native, but based on life-cycle costing, the copper–nickel hull

is more cost effective. Cost studies to date have estimated

the payback time to be 4–7 years for commercial vessels.

With the current environmental concerns and restricted use of

tributyltin copolymer paints, the use of copper–nickel to

control corrosion and biofouling of ship hulls should be

considered. It is also timely to review products incorporating

copper–nickel that can be used for protecting marine struc-

tures from biofouling.

The 90 Cu–10 Ni alloys were developed from the very

successful 70 Cu–30 Ni alloys as a result of conservation of

nickel as a strategic metal during World War II [242]. About

1.5% iron increased resistance to erosion–corrosion, but

additions >3.5% increase susceptibility to deposit attack

and biofouling [243].

Copper–nickel alloys have traditionally been used for pipe

work carrying seawater as they exhibit both corrosion and

biofouling resistance, but more recently the 90 Cu–10 Ni

alloys have been used in marine construction, such as intake

screens for seawater-cooled power plants, fish-rearing cages,

sheathing for oil and gas platforms, and boats [244]. A

number of small boats have been constructed from copper–

nickel alloys since the 1940s and have performed well,

although at rather low speeds. Trials with a ship travelling

FIGURE 56.6. Unusual type of pitting corrosion. (Reproduced with permission from Wiley-VCH [235].)
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at higher velocities are encouraging, especially as the hull

material is self-smoothing [244]. Average corrosion rates

reported are about 0.02mm/year. (0.8mpy, 5mdd).Although

90 Cu–10 Ni alloys have very good corrosion resistance, at

least at flow velocities below 4m/s, they do corrode slightly.

This slow release of copper is responsible for antifouling

properties, and if it is halted by a cathodic protection system

or galvanic coupling to a less noble metal, then biofouling

will occur.

Antifouling properties of 90 Cu–10 Ni depend on the

environmental conditions at the exposure site. Deployment in

open water with moderate to considerable wave action is

likely to result in an essentially clean surface, but exposure in

low-water-velocity harbors and basins may result in the

intermittent development of thick, complex fouling commu-

nities. Although macrofouling is often absent, microfouling

usually occurs and is not restricted to prokaryotes but can

include unicellular algae, protozoa, and other eukaryotes.

The occurrence of microbial communities on copper

alloys has been discussed in detail [222, 242, 245–249].

Efird [250] recorded that “heavy sliming” was present after

12 months exposure in the sea for a range of copper alloys.

The development of microbially dominated biofilms on

copper–nickel alloys has not really been appreciated by

many engineers and corrosion scientists, largely because

thin biological films are inconsequential when calculating,

for instance, the increased drag and wave loading due to

macrofouling or perhaps the increase in weight due to shell-

bearing animals. Moreover, it is generally believed that

copper ions are lethal to the majority of organisms. Early

investigations described microbially influenced corrosion

(MIC) of copper alloys [251, 252]. Bacteria isolated on 70

Cu–30 Ni showed considerable copper tolerance, up to

2000 ppm copper [252]. These tests were carried out in

suspension culture, and it is now well established that

microorganisms residing within a mucilaginous biofilm

may show much higher levels of tolerance to toxic com-

pounds, antibiotics and the like. This research showed that

MIC occurs on copper–nickel condenser tubes. Mechan-

isms proposed for MIC of copper–nickel included forma-

tion of corrosive metabolic products (e.g., ammonia, or-

ganic and inorganic acids, and hydrogen sulfide) that cause

cathodic depolarization or catalysis of other corrosion

reactions, and anaerobic sulfide production [252].

The effects of sulfide to cause corrosion can be seen long

after the source of sulfide has disappeared. Doping a pas-

sivating cuprous oxide corrosion product layer by sulfide

may lead to very high rates of corrosion once the material is

exposed to aerated conditions [253, 254].

E5. Condensers and Heat Exchangers

Apart from the wide range of waters that must be used for

cooling and the consequent variability in corrosion

characteristics, some of the most corrosive conditions are

encountered in power stations and ships that draw their

cooling water from estuaries and harbors. These waters are

polluted to varying extents depending on location and the

time of year. Thus water drawn from an area near the outfall

of a sewerage works will be heavily polluted and will cause

localized corrosion of condenser tubes.

Corrosion initiated by polluted water, which is sometimes

intergranular, may often continue even after changing to a

clean water. The concentration of pollutants (e.g., hydrogen

sulfide, which arises from the decomposition of organic

matter), is likely to be greatest in late summer. Oxygen is

consumed by organic matter, and SRB become active.

Hydrogen sulfide is probably themost powerful pollutant

of waters and can cause rapid perforation of materials (e.g.,

brass). Another important pollutant, cystine, is produced by

the breakdown of organic material, such as seaweed, and is

present in both offshore and in-shore waters, the concen-

tration being particularly large in harbors and estuaries.

Cystine is a very efficient cathodic depolarizer and can

produce intense attack even in the absence of oxygen. If

cystine is present in sufficient concentration, however, a

protective film forms on copper alloys consisting of a

copper–cystine complex. This film may break down or

blister if it becomes too thick (e.g. under impingement)

and results in the highly corrosive situation of a small anode

and large cathode.

In the construction of condensers and heat exchangers, the

metals and alloys used are copper, brasses, bronzes, and

cupronickel alloys [255]. Among these alloys C44300,

C44400, C44500, C68700, C613O0, C63200, C63000,

C95400, C95500, C95800, C70600, C71500, and C12000

provide satisfactory and economical performance for con-

denser and heat exchanger tubing. The corrosion resistance

of these latter materials depends both on the inherent

nobility conferred on them by copper and nickel and

protection by the layer or film of corrosion product. The

properties of this corrosion product, its continuity, adhesion

to the metal surface and its ability to form, to be main-

tained, and to survive the action of erosive forces of high-

velocity seawater, determine the alloy chosen for a given

use. The effects of velocity are complicated by the presence

in water of entrained air bubbles and abrasive materials

such as sand, which can cause erosion and impingement

attack leading to film breakdown and accelerated corrosion.

The incidence of impingement attack on copper–alloy

tubes is reduced when entrained air is removed from the

cooling water. In other cases, dissolved and entrained air in

the water may help to form and maintain protective films on

the more resistant materials.

Iron corrosion products also help certain alloys to form

protective films. In one case, introduction of ferrous sulfate

into the coolingwater at a power station reduced the attack on

aluminum brass [256].
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Pure deoxidized copper is limited to applications where

purity of metal is essential. It has good resistance to prac-

tically all types of freshwater, but it is not serviceable in

salt water and waters polluted with sulfur compounds.

[Above �200�C (395�F) there is a significant loss of

strength.] Impingement attack occurs when the velocity

of the water is high and no protective scale forms (e.g., in

soft water high in free carbon dioxide). Where this type of

attack is expected, reinforcement or protection are neces-

sary or a different material should be selected. Arsenical

copper containing 0.15–0.5% arsenic has a higher strength

and fatigue limit but retains ductility. Its main use is in

condensers and heat exchangers for use in freshwater. It is

not recommended for waters containing hydrogen sulfide

and other sulfur compounds, acid mine water, and salt or

brackish waters.

Copper is relatively sensitive to metal ion concentration

cells, and so the velocity of liquid across the surface is an

important factor in controlling the corrosion rate. The resis-

tance of copper to corrosion by rapidly flowing seawater is

unsatisfactory, and it is not suitable for condenser tubes in

ocean-going ships or in power stations using tidal waters.

The use of Muntz metal, 60 Cu–40 Zn, is mainly confined

to steam condensers operating at low temperatures and using

freshwaters from rivers, lakes, and wells. However, it has

good resistance to hydrogen sulfide and other sulfur com-

pounds and, with additions of lead, is commonly used in heat

exchangers cooled with seawater.

Red brass is also serviceable in heat exchangers using

freshwaters and is not susceptible to either SCC or dezinci-

fication, but is likely to be severely corroded in the presence

of sulfur compounds.

The addition to brass of small amounts of alloying ele-

ments is beneficial. Naval brass, 60 Cu–39 Zn–1 Sn, and

Admiralty brass, 70 Cu–29 Zn–1 Sn, are used to resist

seawater in exchangers if the flow rate is <1m/s (3 ft/s).

The addition of �0.04% arsenic to Admiralty brass inhibits

dezincification, but the alloy is still susceptible to impinge-

ment. Nevertheless, with additions of arsenic, antimony, or

phosphorus, Admiralty brass is suitable for brackish or

saltwater at flowvelocities up to 1.5–1.8m/s (5–6 ft/s). Under

more severe conditions aluminum brass, aluminum bronze,

or cupronickels are used [257].

The addition of aluminum in aluminum brass, 76 Cu–22

Zn–2 Al, helps to form protective layers resistant to mechan-

ical destruction (e.g., abrasion) and such brasses have a high

resistance to corrosion–erosion. Aluminum brass with arse-

nic may be used in clean or polluted brackish and salt water

up to 2.1 or 2.5m/s (7 or 8 ft/s).

Aluminum bronze, 95 Cu–5 Al, is used at similar veloc-

ities in polluted seawater.

Tin bronze is often recommended although its behavior is

not always acceptable. It withstands fairly well scouring by

abrasives (e.g., sand).

Copper–nickel tubes behave better than aluminum brass

in polluted water. The addition of iron to cupronickel helps to

form more protective films responsible for excellent perfor-

mance in seawater. Resistance is highest with the higher

nickel and iron contents. In clean and polluted seawater,

90 Cu–10 Ni may be used at flow velocities up to 2.5–3m/s

(8–10 ft/s), but this alloy is not resistant to waters with a high

sulfide content. Where long service life under severe condi-

tions is required, the 30%nickel alloy should be used, and has

a velocity limit of 3–3.5m/s (10–12 ft/s).

In clean seawater moving at 3.5m/s (11.7 ft/s), the rating

of the copper alloys in order of decreasing tendency to

impingement is Admiralty brass, aluminum bronze, phos-

phor bronze with 8% tin, followed by the cupronickels. The

maximumflow rate of seawater in heat exchange apparatus to

avoid corrosion–erosion of various copper alloys is copper,

1m/s (3.0 ft/s); Admiralty brass, 2m/s (6.0 ft/s); aluminum

brass, 2.5m/s (8.0 ft/s); and cupronickel, 8m/s (26.0 ft/s).

Nickel-bearing aluminum bronzes with additions of iron

and manganese are used for ship screws and are many times

more stable erosion and cavitation than manganese brasses.

Corrosion in condensers and return lines often occurs

because of oxygen and carbon dioxide in the condensed

water. Although the feedwater to the boiler may be deoxy-

genated, there may be leakage of oxygen into the circuit

external to the boiler. Either the leakage should be eliminated

or more resistant alloys should be used [258, 259]. Alterna-

tively, sodium sulfite may be added to the condensate, but a

preferable treatment is to raise the pH by adding volatile or

film-forming amines.

The addition of sodium silicate, polyphosphates, or oils to

condensate have had only partial success. Sodium silicate

decreases the corrosive action of acid condensate by forming

a protective film of silica on the metal surface or by neu-

tralization of the carbon dioxide by the alkali or both.

Addition of oil in inadequate amounts may actually increase

the corrosion rate instead of decreasing it. Polyphosphate

treatment of return lines requires a long time (weeks) to build

up an impermeable protective film on the metal surface. To

prevent dissolution of the film, the dosage of polyphosphate

must be maintained.

In the past, it was common practice to use Admiralty

brass condenser tubes and ferrules in naval brass end plates

with ferrous water boxes. The copper alloys were cathod-

ically protected by the iron or steel that underwent en-

hanced attack, necessitating a corresponding increase in

thickness. Alternatively, zinc protectors could be used to

protect both the ferrous and copper alloys. This protection

also extended into the condenser tubes for a distance of

�2.5 diameters and reduced impingement attack that was

most severe there.

If the water boxes are coated or replaced by reinforced

plastics, and if the doors are made of gunmetal, steps must be

taken to restrict the attack on the end plates and the tube ends.
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It was at one time standard practice to use iron protector

slabs, which acted as sacrificial anodes, and, in addition, iron

corrosion products helped to form a protective film on the

condenser tubes.

The replacement of Admiralty brass by aluminum brass

and cupronickels has eliminated most of the corrosion pro-

blems. Those that do occasionally occur are caused by the

accumulation of debris that causes local turbulence, impinge-

ment, and deposit attack [260].Where cast iron or steel doors

are used, corrosion has been prevented by using magnesium

anodes or impressed current. In coastal power stations,

cathodic protection has also been employed for water boxes

of condensers that use seawater for cooling. Titanium anodes

with automatic current control are particularly suitable for

this application. Other remedial and preventative measures

for maintaining condenser and heat exchanger integrity have

been reported elsewhere [261].

F. CORROSION IN GASES

Copper and its alloys are attacked by hot oxygen, sulfur

vapor, sulfur dioxide, hydrogen sulfide, phosphorus, halides,

and some acid vapors; they are generally inert toward hot

nitrogen, hydrogen, carbon monoxide, carbon dioxide, and

reducing gases except so far as cyclic exposure to these may

accelerate oxidation. Oxygen-bearing copper is embrittled

by hydrogen, dissociated water vapor, and dissociated

ammonia (hydrogen disease). Copper alloys annealed with-

out precleaning may develop “red stain.”

F1. Oxidation of Copper

When heated in air, copper develops a Cu2O film (ruby red)

covered by a very thin outer layer of CuO (black), which is

formed as the film thickness increases [262, 263]. These

copper oxides possess semiconducting properties or, in

other words, are characterized by mixed ionic/electronic

conductivity, an electrical property that can vary in mag-

nitude and in nature depending on the oxide composition.

The Cu2O is a p-type semiconductor, whereas CuO is

an intrinsic semiconductor with negligible ionic conduc-

tivity [264–267]. The electronic properties of the copper

oxides and the variable valency of copper can explain the

mechanism of oxide film growth [268] and the severe

corrosion attack that can occur.

Around 150�C (305�F), copper has been found to oxidize
according to the inverse logarithmic [269, 270] and direct

logarithmic [269, 271, 272] relationships, but in the wrong

temperature sequence to be accounted for by the Mott–

Hauffe–Ilschner mechanism [273, 274].

Between 200 and 1000�C (395 and 1835�F), the oxidation
of copper is parabolic. For oxidation in air, Valensi [275]

derived and others [262, 276–278] confirmed the following

equations for the temperature dependence of the parabolic

rate constants:

300--550�C ð575--1025�FÞ: kp ¼ 1:5� 10� 5

expð� 20; 140=RTÞ g2=cm4

550--900�C ð1025--1655�FÞ: kp ¼ 0:266

expð� 37; 700=RTÞ g2=cm4

The parabolic plots do not always give straight lines. In

particular, the cubic law applies at intermediate tempera-

tures [269, 279] for which the Cabrera–Mott mechanism

would account [280].

The effect of moisture in the air is small [277] with a

tendency to reduce the oxidation rate slightly [277].

F2. Oxidation of Copper Alloys

Tylecote [262] reviewed the publications prior to 1950 on the

effects of alloying elements on the oxidation of copper. At

temperatures above �200�C (1395�F), aluminum, beryl-

lium, and magnesium increase the oxidation resistance

of copper considerably [279, 281–283]. At 256�C (496�F),
for instance, copper containing 2% Be oxidized �14 times

slower than the pure metal because a very thin,

highly protective film rich in BeO forms on the alloy

surface [281, 284–287].

The formation of a protective film directly attached to the

alloy surface is also assumed to control the oxidation of

alloys containing aluminum, but the formation of the pro-

tective films depends largely on experimental conditions,

such as temperature [288, 289]. Under favorable conditions

the oxidation rate of copper can be reduced almost to nil by

aluminum, the maximum resistance being obtained at 8%

Al [283]. The oxidation resistance of 70/30 brass is also

greatly increased by aluminum additions [290].

The beneficial effect of magnesium on the oxidation

resistance of copper results from preferencial oxida-

tion [281]. Additions of magnesium also increase the resis-

tance of copper to sulfur dioxide and hydrogen sulfide attack

at various temperatures [291].

On binary copper alloys, two distinct oxide layers form,

the outer layer consisting essentially of copper oxides, the

inner layer containing large proportions of the alloying

element [281]. This behavior was clearly recognized with

alloys containing Ca, Cr, Li, Mn, Si, or Ti; all these alloys

oxidize at approximately the same rate as, or a little slower

than-copper.

Oxidation of alloys containing Mn, Ni, Si, Sn, Ti, or Zn

resulted in the formation of subscales rich in copper and

containing inclusions of the solute oxides that affected the

mechanical properties [281]. Similar observations have been

reported for Cu–Co–Si [292], Cu–Co [293], Cu–Bi, and

Cu–As [294].
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Tin bronzes with more than�6% Sn oxidize less rapidly

than copper. The beneficial effect of tin is independent of

concentration above �15% Sn [295]. The beneficial

effect of tin is partly offset if some phosphorus is also

present [281, 282].

The oxidation resistance of copper–nickel alloys with up

to 30%Ni is about the same as that of copper, but increases at

higher nickel concentrations [296].

Additions of 7.75% iron, 8% cobalt, 1–30% nickel,

2.4% antimony, and other elements have virtually no effect

on the oxidation rate of copper [281]; the concentrations of

these elements in the scale and the alloy are almost

equal [281, 292] only antimony accumulating slightly in

the scale.

Precious metals have little effect on the oxidation resis-

tance of copper and are not contained in the scale other than in

themetallic form. Early systems investigated have been those

with silver [282, 297, 298], gold [298–300], silver and

gold [298] platinum [299, 301], palladium [298–301], gold

and palladium, and silver and palladium [298].

Tellurium and selenium were found [302] to increase

the parabolic rates of oxidation of copper in air and

oxygen at 600–1000�C (1115–1835�F) with the exception

of some temperatures between 750� (1385�F) and 920�C
(1656�F).

Investigations of multicomponent systems have shown

that Everdur, for instance (copper containing 3% Si and

1% Mn), has a very low oxidation rate [279, 282] in moist

air. Further references to work on multicomponent sys-

tems based on copper are found” in the review by

Tylecote [262].

Reducing or completely neutral atmospheres prevent

oxidation, but atmospheres containing hydrogen, water va-

por, or ammonia should not be used with copper containing

oxygen except in very short heat treatments at relatively low

temperatures [425�C (800�F) maximum].

It is possible to form a subscale upon a dilute alloy in an

atmosphere that is nontarnishing for pure copper. The

subscale may interfere with buffing and may also to the

appearance of surface cracks during subsequent working

operations. Either strongly oxidizing or fully reducing atmo-

spheres are to be preferred in such cases.

F3. Corrosion by Gases Other Than Oxygen

Copper is not attacked appreciably by water vapor at

temperatures approaching the melting point [303]. The

oxidation rate of copper in oxygen at 800�C (1475�F) is
independent of water vapor content up to 3.9% [304],

although slightly reduced oxidation rate has also been

reported [279] for moist compared with dry air. Numerous

copper alloys have likewise shown little difference in

oxidation rate when investigated at 400� C (755�F) in dry

air and in air containing 10%water vapor; there is generally

a slightly decreased attack in moist air, but 2% tin bronze

has given the reverse effect [282].

Carbon dioxide and carbon monoxide in dry forms are

inert to copper and its alloys. Because some alloy steels are

attacked by CO, the high-pressure equipment used to handle

this gas is often lined with copper or copper alloys.

Gases containing SO2 and/or H2S attack copper in a

manner similar to oxygen, leading to the formation of sulfide

layers such as Cu2S or CuS [305–309].

In general, dry gases form very thin corrosion layers, but,

in the presence of moisture mixtures of oxide and sulfide

scales (e.g., Cu2O þ Cu2S) are formed leading to high rates

of corrosion, as happens for C11000 and C23000 copper

alloys under hot, wet H2S vapors.

Dry fluorine, chlorine, bromine, and their hydrogen com-

pounds are not corrosive to copper and its alloys, but these

halogen gases are aggressive when moisture is present.

Copper and its alloys are also not susceptible to attack by

hydrogen unless they contain copper oxide. Hydrogen dif-

fusing inward forms H2O according to the reaction:

Cu2OþH2 , 2CuþH2O

and ruptures the metal (hydrogen disease) [310]. Cast

tough-pitch copper (containing free Cu2O) is most sensi-

tive to hydrogen embrittlement. Oxygen-free coppers are

used where heating is necessary in the presence of hy-

drogen, but can become slightly sensitive to hydrogen

embrittlement should they be heated in an oxidizing

atmosphere.

Additional information on the corrosion of copper and its

alloys in gasses andmethods of prevention andmitigation are

presented in references [311–314].

Studies published in the first decade of this century on the

corrosion of copper and copper alloys in atmospheric en-

vironments [315–345], in waters [346–352], and in high-

temperature media [353–362] confirm the scientific/techni-

cal/economic importance of this domain of science and

engineering. In particular, the mechanisms of pitting corro-

sion [363–372], stress corrosion cracking [373–384], mi-

crobiologically influenced corrosion [385–395], and high-

temperature oxidation [396–400] continue to deserve a lot of

concern.

In addition to the forms of corrosion and the environments

discussed in this chapter, copper and copper alloys are

susceptible to other forms of corrosion and are widely

employed in other environments, namely, acid solutions,

alkaline solutions, nearly neutral salt solutions, organic

compounds, and so on. Additional information on copper

and its alloys and on technologies to control corrosion is

available in the literature, including the extensive list of

references for this chapter.
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References

A. INTRODUCTION

Lead is a malleable, heavy (50% more dense than steel)

material that, despite its amphoteric nature, forms insoluble

corrosion products under many conditions. This has made it

useful in the chemical industry, particularly for its resistance

to sulfuric acid, in batteries, and as sheet and pipe for building

construction. It enjoys widespread use as solder in the

electronics industry because of its low melting point. The

low strength of lead often necessitates its support by wooden

or steel structures for chemical process equipment or by use

of lead clad steel.

There are four common types of lead: (1) pure lead (also

called corroding lead) and (2) common lead, (3) chemical

lead, and (4) acid–copper lead. The first two contain 99.94%

minimum lead while the latter two both contain 99.9%

minimum lead. These grades are covered in American

Society for Testing and Materials (ASTM) B29. Higher

purity (99.99%) is also available in commercial qualities.

Corroding lead refers not to a corrosion characteristic of

this grade but rather to a process in which it was formerly

used, the Dutch manufacturing process for producing white

lead, a pigment. Corroding lead is nearly as corrosion

resistant as chemical lead and is the most widely used grade

of lead today.

Chemical lead takes its name from its widespread use in

the chemical industry. Small amounts of copper and silver

are contained, increasing corrosion resistance and mechan-

ical strength. Common lead contains higher amounts of

silver and bismuth than corroding lead and is used for

battery oxide and general alloying. Acid–copper lead

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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provides corrosion resistance comparable to that of chem-

ical lead in most applications that require high corrosion

resistance. This grade has a higher bismuth tolerance than

chemical lead and is used in several types of fabricated lead

products.

B. GENERAL CORROSION
CHARACTERISTICS

The amphoteric nature of lead makes it susceptible to

attack by both acids and alkalis under certain conditions,

however, it exhibits excellent resistance in many envir-

onments because of the insolubility of its corrosion

products that form self-healing protective films. In the

electrolyte of a corrosive solution, lead enters the solution

at anodic sites as metallic cations or is converted anod-

ically to solid compounds. Both corrosion reactions are

represented as

Pb! Pb2þ þ 2e�

The standard potential for this reaction is 0.126 V. This

oxidation reaction is accompanied by a reduction of some

component of the electrolyte at cathodic sites. The rate of

corrosion is a function of the current flowing between the

anodes and cathodes of the corrosion cell. In the corro-

sion of a single metal such as lead, local anodes and

cathodes may be set up as a result of inclusions, inho-

mogeneities, stress variations, and differences in temper-

ature. In the case of galvanic corrosion, the different

metals will still contain local anodes and cathodes but

one of the metals will be more of an anode and corrode in

preference to the more noble metal that becomes a

cathode. In most environments lead is cathodic to steel,

aluminum, zinc, cadmium, and magnesium and thus will

accelerate corrosion of these metals. With titanium and

passivated stainless steels, lead will be the anode in the

cell and will suffer accelerated attack. The rate of cor-

rosion in either case is governed by the difference in

potential between the two metals, the ratio of their areas,

and polarization characteristics.

Because of the protective films that are readily formed

on the surface of lead, the corrosion rate of lead is usually

under anodic control. The protective abilities of the dif-

ferent lead surface films vary with their solubility and the

extent of mechanically disruptive influences such as agi-

tation. Solubilities of common lead compounds are shown

in Table 57.1. Corrosion rates can depend on other factors,

for example, the corrosion rate of lead is quite high in

weak nitric acid because of the solubility of the nitrate

film. However, in concentrated nitric acid the solubility of

lead nitrate is much lower, therefore, the corrosion rate of

lead is also much lower. Other factors such as vibration,

agitation, temperature, and aeration can also influence the

stability of protective films on lead, increasing its corro-

sion rate.

The form of corrosion that occurs in each situation also

depends on several variables. Lead exposed to normal at-

mospheric attack will corrode uniformly, however, pitting

can occur under conditions of partial passivity or cavitation.

Accommodation of corrosion or other conditions such as

erosion, fatigue, or fretting can cause more severe damage

than any of the individual factors. When lead is placed under

continuous load it will creep, continually exposing fresh

surface to the corroding environment and therefore increas-

ing corrosion rate.

Lead is generally resistant to sulfuric, sulfurous, chro-

mic, and phosphoric acids along with cold hydrofluoric

acid. It is attacked by hydrochloric acid and nitric acid and

also organic acids if they are dilute or if they contain

oxidizing agents. In caustic solutions, the use of lead is

generally limited to concentrations of no more than 10% up

to 90�C (195�F). Very little attack is seen in cold, strong

amines, however, dilute aqueous solutions will result in

attack.

The formation of passive films oh the lead surface may

make it initially anodic to highly corrosion-resistant nickel-

based alloys, but accelerated attack of such alloys can occur

after the passive film forms on lead, if the nickel alloy is not

electrically insulated from the lead.

TABLE 57.1. Solubility of Lead Compoundsa

Lead

Compound Formula

Temperature

(�C)
Solubility

(g/100mLH2O)

Acetate Pb(C2H3O2)2 20 44.3

Bromide PbBr2 20 0.8441

Carbonate PbCO3 20 0.00011

Basic

carbonate

2PbCO3,

Pb(OH)2

Insoluble

Chlorate Pb(ClO3)2,

H2O

18 151.3

Chloride PbCl2 20 0.99

Chromate PbCrO4 25 0.0000058

Fluoride PbF2 18 0.064

Hydroxide Pb(OH)2 18 0.0155

Iodide PbI2 18 0.063

Nitrate Pb(NO3)2 18 56.5

Oxalate PbC2O4 18 0.00016

Oxide PbO 18 0.0017

Orthophosphate Pb3(PO4)2 18 0.000014

Sulfate PbSO4 25 0.00425

Sulfide PbS 18 0.01244

Sulfite PbSO3 Insoluble

aSee [1].
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B1. Water

The corrosion resistance of lead in water depends on factors

that create or destroy the protective lead surface film. Pure

water, free from dissolved gases, will not attack lead.

Corrosion is dependent on the presence of gases such

as oxygen and carbon dioxide, solid impurities such as

silicates, carbonates, sulfates, lime, silt, and chlorides, and

microorganisms. Agitation and flow also affect lead

corrosion.

B2. Natural Water

The corrosion rate of lead in natural water will generally

depend on the hardness of the water as shown in Table 57.2.

Natural waters of moderate hardness (>125 ppm calcium

carbonate) form adequate protective films on lead and there-

fore attack is negligible. The presence of salts such as

silicates increase the hardness and film thickness. Nitrates

interfere with protective film formation, causing increased

corrosion.

In soft aeratedwaters, corrosion depends on both hardness

and oxygen content. With hardness levels of <125 ppm,

natural water behaves more like distilled water, as described

below. Therefore, soft waters are usually not suitable for

handling such water if potability is required. Drinking water

containing >0.015 ppm of lead is generally considered con-

taminated and unsafe for consumption. Such contamination

can be caused even in situationswhere from a service point of

view the corrosion rate of lead is negligible, and can include

the use of lead solders in copper pipe.

Corrosion can be accelerated if carbonic acid is present in

water, converting calcium carbonate deposits into soluble

calcium bicarbonate. Also the presence of organic acids

whose lead salts are soluble can promote corrosion. Film-

forming lime or sodium silicate can be added to water to

lower corrosion rate.

B3. Distilled Water

Distilled water free of oxygen and carbon dioxide does not

attack lead. Also suchwater containing carbon dioxide but no

oxygen also has little effect on lead. It is only when lead

comes in contact with pure water through which air free of

carbon dioxide is bubbled that it quickly oxidizes to form a

film of white lead hydroxide. This nonadherent film allows

the attack on lead to continue. Ayellow crystalline lead oxide

forms on the lead surface at or near the water line.

If carbon dioxide is present in addition to oxygen, a basic

lead carbonate film can form, protecting lead from further

attack. However, once a certain ratio of carbon dioxide to

oxygen is reached in the gas, further increases in carbon

dioxide level cause the insoluble lead carbonate film to

convert to soluble lead bicarbonate, the protective film thus

dissolves and corrosion rates increase. The effect of oxygen,

with no carbon dioxide present in the gas, on the corrosion of

lead in distilled water is shown in Figure 57.1.

Lead pipe coils for steam boiler applications in which a

pure water condensate is used give very good service with

steam up to 3.4 bars (50 psi) gauge pressure. This is because

all condensate is returned to the boiler with negligible use of

makeup water; therefore, there is an absence of oxygen and

often, carbon dioxide. Lead does not significantly corrode in

this application, unless condensate is discarded and fresh

feedwater added to the boiler. However, the use of oxygen

scavengers such as sodium sulfite or hydrazine can limit such

attack.

B4. Demineralized Water

The corrosion rates of chemical lead, Pb–6% Sb and Pb–2%

Sn in demineralized water are shown in Table 57.3. These

rates were measured after 21 days of immersion. Corrosion

rates are observed to be very low; however, the chemical lead

did show some waterline attack.

TABLE 57.2. Corrosion of Chemical Lead in Industrial and Domestic Watersa

Temperature Corrosion Rate

Kind of Water F� C� Aeration Agitation mddb mpyc

Condensed steam, traces of acid 70–100 21–38 None Slow 6.75 0.85

Mine water, pH 8.3,110 ppm hardness 68 20 Yes Slow 2.08 0.26

Mine water, 160 ppm hardness 67 19 Yes Slow 2.20 0.28

Mine water, 110 ppm hardness 72 22 Yes Slow 1.98 0.25

Cooling tower, oxygenated 60–85 16–29 Complete None 41.7 5.3

Lake Erie water

Los Angeles aqueduct water, treated by

chlorination and copper sulfate

Ambient 0.15m/s (0.5 ft/s) 2.95 0.38

Spray cooling water, chromate treated 60 16 Yes 2.9 0.37

aSee [1].
bIn milligrams/square decimeter/day (mg/dm2/day).
cIn mils/year.
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B5. Seawater

The corrosion of lead in seawater is relatively low andmay be

slowed by encrustations of lead salts. Seawater normally has

a salt content of�3–4%. Other factors influencing corrosion

may be pollution, rate of flow, wave action, sand or silt

content, temperature, and marine growth. Insufficient data

have been produced to reveal the effects of these factors. A

summary of the effects of alloying of lead on corrosion rate is

shown in Table 57.4.

C. CORROSION IN CHEMICAL MEDIA

C1. Effect of pH on Corrosion

As illustrated in Figure 57.2, the corrosion of lead is accel-

erated by both acids and alkalis because of its amphoteric

nature. Significant corrosion can occur < pH 5 or > pH 10.

C2. Inorganic Acids

The acids to which lead offered good resistance were listed

earlier. Lead of 3mm (1
8
in) of thickness or greater usually

gives years of service in equipment handling these chemicals.

High acid velocities may increase the rate of corrosion.

Figure 57.3 shows the effect of velocity of sulfuric acid

across a lead base at 25�C.
Lead satisfactorily resists all but the most dilute strengths

of sulfuric acid. It performs well with concentrations up to

95% at ambient temperatures, up to 85% at 220�C, and up to
93% at 150�C. Below a concentration of 5%, corrosion rates

increase but are still relatively low. At lower concentrations,

Pb–Sb alloys are recommended. Similar behavior patterns

occur with chromic, sulfurous, and phosphoric acids. The

behavior of lead in sulfuric acid is shown in Figure 57.4 and

its behavior with air-free hydrofluoric acid in Figure 57.5.

Tabular data for the behavior of lead with phosphoric,

hydrochloric, and a hydrochloric–ferric–chloride mixture is

tabulated in Tables 57.5–57.7. Most concentrations of nitric,

acetic, and formic acids corrode lead at a rate high enough to

prevent its use; however, nitric acids of 52–70% do not

TABLE 57.3. Corrosion of Lead in Demineralized Watera

Lead mpy mdd

Chemical lead (ASTM B29) 2.3 18

6% Antimonial lead 0.2 1.6

2% Tin–lead 0.6 4.8

aSee [1].

TABLE 57.4. Corrosion of Lead and Lead Alloys in Seawatera

Metal Days Depth m Thickness loss mpy Weight loss mdd Pit Depth Remarks

Chemical lead (ASTM B29) 181 1.5 1.2 9.4 0 Uniform attack

197 713 0.3 2.4 0 Uniform attack

123 1719 0.8 6.3 0 Uniform attack

Pb–0.04%Te 181 1.5 1.0 7.9 0 Uniform attack

197 713 0.3 2.4 0 Uniform attack

123 1719 1.1 8.7 0 Uniform attack

Pb–6%Sb 181 1.5 1.2 9.4 0 Uniform attack

197 713 0.3 2.4 0 Uniform attack

123 1719 0.8 6.3 0 Uniform attack

Pb–33%Sn 181 1.5 3.7 29.1 0 Uniform attack

197 713 0.5 3.9 0 Uniform attack

123 1719 0.5 3.9 0 Uniform attack

aSee [2].

FIGURE57.1. Effect of oxygen on corrosion of lead submerged in

distilledwater at 25�C. [Reprintedwith permission fromH.H.Uhlig

(Ed.), Corrosion Handbook, Wiley, New York, 1948.]
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produce significant attack, while dilute concentrations give

rapid attack. This pattern is also true for hydrofluoric, acetic,

and sodium sulfate acids. Adding sulfuric acid to acids

corrosive to lead will often lower the corrosion rate. For

example, even though nitric acid of <50% strength is quite

corrosive to lead in the presence of 54% sulfuric acid, the

corrosion rate for 1 and 5% nitric acid is quite low even at

118�C (245�F). Chemical-grade lead is preferred over

Pb–6% Sb for handling such mixed acids. Similar behavior

is exhibited in hydrochloric acid when sulfuric acid is

present. These data are summarized in Tables 57.8–57.11.

FIGURE57.3. Effect of velocity acrossmetal face on the corrosion

of lead in 20% sulfuric acid at 25�C. (Adapted from [1], used with

permission.)

FIGURE 57.2. Corrosion of lead in contact with various acid and

alkali solutions. (Reproduced with permission from [2].)

FIGURE 57.4. Corrosion rate of lead in sulfuric acid. (Adapted from [1], used with permission.)
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FIGURE57.5. Corrosion resistance of lead in air-free hydrofluoric

acid. (From [1], reproduced with permission.)

TABLE 57.5. Corrosion of Chemical Lead in Phosphoric Acid

at 21�Ca

Corrosion Rate

Solution mpy mdd

20% H3PO4 (com’l) 3.4 26.8

30% H3PO4 (com’l) 4.9 38.6

40% H3PO4 (com’l) 5.7 44.9

50% H3PO4 (com’l) 6.4 50.4

85% H3PO4 (com’l) 1.6 12.6

80% H3PO4 (pure) 12.8 100.8

aSee [1].

TABLE 57.6. Corrosion of Lead inHydrochloric Acid at 24�C
(75�F)a

Chemical Pb 6% Antimonial Pb

Solution mpy mdd mpy mdd

1% HCl 24 189 33 260

5% HCl 16 126 20 158

10% HCl 22 173 43 339

15% HCl 31 244 150 1181

20% HCl 74 583 160 1260

25% HClb 190 1496 200 1575

35% HCl 350 2755 540 1452

aSee [1].
bConcentrated HCl commercially available.

TABLE 57.7. Corrosion of Lead in Hydrochloric Acid–Ferric

Chloride Mixtures at 24�C (75�F)a

Chemical Pb 6% Antimonial Pb

Solution mpy mdd mpy mdd

5%HCl þ 5% 28 220 37 291

FeCl3
10%HCl þ 5% 41 323 76 598

FeCl3
15%HCl þ 5% 88 693 160 1260

FeCl3
20%HCl þ 5% 150 1181 190 1496

FeCl3
b

aSee [1].
bConcentrated HCl commercially available.

TABLE 57.8. Corrosion of Lead in Nitric Acid

Corrosion Rate

24�C 50�C

Solution mpy mdd mpy mdd

1% HNO3 140 1102 600 4725

5% HNO3 1650 13000 1850 14566

10% HNO3 3400 26800 3490 27500

TABLE 57.9. Effect of Nitric Acid in Sulfuric Acid on the

Corrosion of Lead at 118�Ca

Chemical Pb

6% Antimonial

Pb

Solution mpy mdd mpy mdd

54% H2SO4 þ 0% HNO3 7.4 58.2 14 110.2

54% H2SO4 þ 1% HNO3 5.9 46.5 22 173.2

54% H2SO4 þ 5% HNO3 8.4 66.1 114 897.6

aSee [1].

TABLE 57.10. Corrosion of Chemical Lead with

Sulfuric–Nitric Mixed Acidsa

Corrosion Rate

24�C 50�C

Solution mpy mdd mpy mdd

78% H2SO4 þ 0% HNO3 1 8 2 16

78% H2SO4 þ 1% HNO3 3 24 12 95

78% H2SO4 þ 3.5% HNO3 3.6 28.3 18 142

78% H2SO4 þ 7.5% HNO3 4 32 35 276

aSee [1].
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C3. Organic Acids

The principal organic acids to which lead is corrosion

resistant are acetic (concentrated), chloroacetic (limited use),

fatty acids (but only in absence of oxygen), hydrocyantic (not

in pure acid but with sulfuric acid), or an aqueous solution

with cyanide and oxalic and tartaric acids (in the absence of

oxygen). Lead is rapidly corroded by dilute acetic or by

formic acid in the presence of oxygen. Organic acids harmful

to lead can be leached from wood structures, particularly

damp timber including western cedar, oak, and Douglas fir.

Such corrosion can be prevented by fully drying the wood,

treating it to prevent contact with moist air, or inserting a

moisture barrier between wood and lead.

C4. Alkalis

The action of strong alkalis on lead is not as rapid as by

acids like hydrochloric or acetic but is greater than the

action of alkalis on iron. For certain purposes, however,

corrosion of lead in contact with NaOH or KOH tip to 30%

concentration at 25�C and up to 10% concentration at

higher temperatures (90�C) is tolerable. For example, lead

has proven useful in the refining of petroleum oil, where a

sulfuric acid treatment is followed by an alkaline solution

treatment in the same lead-lined tank.

Although Ca(OH)2 (lime) solutions are saturated at

�0.1% Ca(OH)2 at 25
�C, they have been found to corrode

lead severely when trickling over the surface. This can occur

with fresh concrete or with long time seepage of water

through cured concrete. In such cases, dissolved oxygen

appears to be necessary for corrosion.

C5. Summary of Categorical Data

Categorical data for the corrosion rate of lead in chemical

environments are shown in Table 57.12. Four categories of

corrosion are shown

A: 51mm/year (2mils/year) Negligible corrosion, lead

recommended for use.

B: 510mm/year (20mils/year) Practically resistant, lead

recommended for use.

C: 510–1275mm/year

(20–50mils/year)

Lead may be used for this

effect on service life

can be tolerated.

D: >1275mm/year

(50mils/year)

Corrosion rate too high

to merit any consideration

of lead.

C6. Salts

Lead is generally resistant to corresponding salts of the acids

to which it is resistant Nitrates and alkaline salts tend to be

actively corrosive.

C7. Gases

Lead resists the actions of chlorine, wet or dry, up to 100�C,
but that of bromine only when dry and at lower tempera-

tures. Sulfur dioxide and trioxide, wet or dry, are frequently

handled in lead pipes. Hydrogen sulfide, with or without

moisture, can be handled with lead providing erosion at

high velocities is avoided. Hydrogen fluoride is actively

corrosive, therefore, lead is not recommended as a con-

tainer for this gas.

TABLE 57.11. Corrosion of Lead in Hydrochloric Acid–Sulfuric Acid Mixturesa

Chemical Lead 6% Antimonial Lead

(24�C) (66�C) (24�C) (66�C)

Solution mpy mdd mpy mdd mpy mdd mpy mdd

1% HCl þ 9% H2SO4 5 39 9 71 5 39 12 95

3% HCl þ 7% H2SO4 14 110 32 252 21 165 41 323

5% HCl þ 5% H2SO4 14 110 42 331 21 165 65 512

7% HCl þ 3% H2SO4 16 126 45 355 22 173 74 583

9% HCl þ 1% H2SO4 18 142 47 370 30 236 84 661

5% HCl þ 25% H2SO4 10 79 22 173 22 173 34 268

10% HCl þ 20% H2SO4 17 134 42 331 80 630 58 465

15% HCl þ 15% H2SO4 41 323 74 529 90 709 180 1417

20% HCl þ 10% H2SO4 86 677 120 945 110 866 180 1417

25% HC1 þ 5% H2SO4 140 110 160 1260 150 1181 210 1653

5% HCl þ 45% H2SO4 62 488 53 417

10% HCl þ 40%H2SO4 65 511 84 661

15% HCl þ 35% H2SO4 66 520 120 945

20% HCl þ 30% H2SO4 84 661 130 1024

25% HCl þ 25% H2SO4 120 945 210 1654

aSee [1].
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TABLE 57.12. Corrosion Rate of Lead in Chemical Environmentsa

Chemical Temp. (�C) Concentration (%)b Corrosion Class

Abietic acid 24 — D

Acetaldehyde 24 — A

Acetaldehyde 24–100 — B

Acetanilide 24 — A

Acetic acid 24 Glacial B

Acetic acid 24 — C

Acetic anhydride 24 — A

Acetoacetic acid 24 — B

Acetone 24–100 10–90 A

Acetone cyanohydrin 24–100 — B

Acetophenetidine 24 — B

Acetophenone 24–100 — B

Acetotoluidide 24 — B

Acetyl acetone 24–100 — B

Acetyl chloride 24 — A

Acetyl thiophene 24–100 — B

Acetylene, dry 24 — A

Acetylene tetrachloride 21 Liquid B

Acridine 24–106 10 B

Acrolein 24–106 10 B

Acrylonitrile 24–100 — A

Adipic acid 24–100 — A

Alcohol, ethyl 24–100 10–100 A

Alcohol, methyl 24–100 10–100 A

Alkanesulfonic acid 24 — D

Alkyl aryl sulfonates 24–100 — B

Alkyl naphthalene sulfonic acid 93 — C

Allyl alcohol 24 — B

Allyl chloride 24 — C

Allyl sulfide 24 — D

Aluminum acetate 24–100 10–20 A

Aluminum chlorate 24–100 — B

Aluminum chloride 24 0–10 B

Aluminum ethylate 24–100 — B

Aluminum fluoride 24–100 10–20 B

Aluminum fluorosulfate 24 15 A

Aluminum fluosilicate 24 — B

Aluminum formate 24 — B

Aluminum formate 100 — D

Aluminum hydroxide 24–100 10 B

Aluminum nitrate 24 10 B

Aluminum potassium sulfate 24–100 10–20 A

Aluminum potassium sulfate 24–100 20–100 B

Aluminum sodium sulfate 24–100 10 B

Aluminum sulfate 24–100 — A

Aminoazobenzene 24 — C

Aminobenzene sulfonic acid 24–100 — B

Aminobenzoic acid 24–93 — B

Ammophenol 24–100 — B

Aminosalicylic acid 100–149 — C

Ammonia 24–100 10–30 B

Ammonium acetate 25 3.85 B

Ammonium azide 24 — B

Ammonium bicarbonate 24–100 10 B
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Ammonium bifluoride 24 10 B

Ammonium bisulfate 24–100 — A

Ammonium carbamate 24–149 — A

Ammonium carbonate 24–100 10 B

Ammonium chloride 24 0–10 B

Ammonium citrate 100 — D

Ammonium diphosphate 24–100 10 B

Ammonium fluoride 24 0–20 B

Ammonium fluosilicate 24–52 20 B

Ammonium formate 100 10 C

Ammonium hydroxide 27 3.5–40 A

Ammonium hydroxylamine 20–100 34 B

Ammonium metaphosphate 24 10 B

Ammonium nitrate 24–100 10–30 D

Ammonium oxalate 24 10–30 D

Ammonium persulfate 24–100 10–30 B

Ammonium phosphate 66 — A

Ammonium picrate 24–100 10 B

Ammonium polysulfide 24–100 10 B

Ammonium sulfamate 24–100 10 B

Ammonium sulfate 24 — B

Ammonium sulfide 24–100 10 C

Ammonium sulfite 24–100 10–40 B

Ammonium thiocyanate þ NH4OH 24 — A

Ammonium tungstate 24 10 D

Amyl acetate 24 80–100 B

Amyl chloride 24 — D

Amyl laurate 24–100 — B

Amyl phenol 200 — D

Amyl propionate 24–100 — B

Aniline 20 — A

Aniline hydrochloride 24 10 D

Aniline sulfate 24–100 — B

Aniline sulfite 24–100 — B

Anthracene 24–100 — B

Anthraquinone 24–100 — B

Anthraquinone sulfonic acid 24–100 10–30 B

Antimony chloride 24 — C

Antimony pentachloride 24–100 90–100 B

Antimony sulfate 100 — C

Antimony trifluoride 24–100 50–70 A

Arabic acid 24–100 — B

Arachidic acid 24 — B

Arsenic acid 24 10 B

Arsenic trichloride 24–100 — B

Arsenic trioxide 24–100 — B

Ascorbic acid 24 — D

Azobenzene 24–100 — B

Barium carbonate 24 — D

Barium chlorate 24–100 20 B

Barium chloride 24–100 10 B

Barium cyanide 24 10–70 D

Barium hydroxide 24 10 D

Barium nitrate 24–100 10–30 B

(continued )

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Barium peroxide 24 10 D

Barium polysulfide 100 — D

Barium sulfate 24–100 — B

Barium sulfide 24 10 B

Benzaldehyde 24 10–100 D

Benzaldehyde sulfonic acid 24–100 — B

Benzamide 24–100 — B

Benzanthrone 24–100 — B

Benzene 24 — B

Benzene hexachloride 24 — B

Benzene sulfonic acid 24 10–100 B

Benzene sulfonic acid 100 — D

Benzidine 100 — B

Benzidine disulfonic acid 2.2 24–100 — B

Benzidine 3 sulfonic acid 24–100 — B

Benzilic acid 24–100 10–100 B

Benzobenzoic acid 24–100 — B

Benzocathecol 24–100 — B

Benzoic acid 24 — D

Benzol 24 100 A

Benzonitrile 24–100 — A

Benzophenone 24–100 — A

Benzotrichloride 24–100 — B

Benzotrifluoride 24–100 — B

Benzoyl chloride 100 — C

Benzoyl peroxide 24–100 — B

Benzyl acetate 24–100 — B

Benzyl alcohol 24–100 — B

Benzylbutyl phithalate 24–100 — B

Benzyl cellulose 24–100 — B

Benzyl chloride 24–100 — B

Benzyl ethyl aniline 24–100 — B

Benzylphenol 24–100 — B

Benzylphenol salicylate 24–100 — B

Benzylsulfonilic acid 24–100 — B

Beryllium chloride 100 — D

Beryllium fluoride 24–100 — B

Beryllium sulfate 24–100 10–50 B

Boric acid 24–149 10–100 B

Bornyl acetate 24–100 — B

Bornyl chloride 24–100 — B

Bornyl formate 24–100 — B

Boron trichloride 24–100 — B

Boron trifluoride 24–204 — A

Bromic acid 24–100 10–30 B

Bromine 24 — B

Bromobenzene 24–100 — B

Bromoform 24–100 — B

Butane 24 — A

Butanediols 24 — B

Butyl acetate 24 — B

Butyl benzoate 24–100 — B

Butyl butyrate 24–100 — B

Butyl glycolate 24–100 — B

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Butyl mercaptan 24 — C

Butyl oxalate 24 — B

Butyl phenols 24 — C

Butyl phthalates 24–100 — B

Butyl stearate 24–100 — B

Butyl urethane 24–100 — B

Butyric acid 24 10–100 D

Butyric aldehydes 24–100 — B

Butyrolactone 24–100 — B

Cadmium cyanide 24 — D

Cadmium sulfate 24–100 10–30 A

Calcium acetate 24 20 B

Calcium acid phosphate 24 10–30 B

Calcium benzoate 24–100 — B

Calcium bicarbonate 24 — C

Calcium bisulfite 24 — B

Calcium bromide 24–100 30 B

Calcium carbonate 24 20 D

Calcium chlorate 24 10–30 B

Calcium chloride 24 20 A

Calcium chromate 24–100 10 B

Calcium dihydrogen sulfite þ SO2 24 5 A

Calcium disulfide 24 — B

Calcium fluoride 24–100 — B

Calcium gluconate 24–100 — B

Calcium hydroxide 24 10 D

Calcium lactate 100 10 B

Calcium nitrate 24 10 D

Calcium oxalate 24–100 10 B

Calcium phosphate 100 10 B

Calcium pyridine sulfonate þ H2SO4 24 20 A

Calcium stearate 24–100 10 B

Calcium sulfaminate 24–100 — A

Calcium sulfate 24–100 10 B

Calcium sulfide 100 — C

Calcium sulfite 24–100 10 B

Camphene 24–100 — B

Camphor 100 — A

Camphor sulfonic acid 24 20–100 C

Capric acid 24–100 — B

Caprolactone 24–100 — B

Capronaldehyde 24 — A

Capronaldehyde 52–100 — B

Carbazole 25–100 — B

Carbitol 25–100 — B

Carbon disulfide 25–100 — A

Carbon fluorides 25–100 — B

Carbon tetrabromide 100 — C

Carbon tetrachloride (dry) b 100 A

Carbonic acid 24 — D

Carnallite 24–100 — A

Carotene 24–100 — A

Cellosolves 24–100 — A

Cellulose acetate 24 — A

(continued )

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Cellulose acetobutyrate 24–100 — B

Cellulose nitrate 24–100 — B

Cellulose tripropionate 24–100 — B

Cerium fluoride 24–100 — B

Cerium sulfate 100 — C

Cesium chloride 24–100 — B

Cesium hydroxide 24 10 D

Cetyl alcohol 24 — B

Cetyl alcohol 100 — C

Chloroacetic acid 24 — B

Chloral 24–100 — B

Chloramine 24 10–30 B

Chloranil 24–100 — B

Chloranthraquinone 24–100 — B

Chlordane 24–100 — B

Chlorethane sulfonic acid 100 — C

Chloric acid 24 10 D

Chlorine 37 — B

Chlorine dioxide 6 Gas B

Chloroacetaldehyde 24 — B

Chloroacetone 24–100 — B

Chloroacetyl chloride 24 — B

Chloro–alkyl ethers 24–100 — B

Chloroaminobenzoic acid 24–100 — B

Chloroaniline 24–100 — B

Chlorobenzene þ SO2 18 — A

Chlorobenzotrifluoride 24–100 — B

Chlorobenzoyl chloride 24–100 — B

Chlorobromomethane 24 — B

Chlorobromopropane 24–100 — B

Chlorobutane 24 — B

Chloroethylbenzene 24–100 — B

Chloroform 24–BPc — B

Chlorohydrin 24–100 — B

Chloromethonic ester 24–100 — B

Chloronaphthalene 24–100 — B

Chloronitrobenzene 24–100 — B

Chlorophenohydroxy acetic acid 24–100 — B

Chlorophenol 24 — C

Chloroquinine 24 — C

Chlorosilanes 24–100 — B

Chlorosulfonic acid 24 — C

Chlorosulfomc acid þ 50% SO3 14 40 C

Chlorotoluene 24–100 — B

Chlorotoluene sulfonic acid 24 — C

Chlorotoluidine 24–100 — B

Chlorotrifluoro ethylene 24–100 — B

Chloroxylenols 24 — C

Chloroxylols 24–100 — B

Cholesterol 24–100 — B

Chromic acid 24 — B

Chromic chloride 24–100 — B

Chromic fluoride 24–100 — B

Chromic hydroxide 24–100 — B

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Chromic phosphate 24–100 — B

Chromic sulfate 24–100 10 B

Chromium potassium sulfate 24–100 10 B

Chromium sulfate (basic) 24–100 20–50 B

Chromyl chlorides 24–100 — B

Critic acid 24–80 10–30 B

Citric acid 24 50–100 D

Cobalt sulfate 24 10–30 B

Copper chloride 24 10–40 D

Copper sulfate 24–100 10–70 B

m-cresol þ 10% water 25 Liquid B

m-cresol þ 10% water BPc Vapor D

o-cresol þ 10% water 25 Liquid B

o-cresol þ 10% water BPc Vapor D

Cresote 24 90 D

Cresylic acid 24 90 D

Cresylic acid 24 100 B

Crotonaldehyde 24–100 — B

Crotonic acid 24 — D

Cumaldehyde 24–100 — B

Cumene 24–100 — B

Cumene hydroperoxide 24–100 — D

Cyanamide 24–100 — B

Cyanoacetic acid 24 — D

Cyanogen gas 24 — D

Cyclohexane 24 — B

Cyclohexanol 24 — B

Cyclohexanol esters 24–100 — B

Cyclohexanone 24 — B

Cyclohexene 24–100 — B

Cyclohexylamine 24 — D

Cyclopentane 24–100 — B

DDT 24 — B

Dialkyl sulfates 24–100 — B

Dibenzyl 24–100 — B

Dibutyl phthalate 24–100 — B

Dibutyl thioglycolate 24–100 — B

Dibutyl thiourea 24–100 — B

Dichlorobenzene 24–100 10–100 B

Dichlorodifluoro-methane–(Freon 12) 24–100 90 A

Dichlorodiphenyldichloroethane (DDD) 24–100 — B

Dichloroethylene 24–100 — A

Diethanolamine 24 — B

Diethyl ether 24 — B

Diethylamine 24 — D

Diethylaniline 24–100 — B

Dielhylene glycol 24–52 — B

Difluoroethane 24–100 — B

Diglycolic acid 24 — D

Dihydroxydiphenylsulfone 24–100 — B

Diisobutyl 24–100 — B

Dimethyl ether 24–100 — B

Dioxane 24–100 — B

Diphenyl 24–100 — B

(continued )

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Diphenyl chloride 24–100 — B

Diphenylamine 24–100 — A

Diphenylene oxide 24–100 — B

Diphenylpropane 24–100 — B

Epichlorohydrin 24 — A

Ethane 24–100 — A

Ether 24 — B

Ethyl acetate 24–80 — B

Ethyl benzene 24–100 — B

Ethyl butyrate 24–100 — B

Ethyl cellulose 24–100 — B

Ethyl chloride 24–100 — B

Ethyl ether 24–100 — B

Ethyl formate 100 — C

Ethyl lactate 24–100 — B

Ethyl mercaptan 100 — D

Ethyl stearate 24–100 — B

Ethyl sulfonic acid 24 — B

Ethyl sulfonic acid 100 — C

Ethylene 24–100 — A

Ethylene bromide 100 — B

Ethylene chlorohydrin 24 90 A

Ethylene chlorohydrin 52 100 B

Ethylene cyanohydrin 24 — A

Ethylene cyanohydrin 52–100 100 B

Ethylene dibromide 24 90 D

Ethylene dichloride 25–100 — B

Ethylene glycol –7 50 B

Ethylene oxide 24 — B

2-Ethylhexoic acid 71 96 C

Ferric ammonium sulfate 24–100 10–20 A

Ferric chloride 24 20–30 D

Ferric ferrocyanide 66–93 — A

Ferric sulfate 25–80 10–20 A

Ferrous ammonium sulfate 24 10 B

Ferrous chloride 24 10–30 C

Ferrous sulfate 24–100 10 B

Fluoboric acid 24 30 C

Fluocarboxylic acid 24 — D

Fluorine 24–100 — A

Fluosilicic acid 45 10 D

Formaldehyde 24–52 20–100 B

Formamide 24–100 — B

Formic acid 24–100 10–100 D

Furfural 24–100 — B

Gluconic acid 24 10–100 B

Glutamic acid 24 — D

Glycerol 24 — B

Glycerophosphoric acid 24 — B

Glycol monoether 24–100 — B

Glycolic acid 24 10–100 B

Glycolic acid 100 10 D

Heptachlorobutene 24 — B

Heptane 24–100 — A

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Hexachlorobutadiene 24–100 — A

Hexachlorobutene 24 — B

Hexachloroethane 24–100 — B

Hexamethylene tetramine 24–100 10–40 B

Hydrazine 24–100 20–100 D

Hydriodic acid 24–100 10–50 D

Hydrobromic acid 24 10–70 D

Hydrochloric acid 24 0–10 C

Hydrofluoric acid 24 2–10 B

Hydrogen bromide (Anh HBr) 100 — D

Hydrogen chloride (Anh HCl) 24 100 A

Hydrogen peroxide 24 10–30 D

Hydrogen sulfide 24 90–100 B

Hydroquinine 24–100 10 B

Hydroxyacetic acid 24 — A

Hypochlorous acid 24 — D

Iodine 24 — D

Iodoform 24–100 10 B

Isobutyl chloride 24 — B

Isobutyl phosphate 24 — B

Isopropanol 24 — A

Lactic acid 24 10–100 D

Lead acetate 24 10–30 D

Lead arsenate 24–100 — B

Lead azide 24–100 — B

Lead chloride 24–100 — B

Lead chromate 24–100 — B

Lead dioxide 24–100 — B

Lead nitrate 24–100 — B

Lead oxide 24–100 — B

Lead peroxide 24–100 — B

Lead sulfate 24–100 — B

Lithium chloride 24–100 10 B

Lithium hydroxide 24 — D

Lithium hypochlorite 24–80 10 A

Lithopone 24 — A

Magnesium carbonate 24 10 D

Magnesium chloride 24 0–10 C

Magnesium chloride 24 10–100 D

Magnesium hydroxide 24 10–30 D

Magnesium sulfate 24–100 10–60 B

Maleic anhydride 27 10 C

Malic acid 100 — B

Mercuric chloride 24 10 C

Mercuric sulfate 24–100 10 B

Mercurous nitrate 24 — D

Mercury 24 100 D

Methanol 30 — B

Methyl ethyl ketone 24–100 10–100 B

Methyl isobutyl ketone 24–100 10–100 B

Methylene chloride 24–100 — B

Monochloroacetic acid 24 20–100 D

Monochlorobenzene 24 90 D

Monoethanolamine 171 — C

(continued )

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Naphthalene 24 10–100 B

Naphthalene sulfonic acid þ H2SO4 88 — B

Nickel ammonium sulfate 24–100 10 B

Nickel nitrate 24–100 — B

Nickel sulfate 24–100 10–30 B

Nitric acid See Table 8

Nitrobenzene 24–106 — B

Nitrocellulose 24 — A

Nitrochlorobenzene 24 — D

Nitroglycerine 24 — C

Nitrophenol 24 — D

Nitrosyl chloride 24 — B

Nitrosylsulfuric acid 24–80 — B

Nitrotoluene 24 — B

Nitrous acid 24 — D

Oleic acid 24 — D

Oxalic acid 24 20–100 D

Oxalic acid þ 1.5–3% H2SO4 52 20–50 A

Pentachlorethane 80 — B

Perchloroethylene 24 100 B

Persulfuric acid 100 — C

Phenol 24 90 B

Phenolsulfonic acid 24–100 30 B

Phenyl isocyanate 24 — B

Phosgene 24–100 — B

Phosphoric acid 24–93 — B

Phosphorous acid 27 33 A

Phosphorous chloride 24–148 — B

Phosphorous oxychloride 24 — B

Phosphorous pentachloride 24 — A

Phosphorous pentachloride 52–148 — B

Phosphorous tribromide 24 — A

Phosphorous trichloride (dry) 24 10 B

Phthalic anhydride 82 5.25 B

Picric acid 20 25 C

Potassmium aluminum sulfate 26 — A

Potassium bicarbonate 24 10–30 D

Potassium bifluoride 24–80 10 B

Potassium bisulfate 24–100 10 B

Potassium bisulfite 24–100 10–20 C

Potassium bromide 24–100 10–50 B

Potassium carbonate 24 10–50 C

Potassium chlorate 24 10 B

Potassium chlorate 100 10 D

Potassium chloride 8 0.25–8.0 B

Potassium chromate 24–100 10–40 B

Potassium cyanide 24 10–30 D

Potassium dichromate 24–100 10–60 B

Potassium ferricyanide 24–100 10–60 B

Potassium fluoride 24–80 20 B

Potassium hydroxide 24–60 0–50 B

Potassium hypochlorite 24 10 B

Potassium iodate 24–BPc 2–10 B

Potassium iodide 24 30 D

TABLE 57.12. (Continued )
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Chemical Temp. (�C) Concentration (%)b Corrosion Class

Potassium metabisulfite 80 10–30 B

Potassium nitrate 8 0.5–10 B

Potassium permanganate 24 10–40 C

Potassium peroxide 24 10 D

Potassium persulfate 24 10 D

Potassium sulfate 24–100 10–20 B

Potassium sulfite 24 10 B

Propionic acid 24 10–70 D

Pyridine 24–100 10 B

Pyridine sulfate 24 10 B

Pyridine sulfonic acid 24 20 A

Pyrogallic acid 24 — B

Quinine 24–100 — B

Quinine bisulfate 24–100 10 B

Quinine tartrate 24–100 — B

Quinizarin 24–100 — B

Quinoline 24–100 — B

Quinone 24–100 10 B

Saccharin solutions 24–100 — B

Salicylic acid 24–100 — B

Selenious acid þ H2SO4 þ HNO3 93 — A

Silver nitrate 24 10–60 D

Sodium acetate 25 4 B

Sodium acid fluoride 24 10 B

Sodium aluminate 24 10 D

Sodium bicarbonate 24 10 B

Sodium bifluoride 24 — B

Sodium bisulfate 24–100 10–30 B

Sodium bisulfite 24–100 10 B

Sodium carbonate 24 10 B

Sodium carbonate 52 20 D

Sodium chloride 25 0.5–24 A

Sodium chlorite 24 10 B

Sodium chromate 24–100 10 B

Sodium cyanide 24 10 B

Sodium hydrogen fluoride 71 8 B

Sodium hydrosulfite 24 10–20 A

Sodium hydroxide 26 0–30 B

Sodium hypochlorite 24 1 C

Sodium hyposulfite 24 10 B

Sodium nitrate 24 10 D

Sodium nitrite 24–100 10–60 B

Sodium perborate 24 10 D

Sodium percarbonate 24 — D

Sodium peroxide 24 10 D

Sodium persulfate 24 10 B

Sodium phosphate 24–100 10–100 B

Sodium phosphate (tri basic) 24 10–20 D

Sodium silicate 24 — B

Sodium sulfate 24 2–20 A

Sodium sulfide 24–100 10–30 A

Sodium sulfite 24–100 10–30 B

Sodium tartrate 24 — D

Stannic chloride 24 20 D

(continued )

TABLE 57.12. (Continued )
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 D. GALVANIC COUPLING

In acid solutions, iron is anodic to lead; therefore, the

corrosion of iron is accelerated when coupled to lead. In

alkaline solutions, the reverse situation applies and the

corrosion of lead is accelerated by couplingwith iron.Copper

is anodic to lead in strong acid solutions but cathodic in

alkaline solutions.

In the handling of sulfuric acid and sulfates in the chem-

ical industries, it is commonpractice to use Pb–Sb alloyswith

up to 8% Sb in pumps and valves in electrical contact with

sheets and pipes of Te–Pb alloys and chemical lead. Galvanic

action is inconsequential because of the formation of an

insoluble insulating film of lead sulfate.

Serious galvanic corrosion does not occur under seawater

with the use of caulking lead in cast iron pipe joined by bell

and spigot types of joints.

E. MECHANICAL AND METALLURGICAL

FACTORS

The low melting point of lead allows it to recover and

recrystallize at room temperature; therefore, internal stresses

or work hardening may dissipate with time at ordinary

temperatures. In the corrosion environments for which lead

is suited, such factors are usually of minor importance,

however, sustained load can result in continuous slow

Chemical Temp. (�C) Concentration (%)b Corrosion Class

Stannic tetrachloride (dry) 24 100 B

Stannous bisulfate 24–100 10 B

Stannous chloride 24 10–50 D

Succinic acid 24–100 10–50 B

Sulfamic acid 22 3–20 B

Sulfur dioxide 24–204 90 B

Sulfur trioxide 24 90 B

Sulfuric acid See Figure 57.4

Sulfurous acid 60 — A

Sulfuryl chloride 24 — B

Tanning mixtures 21 — B

Tannic acid 24 20–100 D

Tartaric acid 24 30–70 B

Tetraphosphoric acid 24 10–100 D

Thionyl chloride 24–149 — B

Thiophosphoryl chloride 24 — B

Tetrachlorethane 63 — A

Titanium sulfate 24–100 10–30 B

Titanium tetrachloride 24 — B

Toluene 24–100 — A

Toluene-sulfochloride 24 — A

Trichloroethylene 28 — B

Trichloronitromethane 24 — C

Triemanolamine 60 0.4 B

Triphenyl phosphite 28 — A

Turpentine 24 — B

Vinyl chloride 24 10 D

Zinc carbonate 24 — B

Zinc fluosilicate 21 30–36 D

Zinc hydrosulfite 24 — B

Zinc sulfate 35 — B

Zinc chloride 63 25 B

aSee [1].
bThe absence of concentration data is indicated by a dash.
cBoiling point¼BP.
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deformation of lead, continually exposing fresh surfaces. In

this case, the corrosion rate can increase.

High purity lead (99.99%) may be subject to grain growth

at 25�C and all alloys tend to exhibit grain growth at higher

temperatures. One or more of the following elements are

added to lead alloys as stabilizers or grain growth inhibitors:

Cu 0.04–0.08%, Te 0.035–0.05%, Ca 0.02–0.04%. Grain

growth becomes an issue if intergranular corrosion is ex-

pected. This form of corrosion can cause a significant loss in

strength.

F. ATMOSPHERIC CORROSION

Lead has been found to be consistently durable in industrial,

rural, and marine environments. The type of corrosion ex-

hibited in each of these three environments is distinct. In rural

environments, generally free of pollutants, the humidity,

rainfall, and airflow are the only factors influencing corrosion

rate. In marine environments, chlorides are entrained in air

and can exert a strong effect on corrosion. In industrial

environments, sulfur oxide gases and the minerals in solid

emissions can influence corrosion behavior. Despite this,

lead generally gives satisfactory resistance to smoke-laden

air in industrial environments and in ducts for sewer gases.

Corrosion data for both lead and lead-coated steel are given

in this section.

F1. Lead and Lead Alloy Sheet

Inmoist air, a dull oxide filmor patina forms on the surface of

lead. Oxidation generally ceases after 7 days. Several test

programs have generated quantitative corrosion data in

several natural atmospheres as shown in Table 57.13. The

corrosion rates usually decrease with increasing exposure

time, and a conservative estimate would use a linear

corrosion rate over time. One example of the relationship

between corrosion rate and time is shown in Figure 57.6.

TABLE 57.13. Corrosion of Lead in Various Natural Outdoor Atmospheresa

Corrosion Rate

Location Type of Atmosphere Material Duration (years) mdd mpy

Altoona, Pennsylvania Industrial Chem Pb 10 0.23 0.029

Altoona, Pennsylvania Industrial 1% Sb–Pb 10 0.18 0.023

New York Industrial Chem Pb 20 0.12 0.015

New York Industrial 1% Sb–Pb 20 0.10 0.013

Sandy Hook, New Jersey Seacoast Chem Pb 20 0.17 0.021

Sandy Hook, New Jersey Seacoast 1% Sb–Pb 20 0.16 0.020

Key West, Florida Seacoast Chem Pb 10 0.18 0.023

Key West, Florida Seacoast 1% Sb–Pb 10 0.17 0.022

La Jolla, California Seacoast Chem Pb 20 0.16 0.021

La Jolla, California Seacoast 1% Sb–Pb 20 0.18 0.023

State College, Pennsylvania Rural Chem Pb 20 0.10 0.013

State College, Pennsylvania Rural 1% Sb–Pb 20 0.11 0.014

Phoenix, Arizona Semiarid Chem Pb 20 0.03 0.004

Phoenix, Arizona Semiarid 1% Sb–Pb 20 0.09 0.012

Kure Beach, North Carolina 80-ft site East Coast marine Chem Pb 2 0.41 0.052

Kure Beach, North Carolina 80-ft site East Coast marine 6% Sb–Pb 2 0.32 0.041

Newark, New Jersey Industrial Chem Pb 2 0.46 0.058

Newark, New Jersey Industrial 6% Sb–Pb 2 0.33 0.042

Point Reyes, California West Coast marine Chem Pb 2 0.28 0.036

Point Reyes, California West Coast marine 6% Sb–Pb 2 0.20 0.026

State College, Pennsylvania Rural Chem Pb 2 0.43 0.055

State College, Pennsylvania Rural 6% Sb–Pb 2 0.31 0.039

Birmingham, England Urban 99.96% Pb 7 0.29 0.037

Birmingham, England Urban 1.6% Sb–Pb 7 0.03 0.004

Wakefield, England Industrial 99.995% Pb 1 0.58 0.074

Southport, England Marine 99.995% Pb 1 0.55 0.070

Bourneville, England Suburban 99.995% Pb 1 0.61 0.077

Cardington, England Rural 99.995% Pb 1 0.44 0.056

Cristobal CZ Tropical marine Chem Pb 8 0.42 0.053

Miraflores CZ Tropical inland Chem Pb 8 0.24 0.030

aSee [1].
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The Pb–Sb alloys exhibit about the same corrosion rate in

atmospheres as chemical lead; however, the greater hardness

and strength of this alloy make it more desirable for use in

construction applications, especially because of its reduced

tendency to buckle over time.

F2. Lead Coatings

Effects of coating porosity on the different reactions that

occur at the steel–lead interface can result in variability of

corrosion behavior of lead coatings on steel. The corrosion

rates of electrodeposited lead coatings in various atmo-

spheres are given in Figure 57.7. Corrosion rates in indus-

trial environments are much lower than the other environ-

ments. This is the reverse of experience with other metals.

Depositing lead on either nickel or copper-plated steel can

enhance corrosion protection. Many terne (Pb–Sn alloy)

coated fuel tanks use a nickel precoat for this purpose.

Corrosion resistance can be further enhanced by painting,

and this is widely used on terne-coated products.

F3. Installation of Lead Roofing

Design and installation recommendations for lead roofing,

flashing, and waterproofing are available in the literature

from Lead Industries Association, New York, or LDA

International, London. These recommendations provide for

accommodation of mechanical factors and free movement

of metal when thermal contraction and expansion are

anticipated. Patination oil is also available that gives an

immediate uniform color to exposed lead, avoiding tempo-

rary discoloration that can occur while the lead surface

naturally weathers. It is a soybean alkyd resin to which

solvents, a special flatting agent and driers have been added.

The oil covers�60m2/L and will dry to an evenmatte finish

within 1 h.

G. CORROSION OF BURIED
MEDIUM-VOLTAGE POWER CABLE

Medium-voltage (10–50 kV) power cable is customarily

placed in underground service, either directly buried in the

ground or placed in buried ducts. Although almost all new

installations utilize lead-free constructions, there are thou-

sands of kilometers of lead-sheathed cable installed in many

cities worldwide that are now at least 20–70 years old. The

reliability of these cables, which is in many cases related to

the corrosion performance of the lead cable sheathing, is of

increasing concern.

Several types of metallurgical or mechanical degradation

mechanisms found on failed cables, including grain growth

FIGURE 57.6. Relation between corrosion and exposure time for

lead exposed tomarine atmosphere in PanamaCanal zone. (Adapted

from [2].)

FIGURE 57.7. Thickness loss of lead coating versus outdoor exposure. (Adapted from [2].)
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and fatigue, can appear to be corrosion damage and in many

cases combine with corrosion activity to cause cable failure.

In many cases, the only plausible replacement of the failed

lead-sheathed cable is with a similar cable, and therefore it is

essential to determine the cause of failure. The principal

causes of cable failure corrosion are stray-current corrosion

and galvanic corrosion. The causes of stray-current corrosion

are manmade currents picked up by buried structures and can

originate from electrically powered equipment, other power

transmission lines, and nearby cathodic protection (CP) cir-

cuits. In cities, they include street railway systems, where

used, welding equipment, and electroplating shops. The

corrosion is localized at the point of discharge of the stray

current, wherever the resistance is least for return to the power

source. Pits or joined-together pits are observed in the cor-

roded area, but the corroded lead surface is extremely smooth

with almost no corrosion products [3]. In the case of stray-

current corrosion from a CP circuit, the potential of the sheath

is more negative at the point of current pickup and receives

the CP current.When the cable passes near the CP source, the

current leaves the sheath to return to the negative and

the sheath becomes anodic; this is then the site of corrosion.

The products of stray-current corrosion, including oxides,

chlorides, and sulfates of lead, can be carried away from the

immediate reaction site by current flow, resulting in the clean

corroded surfaces that are often observed. Stray-current cor-

rosion can be prevented by reducing the electrical resistance

of the offending structure or system, including the mainte-

nance of good connections. Stray currents can also be passed

from pipelines or other structures operating near high-voltage

cables that cause inductive coupling; the currents produced

can then be passed to nearly medium-voltage cables [3].

Galvanic corrosion of lead-sheathed cable can occurwhen

it is grounded to a dissimilar metal structure, generally of

considerable length. One example is near power stations that

use large amounts of copper for grounding. Another is in

connection with rusty water pipes; lead is normally cathodic

to clean steel but anodic to the oxides comprising rust.

Cathodic corrosion is encountered with lead-sheathed

cable buried in soils containing alkali salts. In this case, lead

is not removed directly by electric current but dissolved by

the secondary action of the alkali produced by the current.

Hydrogen ions are attracted to the metal, lose their charge,

and are liberated as hydrogen gas. This results in a decrease in

the hydrogen ion concentration, and the solution becomes

alkaline [4]. This can be observedwhen a power cable passes

between a structure protected byCPand the ground bed of the

CP system.Lead becomes very cathodic in close proximity to

the DC return, producing a final corrosion product usually

consisting of bright orange lead PbO and lead–sodium

carbonate.

Because of the nature of their installation, differential

aeration corrosion is also common on cable sheaths, but the

rate of corrosion is generally rather slow because of the

strong tendency of the protective film formation described

earlier.

H. PROTECTION MEASURES

The corrosion rate of lead can be reduced by factors that help

create or strengthen its protective film. Therefore, the life of

lead-protected equipment can be extended, for example, by

washing it with film-forming aqueous solutions containing

sulfates, carbonates, or silicates. This procedure is suggested

for protecting lead when it will be in contact with corrosives

that do not form protective films. In water systems, the

presence of organic acids whose lead salts are soluble can

promote corrosion. In this case, film-forming lime or sodium

silicate can be added to the water to lower corrosion rate. A

pH 8–9 can be applied. This treatment is also useful to reduce

release of lead from solder in copper pipe.

When Portland cement is cast over a lead surface, the free

alkali can cause a slow corrosive attack. This can be avoided

by use of a suitable underlay such as tar, asphalt, bituminous

paint, or awaterproofmembrane. After 1 year the free lime in

the concrete is usually sufficiently carbonated to eliminate

problems; however, continued seepage of water may be a

source of long-time corrosion.

In chemical process equipment, the use of acid brick

linings will prevent erosion effects and can lower the lead

temperature, hereby reducing buckling. Use of automatic

steam pressure regulation is recommended for lead coils.

This allows for gradual rather than sudden introduction of

steam. Similarly, avoiding use of quick shutting valves will

prevent failure from water hammering.

When appropriate, galvanic contact between lead and

other metals should be prevented by electrical insulation

between the metals.

I. LEAD ALLOYS

I1. Lead–Antimony (Pb–Sb)

Antimony is added at levels between 1 and 13% to give

greater strength, hardness, and resistance to fatigue. Cast

alloys are generally harder man rolled alloys. For sheet and

pipe a 6% Sb alloy is frequently employed for its higher

strength. Other applications of lead alloys are shown in

Table 57.14. The Pb–Sb alloys are usually not used

> 95–120�C. Overaging, resulting in loss of properties, can

occur at prolonged high temperatures. At compositions

> 13% Sb, the alloys become too brittle for engineering

uses. The tensile strength of Pb–Sb alloys varies from

17.2MPa (2500 psi) for pure lead to 50MPa (7280 psi) for

the 13% Sb alloy. At the same time, elongation decreases

from45 to 10%,while hardness increases from4 to 15.2BHN

(Brinell hardness number).
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I2. Lead–Tin (Pb–Sn)

The most popular uses of Pb–Sn alloys are solder and terne

plate. Solders can contain between 50 and 95% Sn while

terne coatings for steel sheet contain between 3 and 15% Sn.

The Pb–Sn alloys have much lower densities and melting

points man pure Pb, however, the alloys primarily used for

corrosion resistance are low in Sn such as the terne compo-

sition. Anodes of 7% Sn are used in chromium plating

operations. Ternary Pb–Sn–Sb alloy can have very low

coefficients of friction and have high strength. Such alloys

are used in special situations such as steam spargers in

chemical reactors.

I3. Lead–Calcium (Pb–Ca)

Additions of small amounts of Ca (0.03–0.1% and Sn up to

1.5%) creates alloys with significantly improved mechanical

properties and that age harden at room temperature.Moreover

these alloys exhibit superior corrosion resistance to Pb–Sb

alloys inmany applications.Mechanical properties depend on

both composition and processing. For example, a 6.4-mm

(0.25-in.) section of an air-cooled static cast 0.07% Ca fully

aged within 60 days of casting had a breaking strength of

37.9MPa (5500 psi). The addition of 0.06% Sn increased

strength to 51.7MPa (7500 psi). A 1% Sn level resulted in a

strength of 58.6MPa (8500 psi). Wrought Pb–Ca–Sn alloys

have improved properties with breaking strengths between

27.5 and 75.8MPa (4000 and 11,000 psi). However, a fine

grain structure is required, necessitating proper processing.

The high corrosion resistance of these alloys is related to their

fine grain size. The Pb–Ca alloys with or without Sn are used

for battery grids, anodes, and roofing materials.

I4. Lead–Tellurium (Pb–Te)

Additions of 0.04–0.05% Te to chemical lead containing

0.04–0.08% Cu increases corrosion resistance in several

environments. These alloys have a refined grain size and

exhibit work hardenability, making them useful for steam

heating coil applications. The Cu-free alloys have an opti-

mum Te composition of above 0.1%. Such alloys are less

resistant to corrosion in some solutions such as low-strength

sulfuric acid.

I5. Lead–Silver (Pb–Ag)

The addition of 1% Ag to Pb gives an insoluble anode that

exhibits very good corrosion resistance over a wide range of

current densities. It is used for production of electrolytic zinc

from strong sulfate solutions. Additions of 1% As further

increase corrosion resistance, allowing use as an insoluble

anode for electrowinning ofmanganese. The Pb–l%Ag alloy

has also given good service in the cathodic protection of

ships. The Pb–2.3% Ag alloy has been used as a soft solder;

however, unsheltered atmospheric corrosion results in

poor performance. Alloys with< 1% Ag (0.002–0.2%) have

a higher corrosion resistance than pure lead in certain

environments.

I6. Lead–Arsenic (Pb–As)

Arsenic is generally added to Pb–Sb alloys to accelerate age

hardening. It also increases resistance to bending and creep of

electric power cable sheathing alloys that are exposed to

vibration. The most widely used alloy of this type is

Pb–0.15% As–0.1% Sn–0.1% Bi.

I7. Lead–Copper (Pb–Cu) and Other Alloys

The Cu additions to Pb are limited to the ranges shown in

commercial lead, up to 0.08%. Over this range Cu does not

increase the corrosion resistance of lead. Additions of Ag

increase corrosion resistance as noted above. Other alloying

elements that have been tested for corrosion resistance in lead

include Ba, Ca, Co, Au, Li, Mg, Ni, Pa, Pt, Na, Tl, and Zn.

Anodesmade ofNi andTl showgood performance in sulfuric

acid solutions and have been adopted for electrolytic refining

in some cases. Ni can be added to lead in small quantities to

improve wettability of the steel during lead coating.
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TABLE 57.14. Use of Pb–Sb Alloysa

Sb (wt%) Use

1 Electric cable sheathing

2–4 Storage battery connectors and parts

6 Roofing and chemical industry

9 Storage battery grids

6–8 Lead pumps, valves, coatings

15 ( þ 5 Sn) Type metal, bearing metal

15–17 ( þ 1 Sn, 1 As) Bearing metal

aSee [5].
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A. PRODUCTION AND FABRICATION

OF MAGNESIUM

The perception ofmagnesium as a rapidly corrodingmaterial

has been a major obstacle to its growth in structural applica-

tions despite its other obviously desirable physical proper-

ties. In fact, under normal environmental conditions, the

corrosion resistance of magnesium alloys is comparable or

better than that ofmild steel. It has been the uneducated use of

magnesium in wet, salt-laden environments that has given

rise to its poor corrosion reputation. Corrosion due to poor

design, flux inclusions, surface contamination, galvanic

couples, and incorrectly applied or inadequate surface pro-

tection schemes are all avoidable and applicable not only to

magnesium but to many other metals as well.

Designers and engineers in the magnesium industry have

established the correct use of magnesium in corrosive en-

vironments and, over the past 30 years, have developed

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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methods to improve the corrosion resistance of magnesium

alloys by modifying alloy chemistry and improving surface

protection technologies [1].

A1. Physical, Chemical, and Electrochemical

Properties

Magnesium is silvery white in approach. It is a divalent

metal. The atomic mass is 24.32 and the specific gravity of

the pure metal is 1.738 at 20�C (68�F). The structure is

closed-packed hexagonal. The lattice structure ofmagnesium

has c/a¼ 1.624 and atomic diameter (0.320 nm) is such that it

enjoys favorable size factors with a diverse range of solute

elements. The melting point is 649.5�C and the boiling point

is 1107�C. The specific heat at 20�C is 1.030 kJ/kg�C and the

thermal conductivity at 20�C is f157.5W/m�C. The electro-
chemical equivalent is 0.126mg/�C or 12.16 g/Faraday. The

standard electrode potential is

E
�
Mg2þ =Mg

¼ �2:37 V

Magnesium alloys are used in the aircraft and guided

weapons industries and in automotive construction because

of their light weight and high strength/weight ratio. New

applications are emerging because of required properties,

such as high stiffness/weight ratio, ease of machinability,

high damping capacity, and casting qualities. Magnesium is

used as a canning material for uranium in gas-cooled reac-

tors. Magnesium and its alloys can be used as sacrificial

anodes for cathodic protection. Magnesium is itself used for

alloying with other metals for different applications.

The corrosion resistance of magnesium and its alloys is

dependent on film formation in the medium towhich they are

exposed. The rate of formation, dissolution, or chemical

change of the film varies with the medium and also with the

metallic alloying agents, which are impurities present in the

magnesium [2].

A2. Magnesium Alloys

Cast magnesium alloys have always predominated over

wrought alloys, particularly in Europe, where, traditionally,

cast alloys have comprised 85–90% of all magnesium pro-

ducts. The earliest commercially used alloying elements

were aluminum, zinc, and manganese, and the Mg–Al–Zn

system remains the most widely used for castings. Alumi-

num, zinc, cerium, yttrium, silver, thorium, and zirconium

are examples of widely differing metals that may be present

in commercial magnesium alloys. Apart from magnesium

and cadmium, which form a continuous series of solid

solutions, the magnesium-rich sections of binary phase dia-

grams show peritectic or, more commonly, eutectic systems.

Solubility data for binary magnesium alloys are given in

Table 58.1; the first 10 elements are those used in commer-

cially available alloys.

Although early Mg–Al–Zn castings suffered severe cor-

rosion in wet or moist conditions, the corrosion performance

was significantly improved as a result of the discovery, in

1925, that small additions (0.2%) of manganese gave in-

creased resistance. With this element, iron and certain other

heavy metal impurities formed relatively harmless interme-

tallic compounds, some of which separate out during melt-

ing. In this regard, the classic work by Hanawalt et al. [5]

showed that the corrosion rate increased abruptly once

tolerance limits were exceeded; these tolerance limits are

5, 170, and 1300 ppm for nickel, irons, and copper, respec-

tively. The corrosion rate of pure magnesium as a function of

iron content is shown in Figure 58.1, which clearly illustrates

the tolerance limit for iron.

Another problem with earlier magnesium alloy castings

was that grain size tended to be large and variable, often

resulting in poor mechanical properties, microporosity, and,

in wrought products, excessive directionality of properties.

Values of proof stress also tended to be low relative to tensile

strength.

TABLE 58.1. Solubility Data for Binary Magnesium Alloysa

Solid Solubility

Element at % wt % Systemb

Lithium 17.00 5.50 Eutectic

Aluminum 11.80 12.70 Eutectic

Silver 3.80 15.00 Eutectic

Yttrium 3.75 12.50 Eutectic

Zinc 2.40 6.20 Eutectic

Neodymium � 1.00 � 3.00 Eutectic

Zirconium 1.00 3.80 Peritectic

Manganese 1.00 2.20 Peritectic

Thorium 0.52 4.75 Eutectic

Cerium 0.10 0.50 Eutectic

Cadmium 100.00 100.00 Complete SS

Indium 19.40 53.20 Peritectic

Thallium 15.40 60.50 Eutectic

Scandium � 15.00 � 24.50 Peritectic

Lead 7.75 41.90 Eutectic

Thulium 6.30 31.80 Eutectic

Terbium 4.60 24.00 Eutectic

Tin 3.35 14.50 Eutectic

Gallium 3.10 8.40 Eutectic

Ytterbium 1.20 8.00 Eutectic

Bismuth 1.10 8.90 Eutectic

Calcium 0.82 1.35 Eutectic

Samarium � 1.00 � 6.40 Eutectic

Gold 0.10 0.80 Eutectic

Titanium 0.10 0.20 Peritectic

a
Reproduced with permission [3, 4], ASM International.

bSolid solubility¼ SS.
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In 1937, it was discovered that zirconium had an intense

grain refining effect onmagnesium. The lattice parameters of

zirconium are very close to those of magnesium. Paradox-

ically, zirconium could not be used in most existing alloys at

that time because it was removed from solid solution owing

to the formation of stable compounds with aluminum and

manganese. This problem led to the evolution of a completely

new series of cast and wrought zirconium-containing alloys

with much improved mechanical properties at both room

and elevated temperatures. Alloys containing zirconium

as a grain-refining agent have the iron content reduced to

�0.004% because impurities separate during the alloying

procedure. These alloys are nowwidely used in the aerospace

industries.

A3. Alloy Designations and Tempers

A3.1. Cast Alloys. Two major cast alloy magnesium sys-

tems are available to the designer. The first system includes

alloys containing 2–10% Al, combined with minor additions

of zinc and manganese. These alloys are widely available at

moderate cost, and their mechanical properties are satisfac-

tory from 95 to 120�C (200 to 250�F). At higher tempera-

tures, the properties deteriorate. The second system consists

of magnesium alloyed with various elements (rare earths,

zinc, thorium, silver, etc.) except aluminum, all containing a

small but important zirconium content that imparts a fine

grain structure that improves mechanical properties. These

alloys generally possess much better elevated temperature

properties, but their more costly elemental additions, com-

bined with the specialized manufacturing technology re-

quired, result in significantly higher costs. Many of the

casting alloys are given simple heat treatments to improve

their properties, while thewrought alloys can be obtained in a

number of tempers [6].

An international code for designating magnesium alloys

does not exist, although there has been a tendency toward

adopting the method used by the American Society for

Testing and Materials (ASTM) B275-94 [7–9]. In this sys-

tem, the first two letters indicate the principal alloying

elements according to the following code: A aluminum, B

bismuth, C copper, D cadmium, E rare earths, F iron, H

thorium, K zirconium, L lithium, M manganese, N nickel, P

lead, Q silver, R chromium, S silicon, T tin, W yttrium, Y

antimony, andZ zinc. The letter corresponding to the element

present in greater quantity in the alloy is used first; if they are

equal in quantity the letters are listed alphabetically. Letters

are followed by numbers that represent the nominal compo-

sitions of these principal alloying elements inweight percent,

rounded off to the nearest whole number, (e.g., AZ91 in-

dicates the alloy Mg–9Al–1Zn), the actual composition

ranges being 8.3–9.7% Al and 0.4–1.0% Zn. Suffix letters

A, B, C are chronologically assigned and usually refer to

purity improvement. The X is reserved for experimental

alloys. For heat-treated or work-hardened conditions, the

designations are specified by the same system as that used for

aluminum alloys [8]. Commonly used tempers are T5, alloys

artificially aged after casting; T6, alloys solution treated,

quenched, and artificially aged; and T7, alloys solution

treated and stabilized [10].

Because of the particularly high solid solubility of yttrium

in magnesium (12.5% max) and the amenability of Mg–Y

alloys to age hardening, a series of Mg–Y–Nd–Zr alloys has

been produced, which combine high strength at ambient

temperatures with good creep resistance at temperatures up

to 300�C [11, 12]. The heat-treated alloys have a resistance to

corrosion, which is superior to that of other high-temperature

magnesium alloys and comparable to many aluminum-based

casting alloys [13, 14]. Since pure yttrium is expensive and

difficult to alloy with magnesium because of its high melting

point (1500�C) and its strong affinity for oxygen, a cheaper

yttrium-containing (�75% Y) mischmetal together with

heavy rare earth metals such as gadolinium and erbium could

be substituted for pure yttrium (Table 58.2) [15].

A3.2. Wrought Alloys. Wrought materials are produced

mainly by extrusion, rolling, and press forging at tempera-

tures in the range 300–500�C. As with cast alloys, the

wrought alloys may be divided into two groups according

to whether or not they contain zirconium (Table 58.3).

Specific alloys have been developed that are suitable for

wrought products,most ofwhich fall into the same categories

as the casting alloy already [9]. Examples of sheet and plate

alloys areAZ31 (Mg–3Al–1Zn–0.3Mn),which are themost

widely used because they offers a good combination of

strength, ductility, and corrosion resistance, and thorium-

containing alloys such as HM21 (Mg–2 Th–0.6 Mn), which

FIGURE 58.1. Effect of iron on corrosion of pure magnesium;

alternate immersion test in 3% NaCl [5].

PRODUCTION AND FABRICATION OF MAGNESIUM 811



 

TABLE 58.2. Nominal Composition, Typical Tensile Properties, and Characteristics of Selected Magnesium Casting Alloysa

Nominal Composition, wt % Tensile Properties

Rare Earthb

ASTM

Designation

British

Designation Al Zn Mn Si Cu Zr MM Nd Th Y Ag Condition

0.2%

Proof

Stress

(Mn/m2)

Tensile

Strength

(Mn/m2)

Elb

(%) Characteristics

AZ63 6 3 0.3 As sand cast 75 180 4 Good room

temperatureT6 110 230 3

strength and

ductility

AZ81 A8 8 0.5 0.3 As sand cast 80 140 3 Tough, leak tight

casting withT4 80 220 5

0.0015% Be used

for pressure die

casting

AZ91 AZ91 9.5 0.5 0.3 As sand cast 95 135 2 General purpose

T4 80 230 4 alloy used for

sand andT6 120 200 3

As chill cast 100 170 2 die casting

T4 80 215 5

T6 120 215 2

AM50 5 0.3 As die cast 125 200 7 High pressure die

castings

AM20 2 0.5 As die cast 105 135 10c Good ductility and

impact strength

AS41 4 0.3 1 As die cast 135 225 4.5c Good creep

properties up

to 150�C

AS21 2 0.4 1 As die cast 110 170 4c Good creep

properties up

to 150�C

ZK51 ZSZ 4.5 0.7 T5 140 235 5 Sand castings, good

room temp,

strength and

ductility

ZK61 6 0.7 T5 175 275 5 As for ZK51

8
1
2



 

ZE41 RZ5 4.2 0.7 1.3 T5 135 180 2 Sand castings, good

room temp.

strength and

castability

ZC63 ZC63 6 0.5 3 T6 145 240 5 Pressure tight

castings, good

elevated temp.,

strength, weldable

EZ33 ZREI 2.7 0.7 3.2 Sand cast 95 140 3 Good castability,

T5 100 155 3 pressure tight,

weldable, creep

Chill cast resistant up to

T5 250�C

HK31 MTZ 0.7 3.2 Sand cast (T6) 90 185 4 Sand casting, good

castability,

weldable, creep

resistant up to

350�C

HZ32 ZTI 2.2 0.7 3.2 Sand or chill

cast (T5)

90 185 4 As for HK31

QE22 MSR 0.7 2.5 2.5 Sand or chill

cast (T6)

185 240 2 Pressure tight,

weldable, high

proof stress up to

250�C

QH21 QH21 0.7 1 1 2.5 As sand cast

(T6)

185 240 2 Pressure tight,

weldable, good

creep resistance

and proof stress

up to 300�C

WE54 WE64 0.5 3.25d 5.1 T6 200 285 4c High strength at

room and elevated

WE54 WE43 0.5 3.25d 4 T6 190 250 7c temp, good

corrosion

resistance,

weldable

aReproduced with permission from [15], Institute of Materials, London, UK.
bMischmetal¼MM; El¼ elongation.
cValues quoted for tensile properties are for separately cast test bars and may not be realized in certain parts of castings.
dContains some heavy metal rare earth elements.
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show good creep resistance at temperatures of up to 350�C.
Magnesium alloys can be extruded at temperatures> 250�C
into either solid or hollow sections at speeds that depend on

alloy content. Higher strength alloys such as AZ81 (Mg– 8

Al–1 Zn–0.7 Mn), ZK 61 (Mg–6 Zn–0.7 Zr), and the more

recent compositionZCM711 (Mg–6.5Zn–1.25Cu–0.75Mn)

all have strength/weight ratios comparable to those of

the strongest wrought aluminum alloys. The alloy ZM21

TABLE 58.3. Nominal Composition, Typical Tensile Properties, and Characteristics of Selected Magnesium Casting Alloysa

Nominal Composition, wt % Tensile Properties

ASTM

Designation

British

Designation Al Zn Mn Zr Th Cu Li Condition

0.2% Proof

Stress

(Mn/m2)

Tensile

Strength

(Mn/m2)

El

(%) Characteristics

MI AM503 1.5 Sheet, plate/F 70 200 4 Low- to medium-

Extrusions/F 130 230 4 strength alloy,

Forgings/F 105 200 4 weldable,

corrosion resistant

AZ31 AZ31 3 1 0.3 Sheet, plate/O 120 240 11 Medium-strength

alloy, weldable,

0.2b Sheet, 160 250 6 good formability

plate/H24 130 230 4

Extrusions/F 105 200 4

Forgings/F

AZ61 AZM 6.5 1 0.3 Extrusions/F 180 260 7 High-strength alloy,

0.15b Forgings/F 160 275 7 weldable

AZ80 AZ80 8.5 0.5 0.2 Forgings/T6 200 290 6 High-strength alloy

0.12b

ZM21 ZM21 2 1 Sheet, plate/O 120 240 11 Medium-strength

alloy, good

Sheet, 165 250 6 formability, good

damping capacityPlate/H24 155 235 8

Extrusions/F 125 200 9

Forgings/F

ZMC711 6.5 0.75 1.25 Extrusions/T6 300 325 3 High-strength alloy

LA 141 1.2 0.15b 14 Sheet, plate/T7 95 115 10 Ultralight weight

(specific gravity

1.35)

ZK31 ZW3 3 0.6 Extrusions/T5 210 295 8 High-strength alloy,

Forgings/T5 205 290 7 some weldability

ZK61 6 0.8 Extrusions/F 210 285 6 High-strength alloy

Extrusions/T5 240 305 4

Forgings/T5 160 275 7

HK31 0.7 3.2 Sheet, 170 230 4 High creep

resistance

Plate/H24 180 255 4 up to 350�C,
short time

Extrusions/T5

HM21 0.8 2 Sheet, plate/T8 135 215 6 High creep

resistance

Sheet, plate/T81 180 255 4 up to 350�C,
short time

Forgings/T5 175 255 3 exposure up to

425�C weldable

HZ11 ZTY 0.6 0.6 0.8 Extrusions/F 120 215 7 Creep resistance

up to 350�C,
Forgings/F 130 230 6 weldable

aReproduced with permission from [15], Institute of Materials, London, UK.
bMinimum.
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(Mg–2 Zn–1Mn) can be extruded at high speeds and is the

lowest cost magnesium extrusion alloy available. Again,

thorium-containing alloys, such as HM31 (Mg–3 Th– l Mn),

show the optimal elevated temperature properties. Magne-

sium forgings are less common and are almost always press

formed rather than hammer forged.

B. CORROSION FORMS AND TYPES

B1. General Corrosion and Passivation

Magnesium exposed to air is covered by a gray oxide film,

which protects the metal from further oxidation. Magnesium

can be heated in air to the melting point without burning.

However, the fine divided metal reacts vigorously by heating

or by contact with water or humid atmospheres. The evolved

hydrogen from this reaction can result in an explosive

mixture.

In aqueous solutions, magnesium dissociates by electro-

chemical reaction with water to produce a crystalline film of

magnesium hydroxide, Mg(OH)2 [16], and hydrogen gas, a

mechanism, which is highly insensitive to the oxygen con-

centration [17]. Subsequently, all that is needed for rapid

corrosion are sites of easy hydrogen discharge [18]. The

probable primary overall corrosion reaction for magnesium

in aqueous solutions is

MgðsÞþ 2H2Oð‘ÞYMgðOHÞ2ðsÞþH2ðgÞ

This overall reaction can be described in terms of anodic and

cathodic reactions as follows:

Anodic Reaction : MgYMg2þ þ 2e

ðdissolution of MgÞ

and/or

MgðsÞþ 2ðOHÞ� YMgðOHÞ2ðsÞþ 2e�

Cathodic Reaction : 2Hþ þ 2e� YH2ðgÞ
ðevolution of hydrogen gasÞ

A subsequent reaction giving OH� ions can occur and/or

2H2Oþ 2e� YH2ðgÞþ 2ðOHÞ�

Ingeneral, themagnesiumcorrosionproducts resulting from the

anodic reaction depend on the environment and may include

carbonate, hydroxide, sulfite, and/or sulfate compounds.

The hydroxide film, brucite, has a hexagonal crystalline

structure that is layered, alternating between Mg and hy-

droxide ions, facilitating easy basal cleavage. Cracking and

curling of the film have been noted though it is not clear

whether it is from the properties of the filmor the evolution of

hydrogen gas. The Pilling/Bedworth ratio for Mg(OH)2 is

1.77, which indicates a resistant film in compression. A

combination of internal stresses and easy basal cleavage

may account for a portion of the cracking and curling of the

film. Thus, the structure of the corrosion product directly

influences the corrosion behavior of the base metal [19].

Magnesium may form a surface film, which protects it in

alkaline environments, and poorly buffered environments

where the surface pH can increase. Passivity ofmagnesium is

destroyed by several anions, including chloride, sulfate, and

nitrate. Alloying affects the nature of this film, but these

effects are poorly understood. The corrosion of magnesium

and its alloys is strongly dependent on the absence of

impurity elements, some of which have well-defined toler-

ance levels above which corrosion resistance drops dramat-

ically. For conventional magnesium alloys, these tolerance

limits must be observed even if extensive surface treatments

are applied [20].

The Pourbaix (potential–pH) diagram [21] shows possible

protection ofmagnesium at high pH values, whichmay result

from Mg(OH)2 formation during the corrosion reaction.

Perrault [22] considered the formation of MgH2 and Mgþ

and assumed that thermodynamic equilibrium cannot exist

for a magnesium electrode in contact with aqueous solutions.

Such equilibrium is, however, possible if the hydrogen over-

potential is about 1V and the pH is > 5. The following

reactions are considered in the E–pH diagram (Fig. 58.2):

2Hþ þ 2e� !H2 ð58:1Þ
MgH2 !Mg2þ þH2 þ 2e� ð58:2Þ

MgH2 þ 2OH� !MgðOHÞ2 þH2 þ 2e� ð58:3Þ
Mg2þ þ 2OH� !MgðOHÞ2 ð58:4Þ

Mgþ !Mg2þ þ e� ð58:5Þ
Mgþ þ 2OH� !MgðOHÞ2 þ 1e� ð58:6Þ
Mgþ þ 2H2O!MgðOHÞ2 þ 2Hþ þ e�

MgH2 !Mgþ þH2 þ e� ð58:7Þ

Although magnesium has a standard electrode potential at

25�C of � 2.37V, its corrosion potential is more negative

than � 1.5V in dilute chloride solution or a neutral solution

with respect to the standard hydrogen electrode due to the

polarization of the formed film of Mg(OH)2. The oxide film

onmagnesium offers considerable surface protection in rural

and some industrial environments, and the corrosion rate of

magnesium lies between that of aluminum and that of low-

carbon steels (Table 58.4).

In natural atmospheres, the corrosion of magnesium can

be localized. The conductivity, ionic species, temperature of

the electrolyte, alloy composition and homogeneity,
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differential aeration, and so on influence the corrosion

morphology.

B1.1. Corrosion Prevention. Effective corrosion preven-

tion for magnesium components and assemblies begins at

the design stage. General corrosion attack in saltwater ex-

posures can be minimized through the selection of high-

purity magnesium alloys cast without introducing heavy

metal contaminants and flux inclusions

B2. Galvanic Corrosion

For continuous outdoor use, where magnesium assemblies

may be wet or subjected to salt splash or spray, precautions

against galvanic attack must be taken. Although corrosive

attack from any source can jeopardize the satisfactory per-

formance of magnesium components, attack resulting from

galvanic corrosion is probably the most detrimental.

Because magnesium is anodic (or sacrificial) to all other

engineering metals, the severe corrosive attack that often

occurs with magnesium assemblies in saltwater environ-

ments has long been a deterrent to the use of magnesium

alloys in structural applications.

Galvanic corrosion of magnesium alloys can generally be

attributed to two basic causes: (1) poor alloy quality due to

excessive levels of heavymetal or flux contamination and (2)

poor design and assembly practices, which can result in

severe galvanic corrosion attack.

With the recent development of fluxless melt protection

and new high-purity alloys, such as AZ91D, AZ91E,

AM60B, and others, a renewed interest in magnesium has

developed due to the improved corrosion resistance of these

alloys. The new alloys offer no defense against galvanic

corrosion attack; however, their improved performance in

assemblies can only be realized if proper measures are taken

to control the potential for galvanic attack through careful

design, selection of compatible materials, and the selective

use of coatings, sealants, and insulating materials. The

severity of galvanic activity is determined by the galvanic

current which flows in the completed circuit. This can be

expressed as follows:

I ¼ Ek � Ea

Rm

þRe

� �

where Ek and Ea are the polarized measured potentials of the

cathode and anode, respectively, and Rm and Re are the

resistance of the metal-to-metal contact and the electrolyte

portions of the circuit, respectively. The electrochemical

reactions are

Anode reaction : MgðmetalÞ!Mg2þ þ 2e� ð58:8Þ
Cathode reaction : 2H2Oþ 2e�!H2 þ 2OH� ð58:9Þ

In many practical applications, Rm is negligibly small due

to mechanical, electrical, or cost requirements, and Re

(the electrolyte resistance) becomes the controlling factor

in the circuit resistance. If the environment is rich in marine

mists or deicing salts, the use of drain holes and sealants can

help control corrosion by forcing the galvanic current in the

electrolyte to flow through a thin and, therefore, highly

resistive film (maximizing Re). In practice, this limits the

galvanic activity to an area �3.2–6.4mm (1
8
-- 1
4
in.) wide on

either side of the magnesium–cathode interface. The mag-

nesium alloy can still suffer severely; however, the cathode

does not polarize sufficiently to reduce or eliminate the

effective potential difference (Ek � Ea) [24].

The degree to which the corrosion of magnesium is

accelerated by the galvanic couple in a given environment

(i.e., a given Re) depends in part on the relative positions of

FIGURE 58.2. Equilibria of Mg–H2O system in presence of H2 at

25�C.

TABLE 58.4. Results of 2.5-Year Exposure Tests on

Sheet Alloysa

Material

Corrosion

Rate (mm/year)

Loss of Tensile

Strength after

2–5 years (%)

Marine Atmosphere

Aluminum alloy 2024 2.0 2.5

Magnesium alloy AZ31 18.0 7.4

Low-carbon steel (0.27%C) 150.0 75.4

Industrial Atmosphere

Aluminum alloy 2024 2.0 1.5

Magnesium alloy AZ31 27.7 11.2

Low-carbon steel (0.27%C) 25.4 11.9

Rural Atmosphere

Aluminum alloy 2024 0.1 0.4

Magnesium alloy AZ31 13.0 5.9

Low-carbon steel (0.27%C) 15.0 7.5

aReproduced with permission from [23].
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the two metals in the electrochemical series. Equally impor-

tant, the polarization that reduces the potential difference of

the couple as the galvanic current develops. Because mag-

nesium shows little, if any, anodic polarization in saltwater

exposures, the reduction of the potential difference in the

galvanic cell typically results from polarization of the cath-

ode,wherewater is reduced to hydrogen gas and hydroxyl ion

[Eq. 58.9]. Some metals, such as iron, nickel, and copper,

serve as efficient cathodes in what is thought to be the

stepwise process of accepting and reducing hydrogen ion

to an atomic form (H) where it then combines to form the

evolved hydrogen gas (H2). These metals have a low hydro-

gen overvoltage and can consequently cause severe galvanic

corrosion of magnesium. Other metals, such as aluminum,

zinc, cadmium, and tin, while equally cathodic tomagnesium

in some environments, serve as much less effective cathodes

due to their tendency to inhibit the combination of atomic

hydrogen on surfaces to form the hydrogen gas that evolves.

Data on galvanic corrosion of magnesium alloys were

compiled in tests at Kure Beach, NC, in which sheets of

dissimilar metals were fastened to panels of AZ31B and

AZ61A. The dissimilar metals were divided into five groups

(Table 58.5), ranging from the recommended Group 1 to

Group 5, metals in Group 5 caused severe galvanic corrosion

of magnesium alloys.

Aluminum alloys containing small percentages of copper

(7000 and 2000 series and 380 die-casting alloy) may cause

serious galvanic corrosion of magnesium in saline environ-

ments. Very pure aluminum is quite compatible, acting as a

polarizable cathode; but when iron content exceeds 200 ppm,

cathodic activity becomes significant (apparently because of

the depolarizing effect of the intermetallic compoundFeAl3),

and galvanic attack of magnesium increases rapidly with

increasing iron content. The effect of iron is diminished by

the presence of magnesium in the alloy. This agrees with the

relatively compatible behavior of aluminum alloys 5052,

5056, and 6061 shown in Table 58.6 [23].

The corrosion of magnesium being largely cathodically

controlled, the polarization characteristics of the coupled

cathodewill largely control the galvanic corrosion. In a highly

conducting medium, such as 3% NaCl, most metals will not

polarize to the magnesium potential until a relatively high

current density is reached. In contact withmetals such as steel

or nickel, very high corrosion currents are obtained in most

TABLE 58.5. Relative Effects of Various Metals on Galvanic Corrosion of Magnesium Alloys AZ31B and AZ61A

Exposed at the 24.4- and 244-m (80- and 800-ft) Stations, Kure Beach, NCa

Group 1 (Least Effect) Group 2 Group 3 Group 4 Group 5 (Greatest Effect)

Al alloy 5052 Al alloy 6063 AlClad alloy 2024 Zn-plated steel Low-carbon steel

Al alloy 5056 AlClad alloy 7075 Al alloy 2017 Cd-plated steel Stainless steel

Al alloy 6061 Al alloy 3003 Al alloy 2024 Monel, titanium

Al alloy 7075 Zinc Lead, copper Brass

aSee [18].

TABLE 58.6. Corrosion of Mg 6% Al–3% Zn 0.2% Mn Alloy Galvanically Connected to Other Metals in Various Mediaa

Corrosion Rate (mdd)

3% NaCl Midland Tap Water Distilled Water

Separation

Dissimilar Metal Close Contact 0.35 cm 2.0 cm 10 cm 0.35 cm 0.35 cm

Steel 23,400 25,500 8300 3900 300 18

Aluminum alloys 2024 12,800 25,700 6800 3200 90 6

Nickel 18,800 22,400 6600 210 19

Aluminum alloys 1100 14,500 15,600 4100 40 4

Copper 8500 8200 3700 90 15

Brass 7100 4000 2500 1700 60 14

Aluminum alloys 5056 1900 10 3

Cd-plated steel 5200 2200 1000 40 14

Zinc 6200 1300 900 700 30 8

Mg–l.5%Mn 50 2 3

Mg–6% Al–3% Zn–0.2% Mn 200 7 3

Size of specimen 4� 1.3� 0.2 cm (1.5� 0.5� 0.079 in.) Temperature Room

Relative areas 1:1 (mounted face to face). Aeration Nat. convect

Surface preparation Aloxite 150 ground Volume of testing solution 100mL

Velocity Quiescent

Duration of test: 3% NaCl, 3 h; midland tap water, 24 h; distilled water, 4 days.

aSee [2].
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highly conductingmedia. An exception is theAl–5%Mg rivet

alloy that normally polarizes at a very low current density.

The conductivity and composition of themedium inwhich

a couple is immersed are controlling factors in the rate of

galvanic corrosion. Equal areas of various cathodic materials

and amagnesium alloy were tested by continuous immersion

in 3% NaCl, Midland tap water containing approximately

70 ppm chloride, and in distilled water (Table 58.6).

All commonly used metals cause galvanic corrosion of

magnesium in a strong chloride electrolyte. Cadmium or zinc

plating of the more cathodic metals, such as iron or steel,

reduces the galvanic corrosion to one tenth the rate; a

reduction in the conductivity, for example, a change from

3% NaCl to tap water, causes an even greater reduction in

galvanic corrosion rate.

Under conditions where the corrosion product is not

continuously removed or under conditions of high cathodic

current density where the surroundingsmay become strong-

ly alkaline, both the magnesium and an amphoteric con-

tacting metal such as aluminum may suffer severe attack.

Aluminum alloys containing appreciable magnesium, such

as 5052, 6053, 5056, are least severely attacked in chloride

mediawhen galvanically coupled. This fact was observed in

galvanic couples of magnesium and aluminum alloys ex-

posed to tide water and in the atmosphere at Hampton

Roads, VA.

Zinc, cadmium, or tin plating on steel all reduce galvanic

attack of magnesium substantially when compared to that

produced by uncoated steel. The relative compatibility of the

electroplates in descending order has generally been con-

cluded to be tin, cadmium, and zinc. This is consistent with

the data presented at Figure 58.3, where the compatibility of

various fasteners (plated on coated steel, plus alternative

materials) was determined by themagnesiumweight loss in a

FIGURE 58.3. Galvanic corrosion produced by dissimilar fasteners in AZ91D magnesium alloy.

(Reproduced with permission from [24].)
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10-day salt spray exposure. Certain zinc and aluminum-filled

polymer coatings on steel actually produced more damage to

the magnesium than bare steel. This effect may be due to

either an increase in the active cathode surface area resulting

from the finemetal powders or flake employed in the coatings

or it may be due to the presence of a catalytic contaminant on

themetal powder surface, such as iron.An inorganic chromate

treatment on cadmium electroplate (and perhaps on other

electroplates, and on metal surfaces) was as effective in

reducing the galvanic attack on magnesium as an epoxy

coating. This observation is consistent with the known inhib-

itive effect of chromates on the cathodic reduction process.

The salt spray test is thought to produce a result biased

against zinc due to the rapid cathodic attack on the zinc

electroplate produced in this severe test exposure. This attack

does not occur in many natural environments. The most

compatible fastener coatings are based on zinc plating, with

modifications to extend the life of the zinc. These modifica-

tions include chromating, silicate treatments, and alloying

with tin [25].

In salt spray tests using cast iron disks coupled toAZ91 die

cast plates and separated by plastic spacers, it was found that

a separation of about 4.45mm (175 mils) was needed to

ensure the absence of galvanic corrosion (Fig. 58.4) [24].

The relative areas of the magnesium anode and the

dissimilar metal cathode have an important effect on the

galvanic corrosion damage that occurs. A large cathode

coupled to a small area of magnesium results in rapid

penetration of the magnesium because the galvanic current

density at the small magnesium anode is very high, and

anodic polarization in chloride solutions is very limited.

Painted magnesium should not be coupled to an active

cathodic metal if the couple will be exposed to saline or

aggressive environments. A small break in the coating at the

junction results in a high concentration of galvanic current at

that point. Unfavorable area effects can also be seen in the

behavior of some proprietary coatings using aluminum or

zinc powder [23].

B2.1. Cathodic Corrosion of Aluminum. Aluminum can

be attacked by the strong alkali generated at the cathodewhen

magnesium corrodes sacrificially in static NaCl solutions.

Such attack destroys compatibility in alloys containing

significant iron contamination, apparently by exposing fresh,

cathodic active sites with low overvoltage. The aluminum

alloys, having substantial magnesium content (5052 and

5056) are more resistant to this effect but not completely

so. A 5052 alloy would meet the essential requirement for a

fully compatible aluminum alloy with a maximum of

200 ppm Fe or a 5056 alloy with a maximum of 1000 ppm

Fe [23]. Cathodic corrosion of aluminum is much less severe

in seawater than inNaCl solution because the buffering effect

of magnesium ions reduces the equilibrium pH from 10.5 to

�8.8. The compatibility of aluminum with magnesium is,

accordingly, better in seawater and is less sensitive to iron

content [26].

Aluminum oxide is amphoteric, that is, soluble in alkaline

as well as acid solution. The standard potentials of these two

half-reactions are

Acid Al3þ þ 3e� ¼ Al �1:66 Vð Þ
ð58:10Þ

Alkaline H2AlO
�
3 þH2Oþ 3e� ¼ Alþ 4OH� ð�2:35 VÞ

ð58:11Þ

Half-reaction (58.11) has nearly the same standard poten-

tial as that for acidic dissolution of magnesium:

Mg2þ þ 2e� ¼ Mg ð�2:37 VÞ

Commercial aluminum alloys contain several thousand

parts permillion (ppm) of iron in the form of the intermetallic

FeAl3. The mutually destructive galvanic action between

magnesium and commercial aluminum alloys in salt water

proceeds as follows:

1. Rise in the pH of the liquid in contact with the

aluminum member. This is most likely the result of

galvanic current flow between the magnesium and the

initially passive aluminum.

2. Shift of the aluminum potential in the active direction

in accordance with the half-reaction (58.11)

3. Exposure of iron aluminum intermetallic particles

(e.g., FeAl3, which then engage in separate galvanic

activity with the magnesium). This galvanic current

flow accounts for the severe sacrificial corrosion of the

FIGURE58.4. Effect of spacer thickness on the galvanic corrosion

of AZ91 magnesium coupled to cast iron disks through plastic

spacers. (Reproduced with permission from [24].)
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magnesium, and the alkali generated at the cathode

ensures continued corrosion of the aluminum in ac-

cordance with half-reaction (58.11) [25].

B2.2. Cathodic Damage to Coatings. Hydrogen evolution

and strong alkalinity generated at the cathode can damage or

destroy organic coatings applied to fasteners or other acces-

sories coupled to magnesium. Alkali-resistant resins are

necessary, but under severe conditions, such as salt spray or

salt immersion, which do not simulate adequately a

real application, the coatings may be simply blown off by

hydrogen, starting at small voids or pores.

B2.3. Prevention of Corrosion and Protection against
Galvanic Corrosion [24].

Use Indoors and in Sheltered Outdoor Environments.

For indoor use, where condensation is not likely, no

protection is necessary. Even in some sheltered outdoor

environments, unprotected magnesium components

can give good service life providing the absence of

water traps, good ventilation, warm component tem-

perature, or the presence of an oil film, and so on.

Seal Faying Surfaces. Sealing compounds, such as non-

acidic silicone RTVs, polysulfide, epoxy resins, or

plastic tapes, can be employed. If possible the com-

pound or tape should extent beyond the joint interface

by 3.2–9.5mm (1
8
-- 3
8
in.) (Fig. 58.5). Iron, and to a

lesser extent zinc, based phosphate treatments can

replace chromates as inhibitors since the discharge or

the formation of CR(VI) in natural water should be

avoided.

The joining of two magnesium components invari-

ably involves the use of dissimilar metal fasteners and

the formation of a crevice at the joint. Good engineer-

ing practice dictates that for corrosive conditions some

precautions must be taken (Fig. 58.5). Magnesium

faying or mating surfaces should be assembled using

“wet assembly” techniques. Inhibited primers or

sealing compounds are placed between the surfaces

at the time of assembly. Sealing/jointing compounds of

the polymerizing or nonpolymerizing type are pre-

ferred as they will remain flexible and resist cracking.

Polymerizing-type compounds are also used for caulk-

ing operations. In bolted assemblies, the retorquing of

bolts a short while after assembly helps to eliminate

any joint relaxation problems. For additional protec-

tion, mating surfaces can be primed prior to assembly

and overpainted after assembly.

Joining Magnesium to Dissimilar Metal Assemblies.

Good design can play a vital role in reducing galvanic

corrosion (Fig. 58.6). The elimination of a common

electrolytemay be possible by the provision of a simple

drain or shield to prevent liquid entrapment at the

dissimilar metal junction (Fig. 58.7). Alternatively,

the location of screws or bolts on raised bosses may

also help avoid common electrolyte contact, as would

the use of nylon washers, spacers, or similar moisture-

impermeable gaskets. The use of studs in place of bolts

will, provided the captive ends of the studs are located

in blind holes, reduce the area of dissimilar metal

exposed by up to 50%.

The use of wet assembly techniques will eliminate

galvanic corrosion crevices. Caulking the metal junc-

tionswill, by lengthening the electrolytic path, increase

the electrical resistance (Re) of the galvanic couple

and so reduce the degree of attack should it occur

(Fig. 58.7). Vinyl tapes have also been used to separate

magnesium from dissimilar metals or a common elec-

trolyte and so prevent galvanic attack (Fig. 58.8).

Finally, overpainting the magnesium and more impor-

tantly the dissimilar metal after assembly will effec-

tively insulate the two materials externally from any

common electrolyte.

Use Compatible Materials. Contacting components, fas-

teners and inserts, and so on should be chosen for their

compatibility; for example, a nonconductive, nonpo-

rous material; 5000 or 6000 series aluminum alloys; or

Sn� , Cd� , or Zn-plated ferrous alloys. The compat-

ibility of plated fasteners can be further improved by

the use of aluminum washers, organic coatings, or

other inhibiting films.

Dissimilar metals that are compatible with magne-

sium are the aluminum–magnesium (5000 series) or

aluminum–magnesium–silicon (6000 series) alloys,

which should be used for washers, shims, fasteners

(rivets and special bolts), and structural members

where possible. Aluminum, zinc, cadmium, and tin

are used to coat steel or brass components in order to

reduce the galvanic couple with magnesium, under

mild corrosive environments, but will have minimal

effect in corrosive conditions, where additional pre-

cautions are required.

FIGURE58.5. Schematic of amethod to protect faying surfaces in

magnesium-to-magnesium assemblies. (Reproduced with permis-

sion from [24].)
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FIGURE58.6. Design consideration for reducing galvanic corrosion: (a) proper versus improper bolt

location, (b) poor sealing practice, (c) good sealing practice, and (d) good sealing practicewhen direct

metal-to-metal contact is required. (Reproduced with permission from [24].)

FIGURE 58.7. Examples of good practice for bushing installa-

tions. (Reproduced with permission from [24].)

FIGURE 58.8. Proper use of insulating tapes to avoid galvanic

corrosion (Reproduced with permission from [24].)
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If painting is to be employed on only one of the

contacting components, paint the cathodic material.

Painting both components is a better practice. Paints

employed on cathodic components and complete mag-

nesium assemblies should be chosen for resistance to

alkalis in order to prevent stripping of the coating.

Joining Magnesium to Nonmetallic Assemblies. Joining

magnesium-to-wood assemblies presents an unusual

problem because of the water absorbency of wood and

their tendency to leach out natural acids. To protect

magnesium from attack, thewood should first be sealed

with paint or varnish and the faying surface of the

magnesium should be treated as magnesium-to-mag-

nesium assemblies. The joining of magnesium to car-

bon fiber reinforced plastics, in the presence of a

common electrolyte, could result in corrosion of the

magnesium unless similar assembly precautions were

observed.

High-Purity Alloys. Under corrosive conditions, the use

of high-purity magnesium alloys will not reduce the

effects of galvanic corrosion significantly.

B3. Localized Attack

General corrosion can lead to localized corrosion, which is

favored by a weak electrolyte and small anode/cathode

relative area ratios. Localized attack takes the form of pitting,

crevice, and filiform corrosion. Intergranular corrosion can

also be considered as a localized attack due to metallurgical

structure; however, in the case ofmagnesium alloys, this type

of corrosion can be named more properly as granular attack.

B3.1. Pitting. Whencorrosionoccursona smoothmachined

magnesium alloy surface, this surface is roughened by the

chemical action, and after the initial attack the degree of

roughness does not change appreciably. In atmospheric attack

the roughening is really amicroscopic formofpitting.There is

a noticeable difference between the appearance of the alumi-

num-containing magnesium-rich alloys and the zinc/zirconi-

um-containing magnesium alloys. In the former, the micro-

scopic pits in the surface exposed to the weather tend to be

narrowand relatively deep,whereas in the latter they arewider

and tend to overlap, leading to a slightly wavy appearance [6].

In the usual industrial atmospheric conditions the attack is

uniform, but in immersed conditions, including corrosion

under pools of condensate, attack may be, and usually is,

irregular; some areas become anodic to other areas and, as

corrosion proceeds at the anodic areas, a pitting develops.

The unequal attack, which occurs in tap water, condensate,

and other mild electrolytes, may lead to perforations of thin-

gauge sheet and even to deep pitting of castings.

In stronger electrolytes, the effect is variable. In chloride

solutions, such as seawater, attack on the metal usually

results in pitting of some areas only, for reactive metallic

surface, by sand blasting, for example, attackmay be so rapid

that uniform dissolution is observed [6].

Tramp materials, such as iron-containing shot blast or

silica-containing sandblast cleaning media can be entrained

on a casting surface and increase the corrosion rate. Flux

inclusions can also result in localized attack, but this problem

has been eliminated by the current industry practice of

fluxless melting.

Stable corrosion pits initiate at flaws adjacent to a fraction

of the intermetallic particles present [27] as a result of the

breakdown of passivity. This is followed by the formation of

an electrolytic cell of which the intermetallic particle is the

cathode of the type AlMnFe, Mg17Al12, or Mg2Cu and the

surrounding Mg matrix the anode [28]. Hydrogen evolution

is the predominant cathodic reaction and where applicable

the Fe/Mn ratio within the AlMnFe intermetallics appears to

determine the overall corrosion rate. There is no evidence of

initiation at particle-free areas, and the resultant surface is

very porous. The a-Mg matrix corrodes preferentially leav-

ing the more noble intermetallics in relief along the grain

boundaries [29]. The corrosion of Mg–Al alloys in NaCl

solutions is characterized by pit initiation and filiform cor-

rosion, which develops into cellular corrosion. Metallo-

graphically polished AE alloys with a high Al content

exhibited significantly longer induction times for pit initia-

tion than AS, AM, and AZ alloys (ASTM designations, see

Section A3.1. at open-circuit condition in the 5% NaCl

solution. Pit initiation and growth normally occurred within

1 h of immersion on alloys such as AS41, AM80, and AZ91,

whereas AE41, AE42, and AE46 exhibited induction times

of a few hours and AE81 more than 24 h.

The AZ-, AS-, and AM-type alloys maintain a bright and

shiny appearance in the unattacked part of the corroded

surface, whereas the AE alloys tend to become dull due to

buildup of a relatively thick hydroxide film and formation of

numerous small pits, only a few micrometers in depth. The

corresponding backscattered electron image (BEI) andX-ray

maps indicate a high chloride concentration in the pits and

high aluminum concentration in the unpitted areas.

Figure 58.9 shows the corroded surface of alloy AE81

after the hydroxide film has been stripped off in chromic acid.

The grain bodies with a low Al concentration (location B)

corrode at a faster rate than theAl-rich regions along the grain

boundaries (location A), as can also be seen in other Mg–Al

alloys.However, onAE alloys, the pits do not easily penetrate

the Al-rich zones. Good pitting resistance of the die-cast AE

alloys is, therefore, attributed to the presence of these Al-rich

zones, which appear to act as barriers against pit propagation.

If these barriers are removed by homogenization heat treat-

ment, the corrosion resistance is reduced. Homogenized

AE81 exhibited corrosion rates > 100 times higher than the

As cast material during a 3-day immersion test in 5% NaCl

solution. It is not yet clear whether this unusual sensitivity of

corrosion to heat treatment is related to the absence of Mn in
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thisAE81 alloy. The corrosion rate of alloysAM80 andAZ91

were only moderately influenced by a similar heat treatment.

In general, homogenized specimens exhibited deeper local-

ized attack than the As cast material [30].

The few studies of pitting of Mg and Mg alloys have been

concerned with comparing the pitting behavior of cast to that

of rapidly solidified Mg alloys. In these studies, two para-

meters indicative of pitting resistance were measured: (a) ip,

the passive current density, which is a measure of the

protective quality of the passive film, and (b) Eb, the break-

down potential, which indicates the resistance to the break-

down of the passive film that results in pitting attack. The

more positive the value of Eb, the more protective the film on

the metal surface.

Makar and Kruger [31] showed that rapidly solidified

AZ61 (Mg–6 Al–1 Zn) exhibited a breakdown potential that

was� 200mV higher than the value found for cast AZ61 in a

buffered carbonate solution (pH10) containing various levels

of Cl� (Fig. 58.10); the higher the value ofEb, the greater the

resistance to pitting. In a buffered borate solution (pH 9.2)

containing various levels of Cl � , therewas no improvement

in the Eb values observed for the rapidly solidified alloy.

However, the pits formed at 1V below Eb were hemispher-

ical, apparently forming at defects in the black film that is

observed when the cast AZ61 surface is at � 1.5V saturated

calomel electrode (SCE). No small hemispherical pits were

found on the rapidly solidified AZ61 [20].

B3.2. Crevice Corrosion. Although a form of attack that

occurs at narrow gaps (crevices) appears similar to crevice

corrosion, it is somewhat different because the corrosion

observed is caused by the retention in the crevice ofmoisture,

which, being unable to evaporate, promotes the corrosion of

the metal in the narrow recess over extended periods. True

crevice corrosion is caused by the development of an anodic

region within the crevice because of the exclusion of oxygen

and a cathode region outside the crevice where the oxygen

concentration is high. Corrosion of magnesium is relatively

insensitive to oxygen concentration differences [20]. Corro-

sion in crevices between Magnox A (Mg–0.18 Al) and mild

steel, and between Magnox A and Polytetrafluoroethylene

(PTFE) occurred in 200 g/m3 NaOH (pH> 11.5) if the Cl�

concentration was � 1 g/m3 or more [32].

B3.3. Filiform Corrosion. Filiform corrosion is typically

associated with metal surfaces having an applied protective

coating [33]. Its occurrence on bare Mg–Al alloys indicates

that highly resistant oxide films can be naturally formed [34].

Filiform corrosion does not occur on bare pure Mg, indicat-

ing the strong influence of alloying elements on corrosion

products and behavior. The overall variables of significance

are temperature, material structure, and polarization of the

microgalvanic cell [29]. A diagram showing the mechanism

and the products of the filiform corrosion cell of magnesium

is presented in Figure 58.11 [35].

After the initiation period of corrosion pits, filiform

corrosion dominates the morphology as narrow semicylin-

drical corrosion filaments project from the pit [36]. Radial

propagation is at a much slower rate than that of the filament

tips projecting outward. Lunder et al. [37] observed that

propagation of the filaments occurs with voluminous gas

evolution at the head while the body immediately behind

passivates. Electrochemical transport of chloride ions to the

head of the filament appears to be an essential component as

is precipitation of insoluble Mg(OH)2 by the anodic reaction

FIGURE58.9. Morphology of corrodedAE81 after removal of the

hydroxide film. The grain boundaries with Al-rich areas are more

resistant than the Al-lean grain [30]. (Reprinted with the permission

from SAE paper No. 930755 � 1993, Society of Automotive

Engineers, Inc.)

FIGURE 58.10. Anodic polarization scans for cast and rapidly

solidifiedAZ61 (Mg–6Al–1Zn) in pH 10 sodium carbonate–sodium

bicarbonate solution with 100 ppm NaCl [31].
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with Mg2þ ions elsewhere along the filament. The corrosion

products may vary because they depend on the environment.

Filiform corrosion initiates and then develops into cellular

or pitting corrosion. Cellular corrosion occurs when a pri-

mary initiation site and secondary pits, formed along the

filiform corrosion filaments, coalesce to form a corrosion cell

with an epicenter at about the original pit initiation site. The

growth rate is at a steady radial rate independent of the

material temper. Cellular corrosion continues until the cells

impinge on one another, at which point they terminate,

thereby forming clearly defined cell boundaries [34]. In the

As cast condition, compositional variations orient the growth

of filiform corrosion. In homogenized alloys, filiform cor-

rosion propagates transgranularly along crystallographic

directions. In Mg–Al alloys, precipitation heat treatment

disperses the secondary Mg17–Al12 precipitate, which

blocks transgranular propagation of filiform corrosion,

thereby reducing the corrosion rate [19].

B3.4. GranularCorrosion. Intergranular corrosion ofmag-

nesium alloys does not occur because the grain boundary

constituent is invariably cathodic to the grain body.Corrosion

of magnesium alloys is concentrated on the grains, and the

grain boundary constituent is not only more resistant to

attack, but is cathodically protected by the neighboring grain.

B3.5. Stress Corrosion Cracking. Pure magnesium is not

susceptible to stress corrosion cracking (SCC). The Mg–Al

alloys have the greatest SCC susceptibility of all the magne-

sium alloys, and susceptibility increases with increasing

aluminum content. The Mg–Zn alloys have intermediate

susceptibility, and the alloys that contain neither aluminum

nor zinc are themostSCCresistant.No special heat treatments

have been found that will reduce or eliminate SCC [38].

Failures of wrought AZ80 aircraft components resulted from

excessive assembly and residual stresses [39–40].

Stress sources likely to promote cracking are weldments

and inserts. Welded structures of these alloys require

stress-relief annealing. Magnesium castings have been

shown to fail in laboratory tests under tensile loads as low

as 50% of yield strength in environments causing negligible

general corrosion. The apparent low incidence of SCC

service failures of castings is attributable to low stresses

actually applied or to stress relaxation by yielding or creep

when a fixed deflection is imposed.

Although laboratory tests are useful in encouraging con-

servative design of magnesium alloy structures, results of

long-term atmospheric tests of tensile-loaded specimens are

considered to bevery important. Short-term accelerated tests,

such as sodium chloride/potassium chromate (NaCl/

K2CrO4) tests, do not predict SCC behavior reliably in

practice [23].

The SCC in magnesium alloys is usually transgranular

with significant secondary cracking (branching). Initiation

of these cracks has been found to occur invariably at

corrosion pits. Mixed transgranular and intergranular crack

propagation, and occasionally totally intergranular crack-

ing, have also been observed during magnesium SCC

(Fig. 58.12) [41].

Inhibition, by nitrate or carbonate ions, of SCC in salt–-

chromate solutions is believed to be associated with the

formation of a stronger, more stable, or more readily repaired

passive film [38].

The SCC can also occur in many other dilute aqueous

solutions, including the following, in order of decreasing

severity:NaBr,Na2SO4,NaCl, NaNO3,Na2CO3,NaC2H3O2,

NaF, and Na2HPO4. SCC has also been reported in dilute

solutions of KF, KHF2, HF, KCl, CsCl, Nal, Kl, MgCO3,

NaOH, and H2SO4, HNO3, and HCl acids.When pH is> 12,

magnesium alloys become very resistant to SCC.

Increasing temperature accelerates SCC susceptibility of

magnesium alloys, but also improves passivation. Creep

deformation could improve SCC resistance. Cathodic polar-

ization has been found to reduce SCC in many studies.

Anodic potentials increase SCC susceptibility. Fairman and

Bray [42] showed that high anodic potentials, which can

FIGURE 58.11. Diagram of the filiform corrosion cell in magnesium. Corrosion products and

predominant reactions are identified. Filiform corrosion is a differential aeration cell driven by

differences in oxygen concentration between the head and tail sections about 0.1–0.2V. [35]

(Reproduced with permission from ASM International, Materials Park, OH.)
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produce a passive film in a single phase, Mg–Al alloys

prevent SCC. The Mg17Al12 phase promoted pitting and

SCC in a multiphase alloy.

It has been recommended that constant stresses applied for

long periods of time should be limited to 30–50% of the yield

strength to prevent SCC of magnesium alloys in normal

atmospheric environments. It has been suggested that the

SCC threshold stress is associated with the onset of plastic

deformation (i.e., the elastic limit). The 30% yield strength

limit recommended for die cast alloy AZ91 correlates with

the elastic limit of this material, reported to be approximately

one-third of the yield strength [42].

Dissolution models used to interpret transgranular and

intergranular SCC include preferential attack, film rup-

ture, or tunneling in specific dissolution processes. Pick-

ering and Swann [43] have proposed corrosion tunnels in

certain SCC systems. A mechanically weak, tubular

pitted surface is produced along active slip planes. It

has been proposed that the role of corrosion is to produce

pits or other stress concentrations that cause cracking by

cleavage processes, and to remove obstacles that stop the

crack. Fairman and Bray [44] proposed that the passage

of dislocations on slip planes rupture the surface film,

allowing a corrosion pit to develop, which then initiates

cleavage.

Liu [45] first suggested that cathodically generated

hydrogen be related to magnesium SCC. Experimental

evidence supported this model, strengthened by the fact

that SCC occurs at crack velocities at which only

absorbed hydrogen should be present at the tip [46].

A weak, stress-induced magnesium hydride may form

and has been observed on the surface of magnesium SCC

fracture [38].

Prevention of SCC is based on avoiding alloys that are

susceptible to SCC and environments that cause SCC, and on

maintaining the stress below the threshold stress for SCC to

occur.

Recommendations to avoid SCC [47] are as follows:

1. The constant stress must be below a threshold level

reported to be 30–50%of the tensile yield strength [48].

2. It has been recommended that inserts with a wall

thickness greater than 1.25mm (0.050 in.) be pre-

heated before casting because cast-in insertsmay cause

SCC due to local residual stresses created in the

surrounding magnesium [48].

3. Bolted or riveted joints can also produce high local

stresses that can cause SCC, so that attention should be

given to proper joint design and construction. Exam-

ples include the use of preformed parts, avoiding

overtorquing of bolts, and providing adequate spacing

and edge margins for rivets [48].

4. Tensile residual stresses fromweldingwere found to be

particularly dangerous and, as a result, a low-temper-

ature thermal stress relief treatment has become a

recommended practice for welded assemblies.

5. Shot peening and other mechanical processes that

create compressive surface residual stresses may also

be effective in increasing SCC resistance [49].

6. Cathodic polarization may reduce, or even prevent,

SCC of magnesium alloys in aqueous solutions.

7. Coatings have been shown to extend life, but not to

totally prevent SCC, with breaks in the coating reduc-

ing protection [49]. In one laboratory study, an

inorganic coating was found to accelerate SCC of a

SCC-resistant alloy under certain conditions [50].

8. Cladding of a susceptible magnesium alloy with a

SCC-resistant sheet alloy.

B4. Corrosion Fatigue

There is no endurance limit for magnesium and its alloys in

fatigue under corrosive conditions, and the slope of the

FIGURE 58.12. The SCC in an extruded Mg–6Al–lZn alloy tested in a salt–chromate solution,

showing intergranular crack (a) in the furnace-cooled alloy and transgranular propagation (b) in the

water-quenchedmaterial [41]. (Reproducedwith permission fromASMTransactions, Pittsburgh, PA)
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fatigue curve varies with the corrosive environment and the

alloy composition. The Mg–l.5%Mn and Mg–2%Mn–0.5%

Ce alloys are more resistant to corrosion fatigue than alloys

containing aluminum and zinc; also, media such as 3%NaCl

or seawater produce a much more rapid drop in the fatigue

curve than does tap water [2]. Substantial reductions in

fatigue strength ofmagnesium alloys are shown in laboratory

tests using NaCl spray or drops. Such tests are useful for

comparing alloys and heat treatments.

Figures 58.13 and 58.14 show data obtained on 1.6mm

(0.064 in.) sheet alloys Mg–6%Al–l%Zn–0.2%Mn and

Mg–3%Al–l%Zn–0.3%Mn tested with plate-type bending

fatigue equipment in a chloride-containing spray of 0.01%

NaCl. Figure 58.13 also shows data obtained on protected

and unprotected sheet to determine the effect of normal

laboratory exposure. The two rates of spray shown in

Figure 58.13 produced the same decrease in fatigue strength.

Both alloys had approximately the same susceptibility to

fatigue under corrosive conditions. Unprotected metal in the

laboratory atmosphere had slightly lower fatigue strength

than when protected.

Coatings that exclude the corrosive environment are

considerated to provide the primary defense against

corrosion fatigue [23]. The corrosion environment was sig-

nificantly detrimental relative to the air environment.

Quasicleavage fatigue crack growth mechanisms have been

identified in corrosion fatigue of AZ91E-T6 cast magnesium

alloy in both air and 3.5% NaCl. Final fracture regions of

samples in both environments were predominantly quasi-

cleavage with some ductile dimples [52].

Under fatigue loading conditions, microcrack initiation in

Mg alloys is related to slip in preferentially oriented grains.

Quasicleavage usually occurs in the initial stages of fatigue

crack growth, which is common for hexagonal close-packed

FIGURE 58.13. Effect of spray intensity of 0.01% sodium chloride on the resistance to fatigue of

precipitated Mg–6%Al–l%Zn–0.2%Mn sheet [51]. Specimen size—plate-type specimen 1.6mm

(0.064 in.) thick. Surface preparation–aloxite ground. Temperature–about 30�C (90�F).
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cells. Further crack growth micromechanisms can be brittle

or ductile and trans- or intergranular, depending on the

metallurgical structure and environmental influence [53]. In

general, reduction of temperature increases the fatigue life of

Mg alloys mainly by lengthening the crack initiation

period [54].

Rotating bending fatigue strengths were reduced by 50%

in fretting conditions compared to those in air [51]. Oxides

and nitrides are often formed on the surfaces of Mg parts

subjected to fretting fatigue condition. Surface rolling, sand-

blasting, or shot peening can reduce fretting.

C. CORROSION CHARACTERISTICS OF
MAGNESIUM ALLOY SYSTEMS

Each group of alloys has its characteristic corrosion behavior

that results from metallurgical properties or presence of

certain intermetallics. The general forms and types of cor-

rosion and the specific properties of every alloy should be

considered in developing a corrosion prevention strategy.

The following groups of alloys can then be identified:

A. Zirconium-free casting alloys

1. Magnesium–aluminum alloys

2. Magnesium–zinc

B. Zirconium–containing casting alloys

3. Mg–Zn–Zr alloys

4. Mg–Re alloys

5. Mg–Th alloys

6. Mg–Ag alloys

7. Wrought alloys, with the same divisions as cast

alloys

8. Novel alloys

FIGURE 58.14. Effect of 0.01% NaCl spray on the resistance to fatigue of precipitated Mg–3%Al–l

%Zn–0.3%Mn sheet [51]. Specimen size—plate-type specimen 1.6mm (0.064 in.) thick. Surface

preparation—aloxite ground. Temperature—about 30�C (90�F).
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High-purity alloys are a necessity in the more severe

conditions of corrosion, such as immersion in salt solutions;

however, in industrial atmospheres, there is little difference

in corrosion performance.

Saltwater corrosion studies are typically conducted in

3–5% sodium chloride solutions, following ASTM stan-

dards G 31-72 [55] for immersion and B 117-90 [56] for

salt spray testing. In these test methods, a corrosive

environment is simulated, as might be encountered in a

marine or an automotive application (e.g., from salty road

splash). The chloride solutions, even in small amounts,

usually break down the thin protective magnesium oxide

film.

The corrosion rate of chemically pure Mg in salt water is

in the range of 0.30mm/year or 12mpy (mils per year). The

corrosion resistance of commercial Mg alloys does not

significantly exceed that of pure Mg. Within the Mg–Al

alloy system, given that additional alloying elements are

used in conjunction with Al and that tramp elements are

present, manipulation of alloy chemistry and microstruc-

ture can significantly improve the corrosion behavior of

these alloys.

Aluminum is a common ingot metallurgy (IM) alloying

element typically added in the amounts of 2–9wt % for

strength and increased fluidity. The typical IM Mg–Al

microstructure shows a-Mg dendrites surrounded by a

two-phase eutectic structure along the grain boundaries.

Greater Al contents tend to form a continuous eutectic

structure and may precipitate Mg17Al12. Manipulation of

Al content and heat treatment to control the precipitation

of b, Mg17Al12, particles through the eutectic reaction at

28wt % Al can be used to produce a variety of micro-

structures like precipitated lamellar b phase in heat-treated

AZ91 [19].

The slower solidification rates for gravity versus pressure

die castings cause increased average grain sizes and in-

creased corrosion rates, although the tolerance levels are not

changed. The smaller grain size of the die casting product

results in a finer dispersion of the detrimental material,

thereby minimizing its effect as a cathode for localized

corrosion. This effect is very much evident in rapidly solid-

ified materials.

For die cast Mg–Al alloys in the AM, AS, AZ, and AE

series tested by salt spray and by immersion in 5% NaCl

solution, the corrosion rate increases when the Al content

decreases below � 4%. The AE alloys exhibit a high

resistance to localized attack because the Al-rich coring

along grain boundaries appears to act as an efficient

barrier against pit propagation in these alloys. The Fe-

rich phases are particularly detrimental, but Al–Mn phases

with a low Al/Mn ratio may also have a high cathodic

current output. The phases Mg2Si and Al4MM (MM¼
misch metal) appear to be harmless from a corrosion point

of view [30].

C1. Effects of Alloying Elements

Alloying elements not only enhance the mechanical prop-

erties of Mg, but also impart a significant impact on the

corrosion behavior of Mg–Al alloys. Alloying elements can

form secondary particles, which are noble to the Mg matrix,

thereby facilitating corrosion, or enrich the corrosion pro-

ducts, thereby possibly inhibiting the corrosion rate. Thus,

the Mg–Al alloy corrosion behavior depends on the distri-

bution of the alloying elements [19].

C1.1. Aluminum and the b Phase. Increasing concentra-

tions of 2–8wt % Al in die cast MG–Al alloys decrease the

corrosion rate as shown in Figure 58.15. LowAl additions, of

� 2–4wt%, result in a-Mg dendrites surrounded by the two-

phase, a þ b, eutectic at grain boundaries, whereas higher

additions, 6–9wt%Al, tend to precipitate distinct b particles
along grain boundaries, depending on solidification rates.

Surrounding the Al-rich b phase are local concentrations of

up to 10wt % Al as a result of microsegregation during

solidification [5]. The increasing presence of b particles,

which begin to appear above 2wt % Al, may cause, in part,

the improved corrosion resistance of the higher Al-content

alloys.

The passivating effect of the Al-rich b phase, Mg17Al12,

results in a low corrosion rate over a wide pH range. Auger

depth profiling shows that, as the Al component dissolves, a

Mg-enriched film forms in an alkaline media, and as the

Mg component dissolves, an Al-enriched film forms in

neutral and slightly acidic media. The synergistic effect of

both components leads to the decreased corrosion rate of the

b phase.

FIGURE 58.15. Corrosion rate of Mg–alloy die cast rods im-

mersed in 5% NaCl solution as a function of Al content [30].

(Reprinted with the permission from SAE paper No. 930755 �
1993, Society of Automotive Engineers, Inc.)
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Additions of Al by rapid solidification processing results

in decreased corrosion rates without precipitation of the b
phase. Faster solidification of IM alloys disperses fine

Mg17Al12 particles, which increases the corrosion resistance,

as does controlled precipitation of the b phase [57]. Increas-

ing Al concentrations have a beneficial effect on the corro-

sion behavior of Mg–Al alloys, but the specific mechanism

depends on the distribution of the Al within the magnesium

matrix.

In addition to the alloying ingredients are added certain

other metals that usually present in small amounts. In the

alloys containing aluminum, for example, iron usually

amounts to � 0.02–0.05%. By special techniques and care

inmelting, this level can be reduced to about one-tenth of this

concentration. Such high-purity alloys have much better

resistance to salt water than do those of normal purity, but

their corrosion behavior in industrial atmospheres is very

similar. Furthermore, the practical value of the higher resis-

tance to corrosion is largely offset when components are used

in electrical contact with other more cathodic metals. The

effect of a steel bolt, for example, even when it has been zinc

or cadmium plated, is much greater at the point of contact

than that of the local cathodes in the impure alloys. Galvanic

corrosion at joints with other metals is not markedly less in

the case of the high-purity alloys. Nevertheless, such alloys

have their place, and, when they can be used without other

metal attachments, provide better intrinsic resistance to

corrosion by seawater than the alloys of normal purity [6].

Rare earths (RE) are typically added to Mg–Al alloys as

cerium-based misch metal containing lanthanum, neodym-

ium, and praseodymium. A typical composition of MM is

50% Ce, 25% La, 20% Nd, and 3% Pr. These have very low

solubilities in Mg (Ce, 0.09; La, 0.14; Nd, 0.10; and Pr, 0.09

at %) [4] and react with Al to formAl4RE intermetallics [58].

These intermetallics, with their high melting temperature,

resist coarsening relative to Mg2Si and provide enhanced

creep resistance at higher temperatures. Compositions of

solidified phases are given in Table 58.7 [37].

Corrosion behavior is optimized through alloy chemistry,

byminimizing the cathodic sites, which evolve hydrogen gas,

or by enriching the corrosion product film, which can inhibit

hydrogen gas evolution and decrease the corrosion rate.

Microstructural enhancements, which refine the microstruc-

ture and homogenize the distribution of alloying elements

also, disperse potentially deleterious elements, thereby en-

hancing corrosion resistance [19]. The potentials of inter-

metallic phases, prepared synthetically from the pure com-

ponents by controlled solidification procedures, are given in

Table 58.7 [30].

C1.2. Effects of Zn and Si Additions. Zinc makes the Mg

alloy electrochemically more noble, thereby minimizing the

corrosion rate [59]. Silicon is intentionally added to only the

AS alloys, to combine with Mg, forming Mg2Si, which

precipitation strengthens the alloy and is relatively innocuous

to the corrosion behavior. The compound Mg2Si has a cor-

rosion potential of – 1.65 (V SCE), close to the – 1.66/V

SCE value for pure Mg in 5% NaCl solution saturated with

Mg(OH)2, pH 10.5 [30].

C1.3. Tramp Element Tolerance Levels. The elements Fe,

Ni, and Cu are common tramp elements picked up during

melting, handling, and pouring operations. Their influence

can be seen in Figure 58.16 for die cast AZ91 corrosion

specimens in which the tramp elements were singularly

increased.

TABLE 58.7. Corrosion Potentials of Synthetically

Prepared Intermetallic Phases after 2 h in Deaerated

5% NaCl Solution Saturated with Mg(OH)2 (pH 10.5)a

Compound Corrosion Potential (V/SHE)

Al3Fe � 0.50

Al3Fe(Mn) � 0.71

Al6(MnFe) � 0.76

Al6Mn(Fe) � 0.86

Al4MM � 0.91

b-Mn � 0.93

Al8Mn5(Fe) � 0.96

Mg17Al12(p) � 0.96

Al8Mn5 � 1.01

Al4Mn(Fe) � 1.16

Al4Mn � 1.21

Al6Mn � 1.28

Mg2Si � 1.41

Mg 99.99% � 1.42

aReprintedwith permission fromSAE, paperNo. 930755,�1993, Society of

Automotive Engineers, Inc.)

FIGURE 58.16. Die cast AZ91 salt spray performance versus

tramp element content. (Reprinted with permission from [60], SAE

paper no. 850417 � 1989, Society of Automotive Engineers, Inc.)
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The specific ASTM tolerances are given in Table 58.8

(B94-92) [61]. These are typically the same or lower for

ingots, as tramp elements are commonly picked up during the

melting and pouring operations.

C1.4. Effect of Iron and the Fe/Mn Ratio. The Mg–Fe

phase diagram shows a very low solid solubility of Fe in

magnesium (9.9 ppm). In the absence of Mn, virtually all the

Fe precipitates in magnesium as Al3Fe, which has a highly

cathodic corrosion potential (Table 58.7). Within an appro-

priate medium, Al3Fe acts as an effective cathode, catalyzing

the reduction reaction, especially hydrogen evolution, which

controls the corrosion reaction. Due to the low solubility of

Al3Fe in Mg, increasing additions of Al result in smaller

tolerance levels for Fe.

Typically, up to 1wt % of Mn is added to improve

corrosion resistance by reducing the potential difference

between iron-containing particles and the matrix. Its bene-

ficial effect is attributed to either Mn combining with the Fe

and precipitating to the bottom of the crucible and/or reacting

with the Fe left in suspension during solidification [19].

The relationship between the Fe/Mn ratio in the AlMnFe

phase and the corrosion rate is shown in Figure 58.17. Mn in

excess of that needed to render the Fe content ineffective

could be detrimental to corrosion resistance.

C1.5. Summary. In summary [37],

1. The corrosion rate of high-purity die-cast Mg alloys in

chloride environment decreases rapidly with increas-

ing aluminum content, up to � 4wt %. Further Al

additions, up to �9 %, gives only a modest improve-

ment in the corrosion resistance. During immersion

testing, AE alloys exhibit a lower corrosion rate than

AS, AM, and AZ alloys with similar Al content.

2. Intermetallic compounds containing more than a few

percent iron are detrimental because they function as

efficient cathodes. However, binary Al–Mn phases

with a low Al/Mn ratio may also exhibit a relatively

high cathodic current output, causing an increase in the

overall corrosion rate.

3. The high corrosion resistance of the AE alloys appears

to be related to the presence of passive Al-rich zones

along the grain boundaries, acting as barriers against

pit propagation.

4. Alloying with silicon does not have an important

influence on the corrosion properties because the

Mg2Si phase formed is a poor cathode.

5. The Al4MM phase particles precipitated in AE alloys

exhibit a passive behavior and do not affect the cor-

rosion process to a significant extent. A high resistance

to localized corrosion is observed for the AE alloys

with a high Al content.

C2. Influence of Heat Treatment

Heat treatment can drastically alter the size, amount, and

distribution of the precipitated (b phase, MgI7Al12, which in

turn alters the corrosion behavior of IM Mg–Al alloys. AT4

heat treatment (solution heat treatment only for 16 h at 415�C
to homogenize the alloy) increases the corrosion rate slightly

compared to the As cast material, as shown in Table 58.9.

Aune [57] attributed this increase to the resolution of

(b particles and release of elemental Fe. Aune [57] completed

two T6 treatments with different aging times and tempera-

tures—the T6 being a T4 followed by a T5 treatment. Both

corrosion rates were well below those of samples as cast and

TABLE 58.8. Proposed Tramp Element Tolerance Level for

Selected Me–Al Die Casting Alloysa

Alloy Fe/Mn Fe(max) Cu(max) Ni(max)

AZ91B 0.032 0.0050 0.030 0.002

AM60B 0.021 0.0050 0.010 0.002

AS41B 0.010 0.0035 0.020 0.002

AE42X1 0.020 0.0050 0.050 0.005

aReproduced with permission from [61]. Copyright ASTM.

FIGURE 58.17. Relationship between the Fe/Mn ratio in the

AlMnFe phase (up to 1mm in size) and the corrosion rate [27].

(Reprinted with the permission from NACE International.)

TABLE 58.9. Heat-Treated AZ91 Corrosion Ratesa

Condition Corrosion Rate (mg/cm2-day)

As cast 10

T4 11

T6 aged @ 120�C 6

T6 aged @ 205�C 1

aReproduced with permission from [19].
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of samples given a T4 heat treatment, as shown in Table 58.9.

The lower temperature aging treatment formed a speckled

precipitate of (b particles, whereas the higher temperature

treatment formed a discontinuous platelike b precipitatewith
more surface.

In the T6 temper, filiform corrosion follows the same

crystalline directionality, but area, and thus, a greater effect to

inhibit corrosion usually stops at or close to the grain

boundary. Corrosion attacks the Al-depleted region between

the b phase lamellae along the grain boundary, but passivates

after a few minutes of propagation. The improved corrosion

behavior results from the presence of b particles [36].

C2.1. Grain Refinement. Grain refinement increases the

overall grain boundary area, thereby optimizing the distri-

bution and minimizing the size of any possible detrimental

intermetallics, such as Fe3Al. The traditional grain refine-

ment method in sand casting is to add an inoculent, which

facilitates heterogeneous nucleation during solidification.

Additions of strontium to Mg–Al alloys result in reduced

grain size and a lower corrosion rate that is attributed not only

to the reduced grain size, but also to changes in the oxide

layer structure and composition and in the electrochemical

properties of the phases present [62].

D. RAPID SOLIDIFICATION

In rapid solidification technologies, including spray or drop-

let formation, continuous chill casting and in situ melting,

typical cooling rates are in the range of 105–107�C/s [63]. Use
of continuous chill casting typically produces a thin ribbon of

metal,which is then broken into small particles. Then, aswith

the material formed by spray or droplet formation, the

material is often consolidated and extruded. Improper pro-

cessing can have a significant impact on corrosion behavior.

The “chunk” effect [64] is caused by surface oxides on

powder particles that lead to poor bonding within the final

product [65]. Localized corrosion along these prior boundary

oxides leads to particle-size pits and high corrosion rates [19].

Corrosion rates for atomized RS alloy are comparable to

those of cast AZ91D, though those for melt-spun RS alloys

are significantly higher because of the “chunk” effect

(Table 58.10).

Nonequilibrium phases in RS alloys can influence the

corrosion behavior, for example, Makar and Kruger [31]

noted an increase in protection against pit initiation in

rapidly solidified (RS) AZ61 compared to IM cast AZ61.

Corrosion resistance is improved because the more homo-

geneous microstructures tend to disperse elements and

particles that normally act as cathodic centers, and because

the extended solubility of various elements may shift the

electrode potentials of light alloys to more noble values

(Fig. 58.18) [66].

Using rapid solidification processing, a number of mag-

nesium alloys have been produced in the form of melt-spun

ribbon, which is then usually mechanically ground to pow-

der, sealed in cans, and extruded to produce bars. Alloy

EA55RS (Mg–5 Al–5 Zn–5 Nd) is now available commer-

cially. Microstructures of the bulk products consist of fine

grains 0.3–5mm in size and dispersions of compounds, such

as Mg17Al12, Al2Ca, Mg3Nd, and Mg12Ce [62]. Tensile

strengths may exceed 500MNm� 2, which compares with

maximum values of 250–300MNm� 2 for conventionally

cast magnesium alloys. Some alloys show improved creep

resistance at moderately elevated temperatures, but others

undergo accelerated creep deformation [15].

D1. Effect of Aluminum

Hehmann et al. [68], experimentally measured the solid

solubility extensions of 22 RS Mg alloys with extension

factors ranging from 1.5 to 1000X. The RS Mg–Al alloys

with a maximum terminal solid solubility of 23.4wt % have

decreasing corrosion rates with increasing Al contents from

10 to 40wt %.

TABLE 58.10. Corrosion Rates of Selected Materials (mpy)a

Material (wt %) Atomized Chill Cast Cast

Mg 7.7 Al 2.9 Zn 6.6 Ce 0.35 Mn 50

Mg 10.1 Al 2.7 Zn 1.4 Y 0.44 Mn 60

Mg l0.2 Al 3.2 Zn 5.8 Ce 2.7 Mn 350

Mg 11.1 Al 2.4 Zn 3.2 Y 430

AZ 91D 28

aReproduced with permission from [19].

FIGURE 58.18. Corrosion rates (1mpy� 25mm/year) of rapidly

solidified magnesium alloys tested in 3% NaCl at 21�C compared

with some commercial cast alloys (Extr¼ extruded) [67]. (Repro-

duced with permission from [15].)
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D2. Additional Alloying Elements

The RSMg–Al alloys, as do IMMg–Al alloys, require further

alloying elements to improve mechanical properties. The ele-

ments Y, Mn, Nd, and Ce have been identified as beneficial to

corrosion resistance, whereas Si, Zn, Ca, and Li have been

identified as harmful to corrosion resistance [69]. The Mn acts

in the samemanner as for the IM alloys, by combiningwith the

Al and Fe to form Al (Mn, Fe) intermetallic [70]. This effect

causes the low corrosion rate of RS–MgZnAlSiMn alloy

(Table 58.11), despite the presence of detrimental Zn and Si.

D3. Rare Earth Effects

Rare earth alloying elements (Y, Nd, Ce, Pr) result in corro-

sion rates much lower than those of commercial AZ91HP-T6

alloy (Table 58.11). These elements form stable intermetallic

particles in rapidly solidified RSMg–Al alloys that, similar to

the Mg2Si particles, pin the grain boundaries and result in a

refined microstructure. Because of the fast cooling rate,

various forms of the intermetallics have been reported such

as Mg17Y3, Mg3RE (RE¼Ce, Nd, Pr), and Al2Nd.

The improved corrosion behavior of these alloys, com-

pared to IM Mg–Al alloys, is attributed to the refined RS

microstructure, formation of a protective film on the surface

of the RS sample as a result of reaction of the saline solution

with the rare earths, and the inertness of the second-phase

particles [71].

E. MAGNESIUM FINISHING

To improve corrosion performance and/or for decorative

purposes, finishing processes of magnesium and magnesium

alloys are carried out, including surface preparation, chemical

treatment, and coating. Finishing can also include oil appli-

cation, wax coating, anodizing, electroplating, and painting.

The designer should use the best combination of methods to

meet the functional need of the treated part. The degree of

superficial corrosion that can be tolerated without affecting

performance and the severity of the service environment are

determining factors in selecting an optimum finish [72].

A thin oil or wax film is commonly used for storage or

shipping. Sand-cast parts are treated before and during

machining operations until the final treatments. A dry storage

atmosphere is important. Chemical and electrochemical

methods are used for conversion of magnesium surfaces, so

that a more corrosion inhibiting and less alkaline to slightly

acidic film replaces the natural alkaline hydroxide–carbonate

film on magnesium. The converted surface is generally more

compatible with organic coatings.

Selected phosphate treatments can be as effective as

chromates, even in severe exposures such as marine atmo-

spheric environments. Chemical treatment is strongly re-

commended for paint formulations,which are based on resins

with low resistance to alkaline media. Common chemical

treatments alone do very little in aggressive environments

and may be unnecessary in mild environments [73, 74].

E1. Cleaning and Surface Preparation

Mechanical cleaning of magnesium alloy products is accom-

plished by grinding and rough polishing, dry or wet abrasive

blast cleaning, wire brushing, and wet barrel or bowl abrad-

ing (vibratory finishing). The most frequently used methods

of mechanical finishing are barrel tumbling, polishing and

buffing, vibratory finishing, fiber brushing, and shot blasting.

Chemical cleaning methods for magnesium alloys are vapor

degreasing, solvent cleaning, emulsion cleaning, alkaline

cleaning, and acid pickling. Acid pickling is required for

removal of impurities that are tightly bound to the surface or

insoluble in solvents and alkalis. The ferric nitrate pickle

deposits an invisible chromium oxide passivating film. The

acetic–nitrate and phosphoric acid treatments remove even

invisible traces of other metals [75].

During the process of surface protection, corrosion of Mg

can occur. Treatment in a boiling dichromate solution (or the

equivalent), followed by a slushy oil application, is

satisfactory.

E2. Chemical and Electrochemical Finishing

Treatments

Chemical and electrochemical finishing treatments can be

used alone to provide short-term protection against corrosion

and abrasion during shipment and storage, or as pretreat-

ments for subsequent finishing methods.

E2.1. Chrome Pickle and Chrome-Free Phosphate Treat-
ments. Chrome pickle and chrome-free phosphate treat-

ments can be used to provide a base for paint or short-term

protection. The steps in a chrome pickle include alkaline

cleaning followed by a cold rinse, chrome pickle [180 g/L of

Na2Cr2O7�2H2O and 120–180 g/L HNO3 (sp. gr. 1.42)],

holding in air for 5 days, cold rinse and hot rinse. A

dichromate seal can be introduced between the cold rinse

and hot rinse for better protection. Also, a dichromate treat-

ment can replace the chrome pickle. In a modified chrome

pickle treatment, an acid pickle and caustic dip or another acid

TABLE 58.11. The Mg–Al Alloy Corrosion Ratesa

Material Corrosion Rate (mpy)

RS–MgAlZnSiMn 15

RS–MgZnAlY 8

RS–MgZnAlNd 11

AZ91HP–T6 82

aReproduced with permission from [19].
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pickle before the modified chrome pickle solution are

used [75]. The modified chrome pickle provides a uniform

coating byoptimizing the etching andpassivating action of the

chrome pickle bath and by thorough cleaning and washing.

A number of commercial phosphate treatments provide

performance that is comparable to the best chromate-based

surface treatments, particularly for new, high-purity die-cast

alloys [72, 73].

E2.2. Anodic Treatments. Anodized coatings have varying

degrees of porosity and must be scaled for use in aggressive

chloride media. The coatings can be infused with various

polymers to produce special properties, including lubricating

properties.

Galvanic anodizing is a low-voltage direct-current (dc)

treatment that produces a thin black conversion coating, used

mainly as a paint base (chemical treatment No. 9) [75]. A

source of electric power is not required. Proper galvanic

action requires the use of racks, made of stainless steels,

Monel or phosphor bronze. The constituents of the anodizing

aqueous bath are (NH4)2SO4, Na2Cr2O7�2H2O, NH4OH, and

the operating temperature is between 49 and 60�C.
More substantial coatings, of 5–30-mm thickness, require

anodic polarization by external current. Paint base chemical

treatment No. 17 and HAE treatment are currently used. In

each of these treatments, a two-phase, two-layer coating is

produced. The first layer is about 5 mm thick with a light

green or greenish tan color. This layer is covered by a second-

phase heavier coating, about 30 mm thick and dark green in

color. The second layer is vitreous, relatively brittle, and

highly abrasive. As an example, the electrolyte for HAE is

composed of KOH, Al(OH)3, K2F2, Na3PO4, and K2MnO4,

and the current density is 1.5–2.5A/dm2. The terminating

potential is 65–70Vafter 7–10min and 80–90Vafter 60min

for theHAE treatment. This treatment consists of six or seven

steps: alkaline clean, cold rinse, anodize, cold rinse, dichro-

mate bifluoride dip (Na2Cr2O7�2H2O þ NH4 HF2), dry air,

and possibly heat humidity aging.

A heavier Cr-22 treatment is a high-voltage process that is

commercially available but not currently used. The final

potential can be 320 or 350–380V for heavier coatings.

These coatings provide excellent corrosion resistance inmild

media and protected unpainted parts of the structure when

properly sealed. The sealing posttreatment consists of an

immersion for 2min in a solution of sodium silicate (10% by

vol) at 85–100�C [75]. For environmental considerations,

two proprietary chrome-free anodizing treatments have been

introduced. In a particular military application, these treat-

ments were found to be superior to the two current anodizing

treatments (HAE and No. 17) [76–79].

Magoxid-coat is formed in a slightly alkaline bath and

results in MgAlO4 and other beneficial compounds on the

surface. The innermost, or barrier, layer is extremely thin,

followed by a middle ceramic oxide, providing the majority of

corrosion protection since it is almost nonporous. The outer-

most portion of the coating is a very porous ceramic layer [76].

E2.3. Cathodic Treatments. Zinc and nickel are the only

deposits used commercially as undercoatings uponwhich other

commonly plated metals are deposited. Standard practice for

plating magnesium involves surface conditioning, zinc immer-

sion plating (zincate solution), and a cyanide copper strike (�
8mm), followed by a standard plating process. Copper–nick-

el–chromiumplating systems onmagnesium satisfy decorative

and protective requirements. For interior and mild exterior

environments, especially in marine atmosphere, a pore-free

deposit is required for satisfactory corrosion resistance. Poros-

ity in the base metal promotes porosity in the deposit [75].

E3. Organic Finishing

For optimum corrosion resistance, a chemical conversion

coating or anodizing treatment is required prior to applying

the organic finishing system. It has been found that anodized

components provide greatly improved corrosion durability if

the porosity is sealed with a penetrating resin prior to the

application of primer and topcoat [77]. For military applica-

tions in the United States, finishing is controlled by

specifications [75].

Baking paints are harder and more resistant to attack by

solvents and are preferable to air-drying ones for applications

in solvents. Primers for magnesium should be based on

alkali-resistant vehicles, such as polyvinyl butyral, acrylic,

polyurethane, vinyl epoxy, and baked phenolic. Titanium

dioxide or zinc chromate pigments are used as inhibitors in

these vehicles. Finish coats should be compatible with the

primer. Vinyl alkyds are resistant to alkalis; acrylics are

resistant to chloride environments; alkyd enamels are used

for exterior durability; and epoxies have good abrasion

resistance. The following finishes have an increasing tem-

perature resistance in the following order. Vinyls (150�C),
epoxies, modified epoxies, epoxy-silicones, and silicones.

Although chemical treatment can retard the natural alkali

that forms at any point of the painted film, primers (13 mm
thick),whichcontain an alkali-resistant vehicle, recommended.

Oils, alkyds, and nitrocellulose are best avoided, except for

mild exposure [73]. Finishing by one (�13mm thick) or more

coats depends on the corrosive medium and the acceptable

corrosion rate. A current example of a paint system can consist

of an epoxy-based primer or sealer and an acrylic top coat [73,

74]. With epoxy and epoxy-polyester, electrostatic powder

deposition is used successfully onmagnesium alloys. Cathodic

electrodeposition of a resin from an aqueous emulsion can give

amore uniform coverage than spray or dip systems of painting.

In a recently developed process, a hydrogen-rich or

magnesium hydride layer is created on the magnesium

surface by cathodic electric charging in aqueous solution.

This compound is a good base for painting [80].
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The following standards on finishing should be considered:

ASTM D1732: Standard Practices for Preparation of

Magnesium Alloy Surfaces for Painting; acid and

alkaline cleaners, dip treatments, and anodizing

described [81].

ASTM D2651: Standard Practices for Preparation of

Magnesium Alloy Surfaces for Adhesive

Bonding [82].

ASTM D1654: Standard Evaluation of Painted or Coated

Specimens Subjected to Corrosive Environments [83].

Accelerated laboratory testing aims to reproduce, in amuch

shorter time than in the field, natural corrosion and degradation

processes of the paint system and the substrate without chang-

ing the corrosion/degradation mechanisms occurring in prac-

tice. Accelerated corrosion testing that can have different

testing modes in different corrosive aqueous media (immer-

sion, alternating immersion, and emersion and spray) aswell as

in atmosphereswith different relative humidity percentages are

recommended for corrosion evaluation of coated magnesium

alloys. It is always recommended to test the metal or alloy

without coating as reference for corrosion rate and corrosion

form in the same conditions. Physical and mechanical testing

methods such as film hardness are best measured by making

microhardness indents on a cross section of the film, but a

minimum film thickness of 25mm is required. This can be

increased 10-fold, for example, in the case of an anodized

surface layer (keronite process) impregnated with an organic

topcoat such as e-coat, PTFE, or powder coat [84].

One of the most effective tests for judging the ability of a

paint base to sustain its protectiveness after damage is to

scribe the test panels with a sharp instrument that penetrates

the paint and coating layer, leaving bare substrate exposed.

Once scribed, the panels are placed in salt spray, and evalua-

tions are taken at regular intervals to determine how far

corrosion has migrated from the scribe line to undamaged

areas (ASTM D1654).

The alternate intermittent immersion in salt water or salt

spray is often used to compare the corrosion resistance of

magnesium alloys to each other and to other materials. A test

period of 28 days has been found to be more severe than a 5-

year atmospheric exposure. The humidity, or condensation,

test is a simple variation of the salt spray test. Test panels are

exposed to a climate with very high relative humidity (RH)

and no electrolytes, usually at 40–50�C. Coated panels are

exposed so that moisture condenses on the test face [85].

It is admitted frequently that cyclic corrosion testing (CCT)

gives the relative corrosion rates, structure, and corrosion

morphology quiet close to those seen outdoors, if paint systems

of the same type ofbinder are compared [86]. Simple exposures

like prohesion may consist of cyclic events, between salt fog

and dry conditions. More sophisticated automotive methods

call for multistep cycles that may incorporate immersion,

humidity, condensation along with salt fog and dry-off events.

The results from an acid rain test (2 h of sprayingwith acid rain

of pH 3.5 plus 1 h drying) did not distinguish the various coated

specimens in terms of corrosion behavior. The prohesion test

was more corrosive than the acid rain test [84, 86].
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A. INTRODUCTION

Within the chemical process industry, as well as other

industries, the 300 series stainless steels have been and will

continue to be the most widely used tonnage material after

carbon steel. Materials of construction for the modern chem-

ical process and petrochemical industriesmust not only resist

uniform corrosion caused by various corrodents butmust also

have sufficient localized corrosion and stress corrosion

cracking (SCC) resistance. These industries have to cope

with the technical and commercial challenges of rigid envi-

ronmental regulations, the need to increase production effi-

ciency by utilizing higher temperatures and pressures, and

more corrosive catalysts and at the same time possess the

necessary versatility to handle varied feedstock and upset

conditions. Over the past 100 years, improvements in alloy

metallurgy, melting technology, and thermomechanical pro-

cessing, alongwith a better fundamental understanding of the

role of various alloying elements, have led to new nickel

alloys, which not only extend the range of usefulness of

existing alloys by overcoming their limitations but are also

reliable and cost-effective and have opened new areas of

applications.

Nickel and nickel alloys have useful resistance to a

wide variety of corrosive environments typically encoun-

tered in various industrial processes. In many instances,

the corrosive conditions are too severe to be handled by

other commercially available materials, including stain-

less and superstainless steels. Nickel by itself is a very

versatile corrosion-resistant metal, finding many useful

applications in industry. More importantly, its metallur-

gical compatibility over a considerable composition range

with a number of other metals as alloying elements has

become the basis for many binary, ternary, and other

complex nickel-base alloy systems, having very unique

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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and specific corrosion-resistant and high-temperature-

resistant properties for handling the modern-day corro-

sive environments of chemical process, petrochemical,

marine, pulp and paper, agrichemicals, oil and gas, heat

treat, energy conversion, and many other industries.

These alloys are more expensive than the standard 300

series stainless steels due to their higher alloy content

and more involved thermomechanical processing and

hence are used only when stainless steels are not suitable

or when product purity and/or safety considerations are

of critical importance. Corrosion depends on the chem-

ical composition, the microstructural features of the alloy

as developed during thermomechanical processing, the

various reactions occurring at the alloy/environment

interface, and the chemical nature of the environment

itself.

In this chapter, the major nickel alloy systems are dis-

cussed, including their major characteristics, the effects of

alloying elements, and, most importantly, the strengths,

weaknesses, and applications of these systems. A few words

on fabrication are also included because an improper fabri-

cation may destroy the corrosion resistance of an otherwise

fully satisfactory nickel alloy.

B. NICKEL AND NICKEL-BASE ALLOYS

FOR CORROSION APPLICATIONS

Nickel-base alloys can be roughly classified into the follow-

ing family of alloys, each developed for certain corrosion

characteristics and mechanical properties:

Alloy System

Type of Environment

Designed to Resist

Against

Some Major

Commercial Alloys

Ni Caustic Ni-200/201

Ni–Cu Nonoxidizing

halides, caustic

Alloy 400, K-500

Ni–Mo Nonoxidizing Alloys B-2, B-3,

B-4, etc.

Ni–Si (some

with Cr)

Highly oxidizing,

nonhalide

Alloy D, Lewmet,

D-205

Ni–Fe Controlled

expansion,

nonoxidizing

Invar, Pernifer, etc.

Ni–Cr–Fe Oxidizing, nonhalide Alloy 600, 800,

690, etc.

Ni–Cr–Fe–Mo Oxidizing,

moderately

localized corrosion

environments

825, G-3, G-30, alloy

33, etc.

Ni–Cr–Mo Oxidizing, highly

localized corrosion

environments

625, alloy 276, alloy

22, C-2000,

alloy 59, etc.

Ni–Cr–Fe–

Mo–(Al,Ti,Nb)

Precipitation

hardenable,

environments

similar to those

without (Al,Ti,Nb)

X-750, 718, 945, etc.

Ni–Cr–Mo–Fe–

Co–C–Al–Ti–

Nb–rare earth

metals

High-temperature

corrosion, wear

resistance

X,214, Nimonic,

HR160, 230,

MP-35N, etc.

Ni–Ti Shape memory alloys Nitinol

Commercial nickel production started as early as 1804,

and since then Ni-base alloy chemistries have evolved

steadily in terms of metallurgical sophistication and their

ability to function in a broad range of corrosive environ-

ments. The development of Ni–Cr alloys first occurred in

the early 1900s at about the same time as stainless steel was

being developed. In the 1930s, the Ni–Mo and Ni–Cr–Mo

alloys were first commercialized, but they contained high

carbon and silicon contents and were not useful in the as-

welded condition. The development of the argon oxygen

decarburization process in the 1960s and the electroslag

remelting process in the early 1980s enabled the

manufacturing of low-carbon, low-sulfur Ni–Cr–Mo alloys,

such as alloy C-276. Better understanding of the electronic

structures of alloys and their effects on the formation of

intermetallic phases in these alloys resulted in the devel-

opment of metallurgically stable variants of these alloys

starting in the mid-1970s and further developments have

continued through the present.

The Ni–Fe–Cr–Mo corrosion-resistant alloys developed

initially were all solid-solution-strengthened alloys, which

meant that their strength could be increased only by cold

working. This limited the shapes and sizes of parts pro-

duced from these alloys. In parallel with the development

of solid-solution-strengthened corrosion-resistant alloys,

the development of precipitation-hardenable alloys oc-

curred to satisfy the needs of the emerging aerospace and

power generation industries. However, most of these early

precipitation-hardenable alloys, such as alloys X-750 and

718, did not have sufficient corrosion resistance. Oil and

gas production at increasingly deeper zones placed a

premium on high-strength, thick-section Ni-base alloys for

components such as the tubing hanger. In the last decade

this has spurred the development of precipitation-harden-

able alloys with quite high corrosion resistance, such as

alloy 945.

This chapter provides a concise description of each alloy

class with some corrosion data and application areas.
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TABLE 59.1. Alloying Elements and Their Major Effects in Low-Temperature Corrosion Environments

Alloying

Elements Main Effects Other Effects

Ni Provides matrix for dissolving other alloying elements;

improves thermal stability towards intermetallic phases

and fabricability

Improved corrosion resistance to nonoxidizing environments

over Fe; resistance to alkalis; increases chloride SCC

resistance

Al Generally added as deoxidizer In some precipitation-hardening alloys added to form g 0
phase

Cr Improves resistance to oxidizing environments Increases solubility of nitrogen and carbon; increases

susceptibility to precipitation of sigma phase; in

combination with Mo, W, and N can improve localized

corrosion resistance

C Increases strength at high temperatures Increases formation of detrimental grain boundary carbides

Co Increases resistance to wear Sometimes an incidental impurity; in high amounts can

reduce SCC resistance

Cu Improves resistance to nonoxidizing environments, such as

sulfuric and phosphoric acid; as binary alloying element

with Ni can improve seawater corrosion resistance.

Decreases localized corrosion resistance in oxidizing halide

environments

Fe Generally added to Ni-base alloys to reduce cost and enhance

scrap utilization; in binary Ni–Fe alloys provides low

thermal expansion characteristics; in Ni–Cr–Mo–Fe

alloys, higher Fe can reduce tendency to form long-range

ordering

Increases tendency to form detrimental intermetallic phases,

such as sigma; the higher the Cr, Mo, and W levels, the

lower must the Fe addition must be preserve metallurgical

stability

Mo Increases resistance to nonoxidizing environments, such as

HCl, H2SO4; in combination with Cr enhances resistance

to oxidizing halide environments

Provides solid-solution strengthening; increases tendency to

form detrimental intermetallic phases, such as m phase.

Mn Mainly added as deoxidizer duringmelting; in levels found in

typical Ni-base alloys has no effect on corrosion

High Mn levels could destabilize metallurgical structure by

precipitating intermetallic phases

N In combination with Cr and Mo can increase localized

corrosion resistance; increases strength

Higher Cr (at least 25%) is necessary to dissolveN inNi-base

alloys; lower Cr alloys can form deleterious chromium

nitrides

Nb (Cb) Generally added to prevent formation of chromium carbides

(stabilization) or to provide precipitation hardening; No

effect on corrosion except indirectly through carbide

control

May lead to knife-line attack nearwelds through resolution of

carbides and precipitation of chromium carbides; for

precipitation hardening through formation of g 00, at least
3% Nb is needed; increases tendency to form detrimental

Laves phase

P Found as tramp element; Detrimental to corrosion resistance Phosphorus segregation to grain boundaries can lead to

enhanced hydrogen embrittlement

S Found as tramp element; detrimental to corrosion resistance Sometimes added to improvemachinability, but typically not

in Ni–base alloys

Sn Generally undesirable element in manufacturing of Ni-base

alloys, especially high-temperature alloys

Si Improves resistance to highly oxidizing, nonhalide

environments such as concentrated sulfuric acid and red

fuming nitric acid; in binaryNi–Si alloys are generally cast

and require at least 14% Si; Ni–Cr–Si alloys require much

less Si

Sometimes Si is added to cause precipitation hardening

through formation of Ni3Si; Si is detrimental to

metallurgical stability; Si increases carbon activity and

results in enhanced carbide formation; Si also increases

tendency to form sigma phase in presence of Cr and Mo

Ta Generally added to prevent formation of chromium carbides

(stabilization)

May lead to knife-line attack nearwelds through resolution of

carbides and precipitation of chromium carbides

Ti Generally added to prevent formation of chromium carbides

(stabilization) or to provide precipitation hardening; In

binary Ni–Ti alloys provides shape memory effect

May lead to knife-line attack nearwelds through resolution of

carbides and precipitation of chromium carbides;

enhances precipitation-hardening effect of Al and Nb

W Similar toMo in effect, but half as effective because it is twice

as heavy as Mo; increases resistance to nonoxidizing

environments, such as HCl, H2SO4; in combination with

Cr and Mo enhances resistance to oxidizing halide

environments

Provides solid-solution strengthening; increases tendency to

form detrimental intermetallic phases, such as m phase
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C. ALLOYING ELEMENTS AND THEIR

EFFECTS IN NICKEL ALLOYS

Alloying elements have complex interactive effects on the

corrosion resistance and metallurgical stability of Ni-base

alloys. The effects of various elements in alloys that are used

for wet corrosion resistance and for high-temperature cor-

rosion are presented in Tables 59.2 and 59.3, respectively.

Some of the alloying elements are common to both types of

alloys but impart different property characteristics in each

type. Some elements may be undesirable for wet-corrosion

alloys but beneficial for high-temperature corrosion alloys

and vice versa.

More detailed information on nickel and nickel alloys is

available in the References, including the product literature

of the nickel alloy producers. This chapter focuses primarily

on the aqueous corrosion alloy systems, with a very brief

section on high-temperature alloys and fabrication.

C1. Alloy Systems

C1.1. Nickel

Alloy UNS No. Nia Cu Fe Mn C Si S

200 N02200 99.0min 0.25 0.40 0.35 0.15 0.35 0.01

201 N02201 99.0min 0.25 0.40 0.35 0.02 0.35 0.01

Note: UNS¼Unified Numbering System.
aNi þ Co. All values max unless noted otherwise.

The two main alloys, commercially pure alloy 200 and its

low-carbon version alloy 201, have good resistance, at low to

moderate temperatures, to corrosion by dilute unaerated

solution of the common nonoxidizing mineral acids, such as

HCl, H2SO4, or H3PO4. The reason for its good behavior is

that the standard reduction potential of nickel is more noble

than that of iron and less noble than copper. Because of

nickel’s high overpotential for hydrogen evolution, there is

TABLE 59.2. Alloying Elements and Their Major Effects in High-Temperature Alloys

Alloying Elements Main Feature Other Features

Cr Improves oxidation resistance; detrimental to

nitriding and fluorination resistance

Improves sulfidation resistance; beneficial to

carburization and metal dusting resistance

Si Improves oxidation, nitriding, sulfidation, and

carburizing resistance; detrimental to

nonoxidizing chlorination resistance

Synergistically acts with chromium to improve

high-temperature degradation

Al Independently and synergistically with Cr

improves oxidation resistance; detrimental

to nitriding resistance

Helps improve sulfidation resistance; improves

age-hardening effects

Mo Improves high-temperature strength improves

creep strength, detrimental for oxidation

resistance at higher temperatures

Helps with reducing chlorination resistance

W Behaves similarly to molybdenum

Nb Increases short-term creep strength; may be

beneficial in carburizing; detrimental to

nitriding resistance

Improves age hardening

C Improves strength, helps nitridation resistance,

beneficial to carburization resistance,

oxidation resistance adversely effected

Ti Improves age hardening Detrimental to nitriding resistance

Mn Slight positive effect on high-temperature

strength and creep; detrimental to oxidation

resistance; increases solubility of nitrogen

Co Reduces rate of sulfur diffusion, hence helps

with sulfidation resistance; improves solid-

solution resistance; improves solid-solution

strength

Ni Improves carburization, nitriding, and

chlorination resistance; detrimental to

sulfidation resistance

Improves high-temperature mechanical

properties

Y & RE (rare earths) Improves adherence and spalling resistance of

oxide layer and hence improves oxidation,

sulfidation, carburization resistance
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no easy discharge of hydrogen from any of the common

nonoxidizing acids and a supply of oxygen is necessary for

rapid corrosion to occur; hence, nickel can corrode rapidly in

nonoxidizing environments in the presence of oxidizing

species, such as ferric or cupric ions, nitrates, peroxides, or

even oxygen.

Nickel’s outstanding corrosion resistance to alkalies has

led to its successful use as caustic evaporator tubes. At

boiling temperatures and concentration of up to 50% NaOH,

the corrosion rate is <0.005mm/year (0.2 mpy). The iso-

corrosion diagram for nickel 200 and 201 in sodium hydrox-

ide clearly shows its superiority and usefulness even at higher

concentrations and temperatures [1]. However, when nickel

is to be utilized at temperatures above 316�C (600�F), the
low-carbon version (alloy 201) is recommended to guard

against graphitization at the grain boundaries, which leads to

possible loss of ductility causing embrittlement.

Nickel is very resistant to chloride SCC resistance but may

be susceptible to caustic cracking in aerated solution in

severely stressed conditions. The Ni–Cr–Fe, such as alloy

600,may bemore resistant under such conditions.Nickel has a

high resistance to corrosion by most natural freshwaters and

rapidly flowing seawater. However, under stagnant or crevice

conditions, severe pitting attack may occur. While nickel’s

corrosion resistance to oxidizing acids such as nitric acid is

poor, it is sufficiently resistant to most nonaerated organic

acids and organic compounds. Nickel is not attacked by

anhydrous ammonia or very dilute ammonium hydroxide

solution (<2%). Higher concentration causes rapid attack due

to formation of soluble (Ni–NH4) complex corrosion products.

Nickel’s good resistance to halogenic environments at

elevated temperatures, such as in chlorination or fluorina-

tion reactions, is utilized in many chemical processes,

mainly because the nickel halide films that form on the

nickel surface have relatively low vapor pressures and high

melting points.

Nickel is used in the production of high-purity caustic in

the 50–75% concentration range in the petrochemical

industry, in the chemical process industry, in the food

industry, and in the production of synthetic fibers. Other

applications result from its magnetic and magnetostrictive

properties, high thermal and electrical conductivities, and

low vapor pressure.

C2. Ni–Cu Alloys

Alloy UNS No. Ni(þCo) C Mn Fe S Si Cua Other

400 N04400 63.0min 0.30 2.0 2.5 0.024 0.50 31

K-500 N05500 63.0min 0.18 1.5 2.0 0.010 0.50 30 Al 2.8a

Ti 0.60

aTypical—all values max unless noted otherwise.

The twomain alloys in this system areMonel 400, or alloy

400, and its age-hardenable version, alloy K-500. Alloy 400

was developed near the beginning of the twentieth century

and continues to be used in the chemical, petrochemical,

marine, refinery, and many other industries. Alloy 400,

containing �31% copper in a nickel matrix, has many

characteristics similar to those of commercially pure nickel

and other characteristics markedly improved over those of

pure nickel. Addition of some iron significantly improves the

resistance to cavitation and erosion in condenser tube appli-

cations. The main uses of alloy 400 are under conditions of

high flow velocity and erosion, for example, in propeller

shafts, propellers, pump impeller blades, casings, condenser

tubes, and heat exchanger tubes. Corrosion rate in moving

seawater is generally less than 0.025mm/year. The alloy can

pit in stagnant seawater, but the rate of attack is considerably

less than in commercially pure nickel, alloy 200. Because of

its high nickel content, the alloy is generally immune to

chloride stress corrosion cracking.

TABLE 59.3. Comparison of Some Ni–Cr–Mo Alloys in Various Boiling Corrosive Environments

Media

Uniform Corrosion Rate (mpy)a

C-276 C-22 686 C-2000 59

Fe2(SO4)3 50% H2SO4 þ 42 g/L 240 36 103 27 24

ASTM 28B, 23% H2SO4 þ 1.2% HCL þ 1% CuCl2 þ 1% FeCl3 55 7 10 4 4

11.5% H2SO4 þ 1.2% HCLþ 1% CuCl2 þ 1% Fecl3 26 4 8 5

10% HNO3 19 2 2

65% HNO3 750 52 231 40

10% H2SO4 23 18 8

50% H2SO4 240 308 176

1.5% HCl 11 14 5 1.5 3

10% HCl 239 392 179

10% H2SO þ 1% HCl 87 354 70

10% H2SO4 þ 1% HClb 41 92 67 3

aTo convert to millimeters per year (mm/year) multiply by 0.0254.
bAt 90�C.
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The general corrosion resistance of alloy 400 in nonox-

idizingmineral acids is better than pure nickel. However, like

pure nickel, it has very poor corrosion resistance to oxidizing

media, such as nitric acid, ferric chloride, cupric chloride,

wet chlorine, chromic acid, sulfur dioxide, or ammonia.

In unaerated dilute hydrochloric and sulfuric acid solu-

tion, the alloy has good resistance up to concentrations of

15% at room temperature and up to 2% at somewhat higher

temperature, not exceeding 50�C. Due to this specific char-

acteristic, alloy 400 is also used in processes where chlori-

nated solventsmay form hydrochloric acid due to hydrolysis,

which would cause failure in stainless steels.

Alloy 400 has good corrosion resistance at ambient

temperature to all HF concentration in the absence of air.

Aerated solutions and higher temperature increase the cor-

rosion rate. The alloy is susceptible to SCC in moist aerated

hydrofluoric or hydrofluorosilicic acid vapor. This SCC can

be minimized by deaeration of the environment or by stress

relief anneal of the component.

Neutral and alkaline salt solutions, such as chloride,

carbonates, sulfates, and acetates, have only a minor effect

on alloy 400, even at high concentrations and temperatures

up to boiling point. Hence the alloy is widely used in plants

for crystallization of salts from saturated brine.

Alloy K-500, the age-hardenable alloy, contains alumi-

num and titanium and combines the excellent corrosion

resistance features of alloy 400 with the added benefits of

increased strength and hardness andmaintains its strength up

to 600�C. The alloy has low magnetic permeability and is

nonmagnetic to �134�C. Some of the typical applications, of

alloy K-500 are in pump shafts, impellers, medical blades,

and scrapers, oil well drill collars and other completion tools,

electronic components, and springs and valves. This alloy is

primarily used in marine and oil and gas industrial applica-

tions. In contrast, Alloy 400 is more versatile, finding many

additional uses, other than those mentioned previously, such

as in roofs, gutters and architectural parts on institutional

buildings, tubes of boiler feedwater heaters, seawater appli-

cations (e.g., sheating), the HF alkylination process, produc-

tion and handling of HF acid and refining of uranium,

distillation, condensation units and overhead condenser pipes

in refineries and petrochemical industries, and many others.

C3. Ni�Fe System

Alloy (UNS No.) Ni Cr Co Mn Si C Fe Others

36 (K93603)

(Invar)

Pernifer 36

36a 0.2 0.5 0.35 0.2 0.03 Bal

Magnifer 7904

(Hymu 80)

80a 0.50a 0.3a 0.02a Bal Mo 5a

aTypical—all other values max unless noted otherwise.

The nickel–iron alloys containing 36–80% nickel are

commonly applied to take advantage of their special physical

properties, such as low coefficient of thermal expansion and/

or magnetic properties.

Higher nickel alloys, containing 76–80% nickel with

some iron and some molybdenum, have the highest mag-

netic permeability and are used as inductive components in

transformers, circuit breakers, low-frequency transducers,

relay parts, and screens. Invar, also known as Pernifer 36, an

alloy with 36% nickel, has extremely low coefficient of

thermal expansion. Because of its applications in cryogenic

environments, this alloy has undergone extensive corrosion

testing. The nickel–iron alloys have moderately good re-

sistance to a variety of nonoxiditing industrial environments

but are primarily used for their physical characteristics

rather than for their corrosion resistance. They can

also undergo severe hydrogen embrittlement under same

circumstances.

C4. Ni–Si System

Alloy Ni Co Mo Cu Cr Si Mn Fe

D Bal — — 3 1 max 9.5 — 2 max

Lewmat 66 Bala 6a 0.2 3 31a 3a 3 16a

Alloy D-205 Bala — 2.5a 2a 20a 5a 6a

aTypical—all other values max unless noted otherwise.

Cast Ni–Si alloys, typically containing 8–10% silicon,

were developed for handling hot or boiling sulfuric acid of

most concentrations and have also been used to resist

strong nitric acid, >50% concentration, and nitric–sulfuric

acid mixtures. Unfortunately, cast Ni–Si alloys, such as

alloy D, had limited use because they had low fracture

toughness and were not corrosion resistant to dilute sul-

furic acid environments or environments that contained

halides as impurities. The Ni–Cr–Si alloys were developed

to provide greater corrosion resistance over a broader

range of sulfuric acid environments. Alloy D-205 was

especially formulated to be used in wrought form for plate

heat exchangers.

C5. Ni–Mo System (B Family of Alloys)

Alloy UNS No. Ni Mo Fe Cr C

B-1 N10001 Bal 28 5 0.5 0.03

B-2 N10665 Bal 28 1.5 0.5 0.005

B-3 N10675 Bal 28 1.5 1.5 0.005

B-4 Nl0629 Bal 28 3.2 1.3 0.005

B-10 N10624 Bal 24 6 8 0.005

aAll values are typical unless noted otherwise.
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Alloy B, the original alloy in the Ni–Mo family, devel-

oped in the 1920s, is susceptible to corrosion of the weld

heat-affected zone (HAZ) in nonoxidizing acids (i.e.,

acetic, formic, and hydrochloric) because of its high carbon

content. During the 1960s, argon–oxygen decarburization

(AOD)melting technology led to development of alloy B-2.

Although this alloy resists HAZ corrosion, it suffers from

embrittlement caused by the formation of Ni–Mo interme-

tallic. This was overcome by the addition of small concen-

trations of Fe to the alloy. Studies on controlling the

composition of alloy B-2 have led to the development of

alloy B-3 and Nimofer� 6629 (alloy B-4, UNS N10629), in

which the formation of detrimental intermetallic phases

were eliminated or reduced, achieving good corrosion

resistance behavior and fabricability. Details on the funda-

mental behavior and understanding of Ni–Mo alloy systems

have been presented elsewhere [2]. Alloys B-2, B-3, and

B-4 are recommended for service in handling all concen-

trations of HCl in the temperature range of 70–100�C and in

handling wet HCl gas. These alloys also have excellent

corrosion resistance to pure H2SO4 up to the boiling point

in concentrations below 60%. One weakness of the alloy

is its lack of chromium and hence its very poor corrosion

resistance in the presence of oxidizing species. Alloy B-2

has been successfully used in the production of acetic

acid, pharmaceuticals, alkylation of ethyl benzene, styrene,

cumene, organic sulfonation reactions, melamine herbi-

cides, and many other products.

Alloy B-4, the improved version of alloy B-2, is used at

temperatures between 120 and 150�C in the production of

resins, where hydrochloric acid is found as a result of the

presence of aluminum chloride. In one chemical company in

Spain, alloy B-4 was tested and specified for use in the

production of pesticides,where severely corrosive conditions

exist because of hydrochloric acid. The “C” family alloys are

not acceptable under these conditions. Alloy B-4 has solved

both the fabricability problems encountered with alloy B-2

and the susceptibility to stress corrosion cracking in many

corrosive environments.

Alloy B-10 [3] (Nimofer 6224) was developed to over-

come the limitations of alloys B, B-2, B-3, and B-4 in

oxidizing species, where these alloys corrode at unaccept-

ably high rates. The C family alloys, with high chromium

contents, such as alloy C-276, or alloy 59 (to a much greater

degree), are resistant to corrosion by oxidizing species but

lack sufficient molybdenum to resist the reducing conditions

in hydrochloric or sulfuric acid. Alloy B-10, an intermediate

between the C and B families, has a molybdenum level

significantly higher than the C family but somewhat lower

than the B family. Also, the chromium and iron levels were

increased to 8 and 6%, respectively, to resist oxidizing

species. This alloy is used, for example, inwaste incinerators,

where conditions exist that cause crevice corrosion of many

alloys.

C6. Ni–Cr–Fe Alloys

Alloya UNS No. Ni Cr Fe Al Si Others

600 N06600 Bal 16 9 1.4 0.3

601 N06601 Bal 23 14 0.3

800H N08810 32 21 Bal 0.4 0.5 Ti

690 N06690 Bal 30 10 0.3

602CA N06025 Bal 25 9.5 2.2 Y, Zr, Ti

45TM N06045 Bal 27 23 2.7 RE

aTypical analysis.

Of the many commercial Ni–Cr–Fe alloys, the major ones

are alloys 600 and 601, alloy 800 and its variations, alloy 690

and two new alloys, one being a chromia/alumina-forming

alloy (alloy 602CA) and the other chromia/silica-forming

alloy (alloy 45TM). These latter alloys are widely used in

the chemical, petrochemical, and other process industries,

mostly for high-temperature applications, and extensive

corrosion test data are available. Improved sulfidation prop-

erties, compared to those of alloy 800/800H, have been

achieved with a silicon-containing high chromium–nickel

alloy, alloy 45TM.

C7. Alloy 600/601/602CA

The high nickel content of alloy 600 imparts excellent

resistance to halogens at elevated temperatures, so that this

alloy is used in processes involving chlorination. It has good

oxidation and chloride SCC resistance. In the production of

titanium dioxide, natural titanium oxide (ilmenite or rutile

ore) and hot chlorine gases are reacted to produce titanium

tetrachloride. Alloy 600 has been successfully used in this

process because of its excellent resistance to corrosion by hot

chlorine gas. This alloy has found wide usage in furnace and

heat treatment applications due to its excellent resistance to

oxidation and scaling at 980�C. The alloy is also used in

handling water environments, where stainless steels have

failed by SCC. It has been used in a number of nuclear

reactors, including steam generator boiling and primary

water piping systems, although alloy 690 has replaced alloy

600 in some nuclear applications due to its superior stress

corrosion cracking resistance. Alloy 600 is used in preheaters

and turbine condensers with maximum service temperatures

of� 450�C.However, the low chromiumcontent of alloy 600

prevented its use in applications that require extended ex-

posure to high temperatures and good high-temperature

oxidation resistance as well as superior creep and rapture

properties. These limitations were addressed by increasing

the chromium content to 23% and adding 1.4% aluminum to

form alloy 601. The protective oxide that forms on this alloy

imparts oxidation and scaling resistance at high temperature,

even under severe condition of cyclic exposure to 1100�C.
The high nickel and chromiumcontents of alloy 601 also give
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it a high degree of resistance to many wet-corrosion envir-

onments, along with good resistance to chloride SCC. This

alloy has good resistance to carburizing conditions and is

used in a wide variety of applications in industries as diverse

as thermal and chemical processing, pollution control, and

power generation. The alloy has also been used for combustor

components and catalyst grid supports in equipment for nitric

acid production.

In modern chemical processes, the need to extend the

temperature range to 1200�C, while still maintaining good

strength characteristics and improved resistance to environ-

mental degradation, led to the development of a new alloy,

alloy 602CA. This alloy is a high-carbon, high-chromium,

high-aluminum,nickel-base superalloy (NiBal, 25Cr, 2.2Al,

9.5% Fe, 0.18% C, microalloying additions of titanium,

zirconium, and yttrium) with marked improvement in

strength and corrosion behavior compared to alloy 601. It

has been used in a variety of applications where Alloy 601

was either marginal or inadequate. This alloy is used [4, 5] in

the heat treat industry, annealing furnaces, furnace rolls,

direct reduction of iron ore technology to produce sponge

iron, calciners to produce very high purity alumina, catalytic

support systems and glow plugs in the automotive industry,

and vitrification of nuclear waste. The alloy is used to combat

metal dusting [6] problems in a variety of industries and is

finding increased usage against this mode of failure.

C8. Alloy 800/800H/800HT/45TM

Alloy 800 (20% Cr, 32% Ni, and 46% Fe as balance) and its

variants are used primarily for their oxidation resistance and

strength at elevated temperatures. One of themajor benefits is

that the alloy does not form embrittling sigma phase even

after long time exposure between 650 to 870�C. This be-

havior coupled with its high creep and stress rupture strength

has led to many applications in the petrochemical industry,

such as in production of styrene (steam-heated reactors). The

alloy exhibits good resistance to carburization and sulfidation

and thus has been used in components for coal gasification,

for example, heat exchangers, process piping, carburizing

fixtures, and retorts. Two major applications are electric

range heating element sheathing and extruded tubing for

ethylene and steam methane reformer furnaces. It has also

found applications as cracking tubes in ethylene dichloride

production and in production of acetic anhydride and

ketones.

In aqueous corrosion service, alloy 800 is not widely used,

because its corrosion resistance is intermediate between

types 304SS and 316SS.

Even though alloy 800H is used in coal gasification

because of its good carburization and sulfidation resistance

properties, it undergoes accelerated attack in some processes.

To enhance resistance to thesemodes of degradation, a higher

chromium, silicon-containing nickel alloy was developed,

known as alloy 45TM [4, 7]. This is a chromia/silica-forming

alloy with excellent resistance to high-temperature attack in

coal gasification and thermal waste incinerators and in

refineries and petrochemical industries, where sulfidation

has been a major problem.

C9. Ni–Cr–Fe–Mo–Cu Alloys

Alloya UNS No. Ni Cr Mo Cu Fe Others

825 N08825 Bal 22 3 2 31 Ti

G N06007 Bal 22 6.5 2 20 Cb þ Ta

G-3 N06985 Bal 22 7 2 20 Cb þ Ta

G-30 N06030 Bal 30 5 1.5 15 Cb þ Ta

20 N08020 35 20 2.5 3.5 Bal Cb

28 N08028 31 27 3.5 1.0 36

31 N08031 31 27 6.5 1.2 32 N

33 R20033 31 33 1.6 1.2 32 N

1925hMo N08926 25 21 6.3 0.9 Bal N

aTypical analysis.

Fortification of Ni–Cr–Fe alloys with molybdenum and

copper has resulted in a series of alloys with improved

resistance to corrosion by hot reducing acids such as sulfuric,

phosphoric, and hydrofluoric acid and acids containing

oxidizing contaminants. By maintaining copper content to

�2% or less, chromium between 20 and 33%, and molyb-

denum between 1.5 and 7.0% and by replacing some of the

nickel with iron to reduce cost, a group of alloys were

produced with useful corrosion resistance in a wide variety

of both oxidizing and reducing acids (except hydrochloric),

organic compounds, and acid, neutral, and alkaline salt

solutions. These alloys are used extensively in a wide variety

of industries to combat corrosion problems.

C10. Alloy 825

Alloy 825 was developed from alloy 800 by increasing the

nickel content and by adding molybdenum (3%), copper

(2%), and titanium (0.9%) for improved aqueous corrosion

resistance in awide variety of corrosivemedia. Its high nickel

content, about 42%, provides excellent resistance to chloride

stress corrosion cracking, although it is not immune to

cracking when tested in boiling magnesium chloride solu-

tions. This alloy is an upgrade from the 300 series stainless

steels and is used when localized corrosion and SCC are

problems. The high nickel, with themolybdenumand copper,

provides good resistance to reducing environments, such as

those containing sulfuric and phosphoric acids. Laboratory

test results and service experience have confirmed the resis-

tance of alloy 825 in boiling solutions of sulfuric acid up to

40% by weight and at all concentrations up to a maximum

temperature of 66�C. In the presence of oxidizing species,

other than oxidizing chlorides, which may form HCl by
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hydrolysis, the corrosion resistance in sulfuric acid is usually

improved. Hence, the alloy is suitable for use in mixtures

containing nitric acid and cupric and ferric sulfates. Alloy

825 is resistant to corrosion in pure phosphoric acid at

concentrations and temperatures up to and including boiling

85% acid. The high chromium content imparts resistance to a

variety of oxidizing media, such a nitric acid, nitrates, and

oxidizing salts. The titanium addition with an appropriate

heat treatment stabilizes alloy 825 against sensitization to

intergranular attack.

Some typical applications of alloy 825 include various

components used in sulfuric acid pickling of steel and copper,

components in petroleum refineries and petrochemicals

(tanks, agitators, valves, pumps), equipment used in produc-

tion of ammonium sulfate, pollution control equipment, oil

and gas recovery, acid production, nuclear fuel reprocessing,

handling of radioactive waste, and phosphoric acid produc-

tion (evaporators, cylinders, heat exchangers, equipment for

handling fluorosilicic acid solution, and many others). Alloy

825 is a versatile alloy for handling a wide variety or

corrosive media but is being gradually replaced by newer

alloys with superior resistance to localized corrosion, such as

the 6%Mo superaustenitic stainless steels, for example, alloy

1925hMo (N08926), alloy 31 (N08031), and the high

Cr–Fe–Ni alloy 33, as described later in this chapter.

C11. “G” Family Alloys—G/G-3/G-30

Alloy G was developed during the 1960s from alloy F by

adding� 2% copper to improve corrosion resistance in both

sulfuric and phosphoric acid. This alloy has excellent cor-

rosion resistance in the as-welded condition and can handle

the corrosive effects of both oxidizing and reducing agents as

well as mixed acids, fluorosilicic acid, sulfate compounds,

concentrated nitric acid, flue gases of coal-fired power plants,

and hydrofluoric acid. Due to its higher nickel and molyb-

denum content than alloy 825, the alloy is essentially im-

mune to chloride SCC and has significantly superior local-

ized corrosion resistance. This alloy has been widely used in

industries similar to those using alloy 825, but with the added

advantage of improved corrosion resistance. Alloy G is now

obsolete and has been replaced by alloy G-3.

Alloy G-3 is an improved version of alloy G, with similar

excellent corrosion behavior but greater resistance to HAZ

attack and with better weldability. Because of its lower

carbon content, the alloy has slower kinetics of carbide

precipitation, and its slightly higher molybdenum content

provides superior localized corrosion resistance. Alloy G-3

has replaced alloy G in almost all industrial applications and

alloy 825 in many applications where better localized cor-

rosion resistance is needed.

Alloy G-30 is a modification of alloy G-3 alloy, with

increased chromium content and lower molybdenum con-

tent. Alloy G-30 has excellent corrosion resistance in

commercial phosphoric acids as well as in many complex

and mixed-acid environments of nitric/hydrochloric and

nitric/hydrofluoric acids. The alloy also has good corrosion

resistance to sulfuric acid. Some typical applications of alloy

G-30 are in phosphoric acid service, mixed-acid service,

nuclear fuel reprocessing, components in pickling opera-

tions, petrochemicals, agrichemicals manufacture (fertili-

zers, insecticides, pesticides, herbicides), and mining

industries.

C12. 6% Mo Alloys

Standard 6Mo alloys, such as Cronifer� 1925hMo,

254SMO�, Inco� 25-6Mo, and A1-6XN�, were derived

from alloy 904L metallurgy by increasing the molybdenum

content by �2% and fortifying it with nitrogen as a cost-

effective substitute for nickel for metallurgical balance and

improved thermal stability. The addition ofmolybdenum and

nitrogen provide the added benefits of improved mechanical

properties and resistance to localized corrosion. These alloys

are readily weldable with an overalloyed filler metal, such as

alloy 625, C-276, or 59, to compensate for the segregation of

molybdenum in the interdendritic regions of the weld. They

have been extensively used in offshore and marine, pulp and

paper, FGD, chemical process industry for both organic and

inorganic compounds, and a variety of other applications.

The 6Mo family of alloys bridges the performance gap

between standard stainless steels and the high-performance

nickel- base alloys in a cost-effective manner.

A higher chromium, higher nickel version of 6Mo super-

austenites is the alloy Nicrofer�, 3127hMo (Alloy 31, UNS

N08031). Its greatly improved corrosion resistance com-

pared with the conventional 6Mo family of alloys and alloy

28 is achieved by increased Cr (27%) and Mo (6.5%) and

fortification with nitrogen (0.2%). The corrosion behavior of

alloy 31, achieved with only about half the nickel content of

alloy 625, makes it a very cost-effective alternative in many

applications. The pitting potential of this alloy, as determined

in artificial seawater, makes it a suitable alloy for heat

exchangers using seawater or brackish water as cooling

media. Its corrosion resistance in sulfuric acid in medium-

concentration ranges is superior even to that of alloy C-276

and alloy 20.

However, in view of the specific active/passive character-

istics of alloy 31, one must be extremely careful when

specifying this material for sulfuric acid use at 80% concen-

tration and temperatures above 80�C because these condi-

tions cause active corrosion. Alloy 31 has been extensively

used in the most varied applications, including the pulp and

paper industry, phosphoric acid environments, copper smel-

ters, sulfuric acid production, pollution control, wastewater

treatment in uranium mining, sulfuric acid evaporators,

leaching of copper ores, viscose rayon production, and fine

chemicals production.
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C13. Alloy 20

The first version of alloy 20 was introduced in 1951 for

sulfuric acid applications. Later, a columbium-stabilized

version was developed as 20Cb, which allowed alloy 20Cb

weldments to be used in the as-welded condition without any

postweld heat treatment. Further R&D led to the modern

version, alloy 20Cb3, with increased nickel content. This

alloy is used in many applications because of its superior

corrosion resistance in sulfuric acid media and its resistance

to stress corrosion cracking. It is used in manufacture of

synthetic rubber, high-octane gasoline, solvents, explosives,

plastics, synthetic fibers, chemicals, and pharmaceuticals, in

the food processing industry, and in many other applications.

This alloy contains insufficient molybdenum for resistance

to pitting and crevice corrosion in low-pH acidic chloride

media.

C14. Alloy 33

Alloy 33 is a chromium-based fully austenitic wrought super

stainless steel (33 Cr, 32 Fe, 31 Ni, 1.6 Mo, 0.6 Cu, 0.4N).

This alloy has excellent resistance to acidic and alkaline

corrosive media, mixed HNO3/HF acids, hot concentrated

sulfuric acid, localized corrosion, and SCC. Because of its

high nitrogen content, this alloy has excellent mechanical

properties. Its high pitting resistance equivalent (PRE)makes

it a very cost-effective alloy in comparison to the high

Ni–Cr–Mo alloys, such as G-3, G-30, and 625. Its localized

corrosion resistance is equal to or better than some of the

Ni–Cr–Mo alloys in specific environments. Details on the

development and properties of this alloy are presented else-

where [8, 9].

C15. High-Performance Ni–Cr–Mo Alloys

Alloy (UNS No.) Ni Cr Mo W Fe Others

C (N10002) Bal 16 16 4 6

625 (N06625) Bal 22 9 2 Cb

C-276 (N10276) Bal 16 16 4 5

C-4 (N06455) Bal 16 16 2 Ti

C-22/622 (N06022) Bal 21 13 3 3

59 (N06059) Bal 23 16 <1

686 (N06686) Bal 21 16 4 2

C-2000 (N06200) Bal 23 16 2 Cu

MAT 21 (N06210) Bal 19 19 <1 Ta

The C family of alloys, the original being Hastelloy� C

(1930s), was an innovative optimization of Ni–Cr alloys

having good resistance to oxidizing corrosive media and

Ni–Mo alloys with superior resistance to reducing corrosive

media. The combination resulted in the most versatile cor-

rosion-resistant alloy in the “Ni–Cr–Mo” alloy family with

exceptional corrosion resistance in a wide variety of severely

corrosive environments typically encountered in the chem-

ical process industry and other industries. The alloy also

exhibited excellent resistance to pitting and crevice corrosion

in low-pH, high-chloride, oxidizing environments and had

total immunity to chloride stress corrosion cracking. These

properties allowed this alloy to serve the industrial needs for

many year, although it had some limitations. Today, the

original alloy C of the 1930s is practically obsolete except

for some usage in castings. Alloys with improved corrosion

resistance were developed during the 1960s (alloy C-276),

1970s (alloy C-4), 1980s (alloys C-22 and 622), and 1990s

(alloys 59, 686, C-2000, and MAT 21). Improvements in

corrosion behavior not only overcame the limitations of alloy

C but also further expanded the horizons of applications as

the needs of the chemical process industries became more

critical, severe, and demanding.

C16. Alloy C (1930s–l965)

This section presents the chronology of the development of

corrosion-resistant Ni–Cr–Mo alloys during the twentieth

century with special emphasis on the evolution in the C

family ofNi–Cr–Mo alloys since 1960 and their applications.

The compatibility and optimization between Ni–Cr and

Ni–Mo alloys led to the first alloy of the C family, wrought

Hastelloy� alloy C in the 1930s, with a typical composition

of 55 Ni, 15.5 Cr, 16 Mo, 4W, and 5 Fe, which exhibited

outstanding corrosion resistance in many oxidizing and

reducing environments while possessing excellent localized

corrosion resistance and resistance to chloride SCC.

This alloy was the most versatile corrosion-resistant alloy

available in the 1930s through the mid-1960s to handle the

needs of the chemical process industry. However, the alloy

had a few severe drawbacks. When used in the as-welded

condition, alloy C was often susceptible to serious intergran-

ular corrosion attack in HAZ in many oxidizing, low-pH,

halide-containing environments. Formany applications, ves-

sels fabricated from alloy C had to be solution heat treated to

remove the detrimental weld HAZ precipitates, seriously

limiting the usefulness of this alloy.During the late 1940s and

1950s, the chemical process industry was constantly devel-

oping new processes that needed an alloy without the re-

quirement of solution heat treating after welding. Also in

severely oxidizing media, this alloy did not have enough

chromium to maintain passivity and exhibited high uniform

corrosion rates.

C17. Alloy 625 (1960s–Present)

One of the “severe oxidizing media” limitations of alloy C

was overcome by increasing the chromium content from 15.5

to�22% in Inconel� alloy 625, an alloy developed in the late

1950s and commercialized in the early 1960s. However, the
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molybdenum content of the alloy was reduced to 9% and

columbium was added for stabilization against intergranular

attack, which permitted the use of this alloy in the as-welded

condition without the need for solution heat treatment. The

increased chromium improved corrosion resistance in a

number of strongly oxidizing environments, such as boiling

nitric acid and nitric acid mixtures, while at the same time

maintaining adequate resistance to a number of reducing acid

conditions. The alloy had a good balance of properties but

was not as versatile in “reducing acids” as alloy C because of

the lower molybdenum level of Inconel� 625.

The alloy is resistant to corrosion and pitting in seawater

and has useful resistance to wet chlorine, hypochlorite, and

oxidizing chlorides at atmospheric temperatures. It is resis-

tant to all concentrations of hydrofluoric acid, even when

aerated, and to such acid mixtures as nitric– hydrofluoric,

sulfuric–hydrofluoric, and phosphoric–hydrofluoric acids

under most conditions encountered in industrial practice.

Alloy 625 has good strength and resistance to scaling in air at

temperatures up to 980�C and many of its uses are in high-

temperature and aerospace applications.

An alloy with lower nickel content but similar chromium

andmolybdenum contents, Hastelloy� alloy X (47 Ni, 22 Cr,

18.5 Fe, 9 Mo, 0.10C, 0.6W), was developed having good

high-temperature strength and resistance to oxidation and

scaling up to �1100�C. It is used mostly for high-temper-

ature applications in the furnace and heat treating fields and

for flying and land-based gas turbine components.

Another alloy, Hastelloy� alloyN (69.5Ni, 7 Cr, 16.5Mo,

5 Fe), was developed for use with molten fluoride salts at

815�C in nuclear applications. Chromiumwas reduced to 7%

to prevent intergranular attack and mass transfer of chromi-

um in this environment, and the 7% level is adequate to

provide strength and oxidation resistance at this temperature.

C18. Alloy C-276 (1965–Present)

To overcome one of the serious limitations of solution

annealing in Hastelloy� alloy C after welding, the chemical

composition of alloy C was modified by a German company,

BASF, which reduced both the carbon and silicon levels by

more than 10-fold to very low levels, typically 50 ppmcarbon

and 400 ppm silicon. This development was possible because

of the invention of a new melting technology, the AOD

process. The low-carbon and low-silicon alloy came to be

known as alloy C-276. It was produced in the United States

under a licence from BASF Company, which was awarded a

U.S. patent that expired in 1982, at which time other nickel

alloy producers started manufacturing this alloy.

The corrosion resistance of both alloy C and alloy C-276

was similar in many corrosive environments, but without the

detrimental effects of continuous grain boundary precipitates

in theweld HAZ of alloy C-276. alloy C-276 could be used in

most applications in the as-welded condition without severe

intergranular attack. The corrosion behavior of both alloy C

and alloy C-276 has been adequately covered in the open

literature [10–14]. The grain boundary precipitation kinetics

and the Time-Temperature-Transformation (T-T-T) diagram

for these alloys are also well documented [15–17]. The

applications of alloy C-276 in the process industries are

extensive, diverse, and versatile due to its excellent resistance

in both oxidizing and reducing media, even with halogen ion

contamination. However, there are certain process condi-

tions, where even alloy C-276 with its low carbon and low

silicon is susceptible to corrosion because it is not adequately

stable thermally in regard to precipitation of both carbides

and intermetallic phases.Within the broad scope of chemical

processing, examples exist where serious intergranular cor-

rosion of a sensitized (precipitated) microstructure has oc-

curred. To overcome this susceptibility, a modification of

alloy C-276 was developed in the 1970s, called alloy C-4.

Under highly oxidizing conditions, neither alloy C-276 nor

C-4 with their 16% chromium content provide useful resis-

tance. This shortcoming was overcome by developments of

other alloys, such as alloy C-22/622 and alloy 59.

C19. Alloy C-4 (1970s–Present)

Alloy C-4, in addition to the 10-fold decrease in carbon and

silicon of alloyC, had three othermajormodifications, that is,

omission of tungsten from its basic chemical composition,

reduction in iron level, and addition of titanium. The above

changes resulted in significant improvements in the precip-

itation kinetics of intermetallic phases when exposed in the

sensitizing range of 550–l090�C for extended periods of

time, virtually eliminating the intermetallic and grain

boundary precipitation of the “mu” phase, which has a

(Ni,Fe,Co)3(W,Mo,Cr)2-type structure, and various other

phases. These phases are detrimental to ductility, toughness,

and corrosion resistance. The general corrosion resistance of

alloys C-276 and C-4 are essentially the same in many

corrosive environments, except that in strongly reducing

media like hydrochloric acid alloy C-276 is better, but in

highly oxidizing media the opposite is true, that is, alloy C-4

is better. Alloy C-4 offers good corrosion resistance to awide

variety of media, including organic acids and acid chloride

solution. Details of alloy C-4 development have been docu-

mented [10, 18, 19]. This alloy has found greater acceptance

in European countries than in the United States, in contrast to

alloy C-276, which is more widely used and accepted in the

United States. Alloy C-4 is gradually being replaced by

another tungsten-free Ni-Cr-Mo alloy, alloy 59, which has

superior corrosion resistance.

C20. Alloy C-22 (1982–Present)

Alloy C-22 was introduced to retain the better oxidizing

environment capabilities of alloy 625 while maintaining the
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localized corrosion resistance of alloy C-276. It was found

that the “mu” phase control in alloy C-4, accomplished by

controlling the “electron vacancy” number by omitting tung-

sten and reducing iron, was achieved at the expense of

reduced corrosion resistance to oxidizing chloride solutions,

where tungsten is a beneficial element. In addition, both alloy

C-276 and alloy C-4 corrode rapidly in oxidizing, nonhalide

solutions because of their relatively low chromium levels of

16%. This alloy C-22 composition with approximately 21%

Cr, 13% Mo, 3% W, 3% Fe with balance nickel showed

superior corrosion resistance to that of alloy C-276 and alloy

C-4 in highly oxidizing and localized corrosion environ-

ments. However, its behavior in highly reducing environ-

ments and in severe crevice and corrosion conditions is

inferior to that of alloy C-276 [20, 21]. Details on the

development of alloy C-22 have been described else-

where [22–24].

C21. Alloy 59 (1990–Present)

Research efforts during the late 1980s at Krupp VDM led to

another development within the Ni–Cr–Mo family, alloy 59,

which overcame the shortcomings of both alloys C-22 and

C-276. It also provided solutions to the most severe and

critical corrosion problems of the chemical process, petro-

chemical, pollution control, and other industries.

As is evident from the composition of the various alloys of

the C family, alloy 59 has the highest chromium plus

molybdenum content with the lowest iron content, typically

<1%. It is one of the highest nickel-containing alloys of this

family and is the purest form of a “true” Ni–Cr–Mo alloy

without the addition of any other alloying elements, such as

tungsten, copper, titanium, or tantalum, which are contained

in other alloys in this family. This “purity” and balance of

alloy 59 in the ternary Ni–Cr–To system are mainly respon-

sible for the superior thermal stability of this family. The

“electron vacancy” number, an important parameter in

the “Phacomp calculations” for alloy development and for

prediction of occurrence of various phases, now superseded

by more precise “New Phacomp” methodology, proposed by

Morinaga [25], also lends support to this phenomenon of

superior thermal stability of alloy 59.

C22. Alloy 686 (1993–Present)

Alloy 686 is another recent development in the C family of

Ni–Cr–Mo–W alloys. This alloy is very similar in compo-

sition to alloy C-276, but the chromium level has been

increased from 16 to 21%, while maintaining the Mo and

W at similar levels. Alloy 686 is overalloyed with the

combinedCr,Mo, andWcontent of around 41%.Tomaintain

its single-phase austenitic structure, this alloy is solution

annealed at 1200�C and rapidly cooled to prevent precipi-

tation of intermetallic phases.

C23. Alloy C-2000 (1995-Present)

Alloy C-2000 is another introduction to the C alloy family, in

which 1.6% copper has been added to the alloy 59 compo-

sition. However, addition of copper results in significantly

lower localized corrosion resistance and less thermal stability

compared to alloy 59.

C24. Alloy MAT21 (1998–Present)

Alloy MAT21 is a member of the C family of alloys with

addition of �1.8% tantalum to a Ni,19%Cr,19%Mo alloy.

Insufficient data are available regarding its localized corro-

sion behavior and thermal stability.

D. CORROSION BEHAVIOROF “C” ALLOYS

D1. Resistance to General Corrosion

The uniform corrosion resistance data of the C alloys in

various boiling corrosive environments are presented in

Table 59.3. The media are both oxidizing and reducing

in nature and are used for comparing the relative performance

of alloys. As is evident from these data, the overall perfor-

mance of alloy 59 is better than that of any other C family

alloy.

D2. Localized Corrosion Resistance

Localized corrosion has causedmore failures in the chemical

process and other industries than any other single corrosion

phenomenon. Chromium, molybdenum, nitrogen, and to a

lesser extent tungsten enhance pitting and crevice corrosion

resistance of nickel-base alloys. The critical pitting and

crevice corrosion temperatures (CPT, CCT), of these alloys,

as evaluated using the ASTMG-48 (10% ferric chloride) test

method, are listed in Table 59.4. The lower molybdenum

alloy, C-22, has significantly lower critical crevice corrosion

temperature. This result is supported by data in Table 59.5,

showing that alloy 22 has a slightly lower CCT than alloy 59.

In this test, crevice attack of alloy 59 was lower than that of

TABLE 59.4. Critical Pitting and Crevice Corrosion

Temperature per ASTM G-48

Alloy Cr Mo PREa CPT(�C) CCT(�C)

C-22 21 13 65 >85b 58

C-276 16 16 69 >85 >85

686 21 16 74 >85 >85

59 23 16 76 >85 >85

aPRE ¼ % Cr þ 3.3% Mo.
bAbove 85�C the solution chemically breaks down.
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Alloy C-276, showing the beneficial effects of its high PRE

number.

D3. Thermal Stability

The superior thermal stability of alloy 59 is shown in

Tables 59.6A and 59.6B. The data indicate the detrimental

effects of tungsten and copper on the thermal stability of

various alloys of the C family. During welding of heavy-

walled vessels and/or hot forming of heavy-walledmaterials,

thermal stability is very important in maintaining superior

corrosion resistance in the as-welded condition.

Other corrosion resistance data and information on phys-

ical metallurgy, fabricability, and weldability of alloy 59

have been adequately covered elsewhere [26–28].

D4. Applications of The “C” Family of Alloys

The C family of alloys has found widespread application in

chemical and petrochemical industries producing various

chlorinated, fluorinated and other organic chemicals, agri-

chemicals and pharmaceutical industries producing various

biocides, pollution control (FGD of coal-fired power plants,

waste water treatment, incinerator scrubbers) [29–32], pulp

and paper, oil and gas (sour gas production), marine, and

many others.

Between 1966 and 1998,� 60,000 tons of alloyC-276 and

C-4 has been used in a variety of industries, someofwhich are

listed in Table 59.7.

Most of the C family alloys are covered under the appro-

priate ASTM (American Society for Testing and Materials),

AWS (American Welding Society), ASME (American So-

ciety of Mechanical Engineers), and NACE (NACE Inter-

national) MR0175 standards and other national and interna-

tional standards.

E. PRECIPITATION-HARDENABLEALLOYS

Alloy

UNS

No. C Cr Cu Fe Mo Nb Ni Other

K-500 N05500 0.2 30 1 — — Bal 3 Al,

0.6Ti

X-750 N07750 15.5 — 7.0 — 0.9 Bal 2.5 Ti

718 No7718 0.05 18.0 — 19.0 3.0 5.0 Bal 0.4 max

Ti

925 N09925 0.02 21.0 2.0 28 3.0 — Bal 2.1 Ti

625 N07716 0.03

max

20.5 — Bal 8.25 3.5 61 1.3 Ti

Plus

TheNi–Cu alloy, KMonel or alloy 500, was used extensively

in drill collars and other high-strength components However,

many investigators have reported cracking due to hydrogen

generated by galvanic coupling with steel [33–35].

The addition of Al, Ti, Nb, and Si causes precipitation of

coherent phases upon heat treatment, which increases the

strength of the alloys. This characteristic is especially im-

portant in manufacturing thick-section or complex-shaped

components that cannot be strengthened purely by cold

working. These alloys are used in the nuclear industry for

components such as hold-down springs in fuel assemblies,

high-strength pins, and bolts in reactor cores. They are also

used in oil and gas applications for tubing hangers and valve

components. A larger number of failures for X-750 have been

reported than for alloy 718, and single-aging treatments are

TABLE 59.5. Localized Corrosion Resistance in Green

Death Solutiona

Alloy PRE CPT(�C) CCT(�C) Crevice Depth at 105�C

C-22 65 120 105 0.35mm

C-276 59 110 105 0.035mm

59 76 >120b 110 0.025mm

686 74 >120 110

C-2000 76 110 100

a11.5% H2SO4 þ 1.2% HCl þ 1% FeCl3 þ 1% CuCl2.
bAbove 120�C, the Green Death solution chemically breaks down.

TABLE 59.6A. Thermal Stability per ASTM G-28A after

Sensitizationa

Sensitization (h) C-276

Corrosion Rate (mpy)b

C-2000 59C-22 686

1 >500c >500c >500c 116c 40d

3 >500c >500c >1000c 178c 51d

aAt 870�C (1600�F).
bTo convert to millimeters per year (mm/year) multiply by 0.0254.
cAlloys C-276, C-22, 686, and C-2000—heavy pitting attack with grains

falling out because of deep intergranular attack.
dAlloy 59—no pitting attack.

TABLE 59.6B. Thermal Stability per ASTM G28B After

Sensitizationa

Sensitization (h) C-276

Corrosion Rate (mpy)b

C-2000 59C-22 686

1 >500c 339c 17c >500c 4d

3 >500c 313c 85c >500c 4d

aAt 870�C(1600�F).
bTo convert to millimeters per year (mm/year) multiply by 0.0254.
cAlloy C-276, C-22, C-2000, and 686—Heavy pitting attack with grains

falling out because of deep intergranular attack.
dAlloy 59—no pitting attack.
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found to yield better SCC resistance than the typical double-

aging treatment used in the aerospace industry [36, 37]. Alloy

625Plus has been shown to have greater SCC resistance in the

aged condition to sour gas environments than X-750 and

alloy 718 [38].

F. HIGH-TEMPERATURE ALLOYS

The need for high-temperature materials is encountered in a

wide variety of modern industries, such as aerospace, metal-

lurgical, chemical, and petrochemical, and in many applica-

tions, including glass manufacture, heat treatment, waste

incinerators, heat recovery, advanced energy conversion sys-

tems, and others. Depending on the condition of the chemical

makeup and on temperature, a variety of aggressive corrosive

environments are produced, which could be either sulfidizing,

carburizing, halogenizing, nitriding, reducing, and oxidizing

in nature or a combination thereof. All high-temperature

alloys have certain limitations and the optimum choice is

often a compromise between mechanical property require-

ments at maximum temperature of operation and require-

ments for corrosion resistance in the corrosive species present.

Alloys designed to resist high-temperature corrosion have

existed since the beginning of the twentieth century. Gener-

ally, high-temperature metal degradation occurs at tempera-

tures >540�C, but there are some cases where it can also

occur at somewhat lower temperatures. Carbon steel, the

“workhorse” material of construction in many industries, is

attacked by H2S>260�C, by oxygen or air > 540�C, and by
nitrogen> 980�C. The new technologies of thermal destruc-

tion of hazardous and municipal waste, fluidized-bed com-

bustion, coal gasification and chemicals from coal processes,

and the use of “dirty feedstock,” such as heavy oil and high

sulfur coal, coupled with demands for higher efficiency and

tougher environmental regulations, have necessitated the use

of higher alloy systems of iron-, nickel-, and cobalt-base

alloys. Alloy systems must provide reliable and safe perfor-

mance in a cost-effective manner but must also have suffi-

cient versatility to resist changing corrosive conditions due to

feedstock changes. The property requirements inmaterials of

construction for high-temperature applications can be clas-

sified under mechanical and high-temperature corrosion

resistance as follows:

Mechanical Properties Corrosion Resistance Properties

High-temperature strength Oxidation

Stress rupture strength Carburization

Creep strength Nitriding

Fatigue strength Sulfidation

Thermal stability Halogenation

Thermal shock resistance Molten salt

Toughness Liquid metal

Other specific properties Ash salt deposit

Others

Requirements will vary for different industries, such as

aerospace, heat treating, power generation, and chemical/

petrochemical processing.

In nickel-base alloys, the major elements for imparting

specific properties or a combination of properties are chro-

mium, silicon, aluminum, titanium, molybdenum, cobalt,

tungsten, and carbon. Others, such as yttrium and rare earths,

niobium, tantalum, and zirconium, play very specific roles in

improving certain high-temperature corrosion characteristics.

These alloying elements can also be classified as follows:

Protective scale formers Cr as Cr2O3, Al as Al2O3, Si as SiO2

Solid-solution

strengtheners

Mo, W, Nb, Ti, Cr, Co

Age-hardening

strengtheners

Al þ Ti, Al, Ti, Nb, Ta

Carbide strengtheners Cr, Mo, W, Ti, Zr, Ta, Nb

Improved scale adhesion

(spallation resistance)

Rare earths (La, Ce) Y, Hf, Zr, Ta

TABLE 59.7. Major Industries Using Alloy

C-276/C-4/C-22/59/686

I. Petroleum

Petroleum refining

Oils/greases

Natural gas processing

II. Petrochemical

Plastic

Synthetic organic fibers

Organic intermediates

Organic chemicals—chlorinated/fluorinated hydrocarbons

Synthetic rubber

III. CPI—Chemical process industries

Fine chemicals

Inorganic chemicals

Soaps/detergents

Paints

Fertilizer—agrichemicals—herbicides/pesticides

Adhesives

Industrial gases

IV. Pollution control

FGD

Wastewater treatment

Incineration

Hazardous waste

Nuclear fuel reprocessing

V. Pulp and paper

VI. Marine/seawater

VII. Pharmaceuticals

VIII. Sour gas/oil and gas production

IX. Mining/metallurgical
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References [10, 39–42] provide detailed information on

high-temperature alloy systems.
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A. INTRODUCTION

Tin is among the longest-used metals in the service of

humankind. Its origins go back millennia, and its combina-

tion to form bronze constitutes one of our earliest essays in

metallurgy. It may first have been encountered by accident,

as a result of the chance reduction of cassiterite in a charcoal

fire. Combined with copper, it forms bronze, a metal that

helped lift our species out of its primitive condition.

The other component of tinplate, mild steel, is probably

the metal most widely used in the modern world. While steel

is less venerable than tin and, indeed, than tinplate, its

development has shaped our present society. The combina-

tion of these twometals has proved valuable for centuries and

remains today a material of great economic and environ-

mental importance.

The properties and uses of these metals, the manner in

which theymaycorrode and the factors influencingcorrosion,

and the consequences of corrosion are reviewed in this

chapter. Given the major uses of the metals concerned, their

interaction with other metals and with some nonmetallic

materials, other than corrodants, will, of necessity, form part

of the story.

B. TIN

Tin is a soft, malleable metal with a high luster. It displays

allotopic modification, with two forms, a- and b-tin, having
densities of 5.8 and 7.3, respectively. The former, known as

gray tin, is a brittle, gray, cubic material with little strength. It

is the low-temperature modification and, theoretically, may

be formed below about 13�C. In practice, temperatures below

zero Celsius are required, and the tinmust be very pure. Quite

small levels of impurity atoms inhibit the transition, and

heating to room temperature restores the b form. This, known

as white tin, is the familiar, metallic form, ductile and

malleable, with a tetragonal structure.

Room temperature represents �60% of its absolute melt-

ing point at 232�C, so that the mechanical strength of tin is

limited. Uses for the metal in its elemental form are thus

restricted. It appears, rather, in the form of alloys or coatings.

Some use ismade of block tin in the brewing industry, but this

has largely been superseded by stainless steel. Pewter, an

alloy of tin (>90%) with antimony and copper and,

nowadays, no lead, is used in decorative work and drinking

vessels, and alloys with (decreasingly) lead, bismuth, and

other metals find use in solders. Low-melting tin alloys of

quite widely differing compositions have served as die-

casting materials, and press tools have been made from

fusible tin alloys [1]. Solders and tinplate today form the

two major uses for tin, with the former having recently

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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overtaken the latter. Replacement of more toxic materials

such as lead in, for example, wine capsules and gunshot has

recently provided new applications for this metal.

B1. Corrosion Behavior

B1.1. Atmospheric Attack. Tin is not a noble metal but is

not among themost active. It is subject to attack both from the

liquid and the vapor phases. The attack depends on the nature

of the environment. Tin remains reasonably bright for long

periods at ambient temperatures in air free of moisture and

pollutants. Oxide formation occurs more quickly as the

temperature increases and may produce interference effects.

Normal domestic atmospheres have only limited corrosive

effects on tin. Pollution changes this, with SO2 and H2S

capable of producing darkening. The results of such atmo-

spheric attack tend to be formation of oxides and sulfides; the

latter are colored so that the attack is obvious. Loss of

structural integrity is not a common outcome of atmospheric

attack, though the metal is vulnerable to the halogens and

vapors of strong mineral acids, and to conditions that lead to

formation of films of liquid on the metal. Solderability and

electrical resistance can, however, be affected by the forma-

tion of surface oxide films, though this is not usually a

problem when the tin is sheltered from the weather. Solders

are widely used in the electronics industry, with a near-

eutectic 60% tin, 40% lead composition chosen for its sharp

melting point. Few corrosion problems arise in these shel-

tered applications, though some care is needed in the choice

and use of fluxes, which are, of their nature, corrosive.

Corrosion rates have been measured for exposed condi-

tions. Britton [2] quotes the work of Hiers and Minarcik on

American Society for Testing andMaterials (ASTM) tests on

tin specimens exposed for periods of up to 20 years. Average

penetration rates in micrometers per year (mm/year) were as

follows:

Rural

Industrial

Marine

0.05

0.125–0.175

0.175–0.275

B1.2. Aqueous Attack. The potential–pH (Pourbaix) dia-

gram for tin [3] sets out the regions of stability of the metal

and various oxides and hydroxides in the presence of water at

298K (Fig. 60.1). The diagram does not include data for the

metal in the presence of complex-formingmaterials.We note

that tin has no zone of stability corresponding to that ofwater,

so that the formation of oxides and hydroxides is to be

expected. The diagram indicates that these are reasonably

stable between pH values 3 and 10, so that, in the absence of

complexants, attack on the metal should be restricted.

Outside this range, general attack is quite likely, with Sn2þ

or Sn4þ ions being formed at lower pH values and stannites

or stannates under more alkaline conditions. Within it,

complexants or species capable of causing local attack may

cause corrosion.

Thus, in distilled water, attack on tin is limited to the

production of an oxide film. This increases in thickness with

time and increased temperature and may or may not be

protective. The presence of ions like bicarbonate or borate

can lead to reinforcement of the film and enhanced protec-

tion; other ions can give rise to film weakness and the

possibility of localized attack. Some surfactants fall into

this category, and chloride is always a potential source of

local attack. The formation of oxyhalide films is possible and

these can offer some protection. The decisive factor is the

solubility of the salts formed. The protective nature of the tin

oxide filmmay be enhanced by the use of oxidizing agents. In

practice, few difficulties are encountered in neutral or near-

neutral media with tin or high-tin alloys like pewter. The

latter has served for many years as a material for drinking

vessels.

Tin is then a base metal with a reasonably stable oxide

film. It forms complexes with a range of ligands, though the

Pourbaix diagram does not show this. These complexes may

be critical to the performance of the metal.

Solders in contact with soft water may be attacked,

though, as reported by Britton [2], attack on the lead appears

to occur preferentially. In recent years, high-tin solders have

replaced lead-containing systems in domestic heating and

water distribution systems on environmental grounds, with

few incidences of failure, although some electrochemical

evidence exists for attack on solder in heating systems. A

range of inhibitors is available for this application, as also for

use in automobiles. The work of Mercer [4] and his collea-

gues at Teddington remains definitive in this area, where

multimetal systems are common. Solders are now less com-

mon in packaging systems, and for food packaging those

remaining in use are high tin. Can failure by dissolution of

solder is rare, though certain inhibitors for automotive anti-

freezes have been known to attack high-lead solder side

seams in tinplate containers. Leidheiser [5] also gives a good

general treatment.

Corrosion can sometimes resemble allotropic transforma-

tion (tin pest), as shown in Figure 60.2Here the corrosion is in

the specimen on the “outside” of the curve.

C. TINPLATE

As we pass to a consideration of tinplate, one further aspect

of the corrosion of tin should be borne inmind. The foregoing

sections have dealt largely with the resistance of tin to attack

and oxidative action (i.e., anodic processes). Corrosion

needs a cathodic process to consume electrons produced in

the anodic step. Tin has a high hydrogen overvoltage; the

reduction of protons then takes place on tin only with
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difficulty. Corrosion is likely to be slow in the absence of

oxygen or other cathodic depolarizers. Contact with a metal

having a low hydrogen overvoltage, such as steel, will tend to

accelerate the attack. The initial reactions may be summa-

rized as

Sn! Sn2þ þ 2e�

O2 þ 2H2Oþ 4e� ! 4OH� Hþ þ e� ! 0:5H2

with the first cathodic reaction proceeding readily on tin,

while the latter takes place more readily on a material of

lower hydrogen overvoltage.

Tinplate itself consists of a sheet of mild, low-carbon steel

having controlled levels of copper, phosphorus, and sulfur

and coated with a layer of tin. The tin is, nowadays, univer-

sally coated by electrodeposition from acid, halogen, or less

commonly alkaline baths. Bath chemistry has been the object

of much study, and many recipes exist to produce good

coatings. Sheet thickness is commonly �0.25mm, though

a range of�0.15–0.5mm may be encountered; the tendency

is to thinner stock. The tin coatings are on the order of 0.4 mm,

though they are more commonly expressed in terms of

coating mass. Present values range from about 2 g/m2 to

�11 g/m2 on each surface. After plating, the tin undergoes

momentary fusion by inductive or resistive heating followed

by quenching in water. The matte, as-deposited coating is

converted to a bright, reflective state, and a layer of a tin–iron

(FeSn2) alloy is formed between the tin and the steel sub-

strate. A layer of oxide arises on the tin, and this is usually

modified by a “passivation” treatment. This process, using

chromic acid or sodium dichromate solutions, sometimes

with imposed current, leaves some chromium species in the

surface. The object of “passivation” is to control oxidation,

suppress sulfide formation in use, and facilitate lacquer

coating. A layer of oil, commonly dioctyl sebacate (DOS),

is applied to facilitate handling. Thus, from the inside, we

have steel, alloy, tin, oxide with chromium, and oil [6].

Tinplate finds its main application in containers for pack-

aging. These cans may be three piece or two piece. The

former are produced by forming rectangular blanks round a

mandrel and soldering (now increasingly rare), resistance

welding, or occasionally cementing the side seam. This

produces a cylindrical body to which two ends stamped

from tinplate or another sheet material are seamed.

FIGURE 60.1. Potential–pH (Pourbaix) diagram for tin. (Reproduced from [3] by permission of

CEBELCOR/NACE.)
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Aluminum or ECCS, a mild steel coated with a mixed

chromium/chrome oxide film, may constitute the end stock.

Soldering changes the state of the tin and welding modifies

the steel near the weld. Both welding and cementing

produce lap joints that may have exposed edges and the

possibility of crevices. Two-piece (body and end) containers

are made by presswork using circular blanks. The shallow

cups formed from these are redrawn with clearance between

punch, die, and stock (draw–redraw, or DRD) or without

(drawing and ironing, DWI). An end is seamed in place after

filling. The DRD generates no new surface, and the area of

the can is substantially that of the original blank. Prelac-

quered or plain stock may be used. In DWI canmaking, the

surface undergoes major deformation with disruption of the

tin coating, and it is normal to apply lacquers after forming.

The canmaking processes can change the nature of the can

material and thus influence corrosion [7].

C1. Corrosion Behavior

External and internal attack on containers may be very

different. External corrosion will be discussed first.

C1.1. External Corrosion

C1.1.1 Atmospheric Attack. The effects of condensation

during, for instance, transport and storage of containers are

those outlined by Uhlig half a century ago [9]. This may

be paraphrased as “steel plus air plus moisture equals rust.”

The formation of a film of moisture is important in the

atmospheric corrosion of tinplate; it may arise by conden-

sation or from wetting. In the dry condition, slow growth of

oxide is the expected outcome, but if humidity control is

inadequate, rust may arise. In this context, the tinplate

behaves much as steel. Tin, in these conditions, behaves as

a cathode for steel, in accordancewith itsmore noble position

in the electromotive series. The only protection it offers is as a

physical barrier. Thus, rusting is the expected outcome for

neutral or near-neutral films of condensation. Changes in this

may arise if the nature of the film is changed. The presence of

contaminants may alter the processes. Contamination by, for

example, cleaning materials may make the film alkaline;

spillage of food products may lower the pH. In either case,

given the amphoteric nature of tin, detinning may arise.

C1.1.2 Liquid-Phase Attack. The most obvious examples

herewould be attack by process or cooling water on the outer

surfaces of cans. While many cans are processed in steam at

temperatures of about 121�C, some are processed in water at

high temperature and pressure. In either case, rapid cooling

of the cans to prevent growth of spoilage organisms is

needed, and this will normally be in water. Whether static

retorts, hydrostats, or continuous cookers are used, the

tinplate will be exposed to water, at temperatures from 40

to 100�C, and in the presence of varying concentrations of

air [8]. The situation may be aggravated by spillage of

product or residues of cleaning agents, as described above,

and other water treatments may play a role. Biological

control of such waters is of vital importance for reasons of

public health. Again, treatments may be employed to deal

with hard waters. The agents used for these purposes may

aggravate attack, and the interaction between hardness treat-

ments, microbial control, and corrosion and its prevention is

one of the more interesting problems associated with the use

of water. As water is often used in a “mains-to-waste” mode,

in these applications, the use of inhibitors may be limited by

economic factors. Breakthrough of chloride from water-

softening systems may, as we might expect, give rise to

pitting, and complexation as a result of contamination may

accompany pH changes.

In general, few problems arise. Careful control of process

temperatures and times and of cooling times is needed to

ensure product safety; good practice in this area will nor-

mally result in the avoidance of corrosion problems. How-

ever, poor drying of cans may not only pose microbiological

problems but also initiate corrosion which may only develop

later. Poor practice regarding the external packaging of the

FIGURE 60.2. Allotropic modification and corrosion of tin; cor-

rosion occurred in the specimen on the “outside” of the curve.

(From [2]; reproduced by permission of iTRI.)

856 TIN AND TINPLATE



 

cans may make things worse. Shrink wrapping wet cans may

trap water with the obvious consequences. Uptake of con-

taminants from cartons may give problems; in particular,

chloride may be leached from the board in contact with the

cans and may cause local attack. Spillage of product from a

damaged or corroded can may cause attack on other cans and

may lead to perforation of these, further spillage, and the loss

of the whole pallet.

Cathodic disbondment of external lacquers can arisewhen

the cans are in contact with aluminum retort baskets and the

latter undergo attack from, say, traces of alkaline cleaning

agents. Asmost food cans are processed externally plain, that

is, unlacquered, this is not a widespread problem. Some

coated food containers are used, and aerosol containers,

which are usually lacquered, are pressure tested in a water

bath, giving the possibility of corrosion as for food cans.

To summarize, external attack is likely in many ways to

resemble that on steel. Rusting, pitting, and perforation are

risks for this metal, while detinning will be possible under

some circumstances. Of the problems listed above, can

perforation is the most serious. In addition to product loss,

there exists the riskof ingress of foreignmaterial into thecans,

of which the most serious would be microbes in food cans.

C1.2. Internal Corrosion. Internal corrosion may be very

different from external corrosion. Though the material re-

mains the same, the corrodants and conditions are not. For

external attack, we are concerned with, essentially, water

modified by contaminants in the presence of air, though

retorts are purged to reduce air content. Inside the can, the

air supply is limited, and the corrodant media may vary

enormously. Food and beverages, domestic cleaners, paints,

and decorative materials, industrial products, pharmaceuti-

cals, and aerosol products are among the possibilities [10].

These, in turn, may show great variation. Formulated

products may vary according to the functional requirements,

materials and commercial factors, regulatory constraints, and

market needs. Natural products too may vary greatly. Thus,

for example, the type and strain of fruit, where it is grown,

sunshine, rain, soil condition, use of fertilizers and pesticides,

time of harvest, crop treatment, filling, and processing can all

affect the corrosive nature of the product. Internally, then, we

are faced with a wide range of potentially corrosive media.

Let us examine the most important of these product areas,

food and beverages.

Of great commercial and humanitarian importance, this

area also serves to illustrate the important corrosion char-

acteristics of tinplate. We recall the characteristic corrosion

properties of tin as formation of oxides stable over a rea-

sonable pH range, a high hydrogen overvoltage, and the

ability to form complexes. These determine tin’s behavior

inside the can.

The third characteristic, that of forming complexes,

changes the electrochemical situation greatly from that

obtaining on the exterior of the can. The dissolution reaction

presented previously may be modified as follows:

Sn! Sn2þ þ 2e�

#"þL

Sn2þ ðLÞ

where L represents a suitable ligand such as citrate. Tin ions

readily form complexes with the so-called “fruit acids,” such

as citric, tartaric, and malic. This produces a diminution in

the concentration of free tin ions in solution, which en-

courages further dissolution and, in accordance with the

Nernst equation, depresses the potential of the tin. This

becomes sufficiently negative for the “normal” polarity of

the tin–iron couple to be reversed,with tin “active” (negative)

to the steel. It may thus act as a sacrificial anode. This

example of cathodic protection, arising from the complexing

action of the natural acids, is vital to the functioning of

tinplate cans. The relatively large area of tin exposed in a

plain can is an effective protective anode for the small area of

steel that is exposed at pores in the tin coating. Should this

polarity be reversed, the tinwould act as a forcing cathode for

attack on the steel. The importance of the complexation has

been widely recognized, and many workers have treated this

question. In fact, Gouda et al. [11] suggested that this is the

most important factor in tinplate corrosion. This view prob-

ably underestimates the importance of the initial step, tin

oxidation, and the factors controlling this step. In order to

form complexes of tin ions, it is helpful to have produced

some tin ions. Thus, we must consider what determines the

ease with which tin forms its ions.

As with all corrosion processes, the electrons produced

in the oxidation step must be consumed if the reaction is to

continue. The cathodic process that consumes the electrons

is often rate controlling, and this is the case with tin

dissolution. For the dissolution and subsequent complexa-

tion of tin, an effective cathodic depolarizer is needed. As

tin has a high overvoltage for the hydrogen evolution

reaction (HER), protons are unlikely to form useful depo-

larizers, at least on the tin. Reduction of hydrogen can

proceed easily on steel, and in the absence of other

depolarizers it is this reduction on the steel exposed at

pores in the tin coating that controls detinning. As tin acts

protectively, the iron dissolution is suppressed and loss of

tin is the corrosion reaction encountered. In the situation

described of the “well-packed can,” in which air has been

excluded, the detinning will proceed slowly, and the can

will have a useful life of years. As tin dissolves, steel may

become exposed, allowing reduction of protons and more

rapid detinning, so that the process can become self-accel-

erating. This is indeed what is observed in practice. As the

corrosion progresses, hydrogen gas produced at the steel

may build up in the can. This will initially reduce the
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vacuum in the can arising from processing and later cause

positive pressure to build up, which eventually causes the

can to swell. A swollen can is unsaleable because a swell as

a result of hydrogen buildup (a “hydrogen swell”) is not

distinguishable in the kitchen from swells produced by

gases arising from microbial activity. Thus, the time taken

for a can to swell is a measure of its useful life, and an old

measure of shelf life was the time taken for 50% of a test

batch to swell. Nowadays, the amount of tin dissolved

would be a more usual measure. A limit of 200mg/kg

(ppm) seems to enjoy general favor with regulatory bodies,

a value consistent with the low oral toxicity of tin. This

limit can be reasonably easily met in modern well-packed

cans of good quality. Pressure has arisen for much lower

limits, perhaps as low as 25mg/kg, which would be difficult

to achieve in a plain can.

Where other depolarizers are possible, the situation

changes. If cans are packed with too much residual oxygen

in the headspace, as a result of poor packing practice, the

oxygen can undergo ready reduction on the tin surface

leading to rapid loss of tin, exposure of iron, and premature

can failure. Some foods or drinks may contain natural

depolarizers. Fruit colors such as anthocyanins may be

readily reduced on tin with consequences similar to oxygen.

In addition, the reductive bleaching of these materials leads

to color changes in the product that may be unacceptable.

In all cases, control is by way of the cathodic process,

controlling either by the depolarizers or the reaction sur-

face. Good packing practice with hot filling and steam

injection or vacuum closing can reduce the headspace

oxygen to an acceptable level; the residual oxygen is

quickly consumed and the reaction rate becomes slow. The

choice of good tinplate, free of defects and with a high tin

coating mass to reduce steel exposure, helps reduce the risk

of proton discharge on steel. Can manufacturing and han-

dling practices that reduce the risk of scratches and dents

help reduce steel exposure with the same beneficial ef-

fects [10]. Reduction of fruit colors is minimized by the use

of lacquered tinplate to reduce the tin area available for

reduction. This also reduces the relative tin/iron surface area

ratio, with some loss in cathodic protection, but a balance

has to be struck and, in practice, lacquered cans are very

successful.

This happy situation with good cathodic protection of

steel by tin is not universal. A number of factors may change

it. The relative complexing actions of the fruit acids on tin and

iron are not identical. Changes in the acids can influence the

corrosion. Thus, in pears, the ratio of citric tomalic acidsmay

vary. This may depend on the strain of fruit and upon its

degree of ripeness at harvest time. As the citric/malic ratio

diminishes, the extent towhich the tin potential is negative to

that of steel is reduced. This may progress to the stage at

which the tin is no longer negative to the steel, and it may in

fact become positive. In this case, its cathodic protection

becomes ineffective and its value is as a physical barrier

coating on the steel. Should suitable cathodic species be

available, the tin may act as a cathode for attack on the steel,

causing local dissolution of this metal.

Even in well-packed cans without fruit colors, such

depolarizers may arise as a result of farming practices. The

use of nitrate fertilizers is common, and residues of this may

be present in the fruit or vegetables. Nitrate offers a multi-

electron reduction path, starting with nitrate–nitrite and

continuing to hydroxylamine and ammonia. This can readily

support anodic processes, and nitrate-induced detinning has

been amajor area of interest in food packagingwith studies at

Thionville, Parma, Chipping Campden, and in industrial

laboratories worldwide. There does seem to be a threshold

pH above which the effect does not occur, but when condi-

tions allow, nitrate can produce rapid loss of tin. It may also,

of course, support attack on steel when the tin is a cathode in

the system.

Pesticide residues may also play a role in steel attack.

Dithiocarbamates are known to promote attack on the steel.

Themechanism is believed to involve the formation of sulfide

species on the surface, causing loss of protection from the tin.

This can lead to quite severe attack on the base steel.

Some products are themselves likely to attack steel. Thus,

Cola-type drinks, having phosphate aswell as citrate ions and

a low pH, tend to be iron dissolvers. The electrochemical

testing of these materials reveals that protection by tin is

doubtful at best and that a situation with steel anodic to tin is

common. As these products are normally packed in lac-

quered cans, the potential effects of a large tin cathode are

minimized, so that perforation is uncommon. The prior

treatment of the steel can be important. with steels that have

been worked more being more vulnerable. Thus, double-

reduced steel, which has had extra cold reduction, or DWI

steel may be more readily corrodible than normally pro-

cessed material.

A further form of corrosion that can affect both metals

involves the formation of sulfides. Meats, fish, and some

vegetables such as peas contain sulfur-bonded protein spe-

cies. During processing, these may break down to yield

hydrogen sulfide. This readily reacts with both tin and steel.

The products are colored, tin sulfide being bluish and iron

sulfide black. They are among the less soluble compounds of

these metals and offer no food contamination problems.

However, they are unsightly and the consumer is likely to

reject packs showing this defect. The solution is to use

internal lacquers pigmented with zinc carbonate or oxide.

The sulfide can react with this, but the resulting zinc com-

pound is off-white and causes no concern to the consumer.

C2. Tin–Iron Alloy

The tin–iron alloy in tinplate is an interesting material. It

appears to be a true intermetallic and is quite brittle. Though
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some differences have arisen over its composition, the ac-

cepted stoichiometry is FeSn2.

It forms principally during the “flow melting” or refusion

process. Examination of non-flow-melted (NFM), as-plated,

matte material reveals that some alloy is formed during the

plating process. This is present only to the extent of �1% of

the level found on flow-melted material.

The alloy tends to adopt a cathodic or positive potential

with respect to both tin and steel. It is an effective electrode

for proton discharge. Nonetheless, performance of tinplate in

packing acid fruits is better with a highly continuous alloy

layer at the bottom of the pores in the tin coating.

This arises as a result of its impermeability to atomic

hydrogen. The latter is formed during proton reduction and is

known to diffuse readily through mild steel. The higher the

rate of diffusion, the faster is the potential corrosion. Tin

offers a barrier to hydrogen diffusion; so also does FeSn2,

hence the value of a continuous alloy coating. Some of the

empirical “special property tests” developed by industry

recognize this. Thus the alloy tin couple (ATC) test and the

aerated medium polarization (AMP) test sought to assess the

resistance of the alloy. Serious deformation, as in DWI

canmaking, of course, destroys the brittle alloy.

D. CONSEQUENCES OF CORROSION

Two consequences are of major significance: product con-

tamination and package integrity. The first relates, of course,

tometal pick-up. Tin and its simple inorganic compounds are,

for practical purposes, nontoxic. Cats fed orange juice with

some thousands of milligrams per kilogram tin become sick,

and human volunteers encounter gastrointestinal upset at

some hundreds ofmilligrams per kilogram. Since 1890, there

have been only a few well-documented cases of intoxication

by intake of tin in food. All involved thousands of milligrams

per kilogram tin, and in each case the problem had arisen by

inappropriate use of containers. The effects were, happily,

transient in all cases. Nevertheless, a limit of 200mg/kg tin is

applied in most parts of the world. At this level, organoleptic

changes become apparent, and visual changes may arise. Tin

in beer can give rise to haze, and the color of some foods may

be affected. Some foods (e.g., asparagus) benefit from the

presence of a little dissolved tin, which preserves the color.

Iron is no more toxic than is tin, and no problems of iron

poisoning have been reported. Flavor and color changes are,

however, a consequence of iron pick-up and most food

producers specify low iron content. Thus, iron at a few

milligrams per kilogram can affect the taste of soft drinks,

and the manufacturers specify subparts per million levels

after 6 months storage. In the case of both tin and iron, it is

often the commercial demands rather than the regulations

that determine the limits, the former frequently being the

more rigorous.

Perforation and loss of package integrity is a more serious

matter. The function of the package is to contain the product,

protect it from the environment and vice versa, and deliver it

to the user, all without costing too much. Perforation of the

container, be it through the wall or a seam, allows loss of

product. This may, in turn, contaminate or cause attack on

other containers. Importantly, perforation may also allow

ingress of foreign material, in particular microorganisms.

After processing, the contents of a food can are in a state of

commercial sterility. This means that they are free of viable

forms of microbes having public health significance and of

microbes not having public health significance capable of

growing and reproducing under normal conditions of ambi-

ent storage. Thus, processed foods in intact cans are safe. If

microbes gain ingress as a result of perforation, this no longer

holds, and a risk of poisoning may arise.

This occurrence is very rare. Only one case comes tomind

over the last three decades—of pathogenic contamination as

a result of corrosion perforation. The internal steel score of

meat cans packed with too much air and in a high-chloride

environment failed by perforation, allowing ingress of Clos-

tridium botulinum. Normal industrial test procedures de-

tected the situation, and the cans never reached the market.

Given the many thousands of millions of food and beverage

cans packed each year, the absence of real problems is

encouraging.

For nonfood products, the risks to life are less apparent;

commercial aspects will be important. Loss of product and

market may be significant. Contamination both of other

products and the environment may arise. The uses of tin and

tinplate mean that the risks of catastrophic failure associated

with bridges and oil rigs are diminished. However, tinplate

has long been used to manufacture automotive brake reser-

voirs/master cylinders, and failure here could be disastrous.

Again, the failure by corrosion of a tin alloy bearing on a

marine drive shaft can have serious consequences, especially

if the vessel is an oil tanker on a lee shore.

These two examples of consequential failure of devices or

machines as a result of corrosion of a tinplate or tin com-

ponent reflect the uses and corrosion characteristics of these

materials. For obvious reasons tin finds no structural uses,

and tin as a coating on structural steel would offer few

benefits. Zinc, cadmium, and such protective coatings are

more usual, though tin–zinc alloys have some uses here.

The impact of tin corrosionmay be out of all proportion to

the actual loss of metal. The failure of a small component

may give rise to much greater losses. For example, failure of

an electronic device in, say, a space probe may vitiate an

entire mission.While other causes, for example, tin whisker-

ing, may produce such problems, corrosion and oxidation

may play a role.

Tin has been described as a “technologist’s metal,” be-

cause of its critical use in small quantities. Even the usage in

tinplate demands only modest tonnage because of the thin
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coatings used. Nonetheless, the metal has an important

impact on our lives. Its corrosion behavior is of great

significance, and it is of note that the important function of

preserving foods by canning depends to a great extent on the

unique corrosion characteristics of tin.
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A. INTRODUCTION

Titanium metal became a commercial reality in the early

1950s when its high strength/density ratios were especially

attractive for aerospace applications. Titanium’s excellent

corrosion resistance over a wide range of conditions in

many highly corrosive environments has led to a multitude

of industrial nonaerospace applications. Some of the first

applications in the chemical process industry include wet

chlorine gas coolers for chlor-alkali cells, chlorine, and

chlorine dioxide bleach equipment in pulp/paper mills and

reactor internals for pressure acid leaching of metal ores [1].

In marine environments, titanium is recognized as the best

tube material for seawater power plant condensers with

almost 650� 106 ft installed over the last 40 years and not

a single corrosion failure [2].

The market today for titanium is ever expanding. New

applications continue to surface as the industry “pushes the

process envelope.” The relatively high initial cost of titanium

is frequently offset by life-cycle costing, reductions in main-

tenance and operating cost, and costing on a per-unit area

basis as opposed to costing on a per-pound basis. A corrosion

allowance is generally not required in designs specifying

titanium. Usually the only wall thickness criterion is the

pressure or structural requirements for that system. Along

these lines, the American Society for Testing and Materials

(ASTM) and American Society of Mechaning Engineers

(ASME) have recently adopted new higher tensile strengths

for unalloyed grades 2, 7, and 16. These new grades, desig-

nated 2H, 7H, and 16H, offer a 16% improvement in allow-

able strengths and thus reduced material weight when

designing pressure vessels. All other mechanical and chem-

ical requirements are unchanged from the standard grades

2, 7, and 16, allowingmaterial to be dual certifiedwhen being

applied to ASME pressure vessels fabrications [2a].

Whereas aerospace applications are mainly concerned

with mechanical properties, industrial applications place

a greater emphasis on the corrosion resistance of titanium

[3–7]. Table 61.1 lists the commercially pure and alloy

grades most commonly used in industrial service.

Group I contains the commercially pure grades, which

differ only in their oxygen and iron content. These grades are

highly corrosion resistant, less expensive than titanium alloys,

and generally selected when strength is not the main require-

ment. Increasing oxygen and iron levels improve the

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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material’s strength but reduce its ductility. Whereas Grade 2

can be considered the workhorse of the nonaerospace

industry, Grade 1 is selected for applications requiring a high

formability. The members of group II offer significantly

improved corrosion resistance in reducing media through the

presence of small concentrations of palladium or ruthenium.

Group III contains other alpha and near-alpha alloys that

are characterized by intermediate strength, good ductility,

toughness, creep resistance, and weldability. These alloys

retain the hexagonal close-packed (hcp) structure character-

istic of alpha alloys, which, together with satisfactory

strength, make them ideal for cryogenic applications. The

presenceofmolybdenumandnickel inGrade 12, palladium in

Grade 18, and ruthenium in Grade 28 improves the corrosion

resistance of these grades in reducing acid environments.

The alpha–beta alloys of group IV contain an increase in

the percent of beta phase and, hence, the strength level as a

result of a higher concentration of vanadium, a beta stabilizer.

Heat treatments can be used to control the high room

temperature strength. Toughness, ductility, and stress corro-

sion cracking (SCC) resistance can be improved by limiting

the level of interstitials such as oxygen, nitrogen, and carbon

in extra-low interstitial (ELI) content and very-low intersti-

tial (VLI) content grades.

Beta alloys are readily cold worked in the solution heat

treated and quenched condition. They are heat treatable and

can be worked and aged to high strengths at some expense

of ductility. Because of their high strength/density ratios, beta

alloys are predominantly used in the aerospace industry. An

excellent account of physical and mechanical properties

of titanium alloys can be found in the Materials Properities

Handbook: Titanium Alloys [8].

B. TITANIUM OXIDE SURFACES

Titanium is a reactive metal, E
�
Ti=Tiþ 2 ¼ � 1:63VSHE [9],

owing its excellent corrosion resistance in many environ-

ments to a hard, tightly adherent oxide film which forms

instantaneously in the presence of an oxygen source.

TABLE 61.1. Titanium and Titanium Alloys Commonly Used in Industrial Applications

Common Alloy Designation

UNS

Number

ASTM

Grade Nominal Composition (%)

Minimum

Tensile

Strength (MPa)

Minimum

Yield

Strength (MPa)

Group I Commercially Pure Titanium

Grade 1 R50250 1 0.06O 240 170

Grade 2 R50400 2 0.12O 345 275

Grade 2H R50400 2H 0.12O 400 275

Grade 3 R50550 3 0.2O 450 380

Grade 4 R50700 4 0.3O 550 483

Group II Low Alloy Content Titanium with Pd/Ru Additions

Grade 2, Pd R52400 7 0.12O, 0.15 Pd 345 275

Grade 2H, Pd R52400 7H 0.12O, 0.15 Pd 400 275

Grade 1, Pd R52250 11 0.06O, 0.15 Pd 240 170

Grade 2, low Pd R52402 16 0.12O, 0.05 Pd 345 275

Grade 2H, low Pd R52402 16H 0.12O, 0.15 Pd 400 275

Grade 1, low Pd R52252 17 0.06O, 0.05 Pd 240 170

Group III Other Alpha and Near-Alpha Alloys

Ti 3-2.5 R56320 9 3Al, 2.5V 620 483

Grade 12 R53400 12 0.3Mo, 0.8Ni 483 345

Ti 3–2.5, low Pd R56322 18 3Al, 2.5V, 0.05 Pd 620 483

Ti 3–2.5, Ru R56323 28 3Al, 2.5V, 0.1 Ru 620 483

Ti 5111 R55111 32 5Al, 1 Sn, 1 Zr, 1V, 0.8Mo 689 586

Group IV Alpha-Beta Alloys

Ti 6–4 R56400 5 6Al, 4V 895 828

Ti 6-4 ELI R56407 23 6Al, 4V, 0.13O max 828 759

Ti 6-4 ELI, Ru R56404 29 6Al, 4V, 0.1 Ru, 0.13O max 828 759

Group V Beta Alloys

Beta C R58640 19 3Al, 8V, 6 Cr, 4 Zr, 4Mo 793 759

Beta 21S R58210 21 15Mo, 3Al, 2.7Nb, 0.25 Si 793 759

UNS¼Unified Numbering System.
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Figure 61.1 shows the phase stability diagram for the Ti–H2O

system [10]. Titanium passivation is present in the stable

TiO2�H2O area. At higher pH values, HTiO3
� dominates in

an area that is characterized by corrosion. With increasing

temperatures, the area of corrosion extends to lower pH

values. The corrosion kinetics are slow within the HTiO3
�

area as indicated by low measured titanium corrosion

rates [7]. At potentials between 1.5 and 2VSHE, the unstable

peroxide TiO3�2H2O forms [11].

When submerged in a corrosive medium, the overall

titanium dissolution rate is very much dependent on the

nature and integrity of the oxide. When the oxide is suffi-

ciently thick and stable, electron exchange occurs predom-

inantly with the oxide film. The semiconductive properties

of the oxide determine the current/potential behavior of the

titanium/oxide system. When the oxide is sufficiently thin

(0.4–3 nm), electron exchange occurs between the redox

electrolyte and the underlying metal by direct tunneling or

resonance tunneling via intermediate states [12, 13]. As a.

result of direct tunneling, which consists of electron transfer

in one step without loss of energy, electron exchange is under

kinetic control with current/potential characteristics that

are similar to those of the bulk metal. The oxide functions

as a potential energy barrier and the current decreases with

increasing oxide thickness. The anodic transfer coefficient

becomes smaller with increasing oxide thickness and the

cathodic transfer coefficient becomes greater. A cathodic

Tafel coefficient of –0.12V and an anodic Tafel coefficient

of � 0.12V yielded electrochemical corrosion rates that

compared satisfactorily with weight loss corrosion rates in

acid media [14]. The same cathodic Tafel slope but an anodic

Tafel slope of � 0.25V [15] yielded good results in alkaline

peroxide bleaching environments [16].

A freshly abraded titanium surface immediately passi-

vates to form a crystalline rutile and/or anatase oxide layer.

Rutile is the more common titanium dioxide (TiO2) and

slightly more stable than anatase by �12 kJ/mol [17–20].

Anatase is a material with the highest photocatalytic detox-

ification efficiency in ground and surface water purifica-

tion [21]. Rutile finds application as a catalyst in organic

oxidation reactions [22]. The isoelectric point of TiO2 is

�6.2, which, together with a high dielectric constant [23],

renders titanium oxide waterlike with small electrostatic

forces and, consequently, highly compatible as a biomateri-

al [24]. The titanium oxide gradually decreases in oxygen

content from TiO2 at the surface to Ti2O3 and TiO as it

approaches the metal oxide interface [25]. Depending on the

environment, this oxide may be covered with an amorphous

or hydrated surface oxide, giving a two-layer oxide structure.

The oxide may be thickened in the presence of oxidizing

agents through anodization or thermal oxidation.

In reducing acid environments, severe corrosion can be

avoided through the application of anodic protection that

aids in the formation of a protective surface. For example,

the corrosion rate of a titanium heat exchanger in a 40%

sulfuric acid environment can be reduced 11,000 times to a

rate of 0.005mm/year (0.2mpy) through the application of

2.1Voverpotential [26, 27]. Anodic protection also appears to

increase the protective nature of the oxide. Tomashov

et al. [28] suggest that this is the result of a decreasing number

of defects and decreasing ionic conductivity. Care must be

taken not to exceed the repassivation potential of titanium.

Anodization at increasingly higher potentials can thicken

the very thin natural oxide from �20 Å to several thousand

angstroms, depending on the applied potential. As the thick-

ness increases, the oxide progresses through a spectrum of

FIGURE 61.1. Phase stability diagram of the Ti–H2O system at 25 and 100�C with a titanium ion

activity of 10� 6 [10].
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interference colors [29, 30]. Thick oxides were traditionally

thought to increase the corrosion resistance. Anodization

used to be recommended for heat exchanger tubing to

improve crevice corrosion resistance and limit hydriding.

Studies later showed that, although therewas a slightly higher

initial corrosion resistance, the anodized surfaces didn’t

behave much better than freshly pickled surfaces in hydro-

chloric acid solutions [31, 32]. The high dissolution rate

of the anodized film has been attributed to the fact that the

oxide is amorphous and hydrated [32–34].

Thermal oxidation produces an unhydrated rutile oxide

which offers greater corrosion protection than anodized or

pickled oxide surfaces [31, 32]. Since the oxide surface is at

a more anodic potential, small cracks in the oxide are protected

by the anodic corrosion potential in mild reducing acids. As an

additional benefit, the thermally oxidized titaniumoffers amore

effective barrier against hydrogen permeation that increases

with increasingoxide thickness. Themore noble oxide potential

may, however, increase the driving force for galvanic corrosion.

At elevated temperatures, titanium oxidizes in air to form

an oxide scale and an oxygen-rich metal layer. The extent

and rate of oxide formation are dependent on the exposure

temperature and time. At temperatures below �500�C, the
oxidation rate of titanium is low and tends to decrease with

time [25, 35]. Long-term exposures at temperatures> 650�C
will lead to cracking of the brittle oxide scale and rapid

continuous oxide growth [36]. Figure 61.2 illustrates how

both the oxide scale and the oxygen-rich metal layer on

Grade 2 titanium roughly quadruple in thickness as the

temperature is increased from 538 to 649�C. The heat

resistance of titanium can be increased through alloying [37]

or application of oxidation-resistant coatings [38].

C. GENERAL CORROSION

General corrosion is rarely seen in service since titanium is

usually not cost effective if a corrosion allowance is neces-

sary. When observed, reducing acids are most often the

cause. Titanium offers moderate resistance to mineral acids

such as hydrochloric, sulfuric, and phosphoric acid and

organic acids like oxalic and sulfamic acid [3, 7]. The

corrosion rate varies with acid type, concentration, and

temperature. Hydrofluoric acid solutions are routinely used

in pickling and etching processes because of the extremely

high corrosion rates experienced even at parts per million

(ppm) concentrations.

Alloying additions of noble metals such as palladium and

ruthenium, as well as additions of molybdenum and nickel,

were found to be quite effective in increasing the corrosion

resistance of titanium in reducing acid environments [25, 39–

41]. Palladium and ruthenium are added in small concentra-

tions, typically 0.05–0.20wt %, that do not affect the phys-

ical and mechanical properties of the titanium alloy but

passivate the metal by shifting the corrosion potential into

the passive anodic regime [40, 41]. Both nickel and molyb-

denum reduce the susceptibility of titanium to anodic dis-

solution. The latter alloying additions increase the alloy

strength at the expense of ductility [25, 39].

Small concentrations of oxidizing species effectively

increase titanium’s corrosion resistance in reducing acids

by positively polarizing the metal. Only parts-per-million

concentrations of certain multivalent transition metal ions,

nitrates, oxychloro anions, noble metal ions, organic com-

pounds, chlorine, and oxygen are required to induce passiv-

ity [3]. Inhibitor levels may be present as contaminants in

FIGURE61.2. High-temperature oxidation of Grade 2 exposed for 500 h at (a) 538�C and (b) 649�C.
The surface oxide layer covers a layer of oxygen-rich alpha structure, accentuated by a lactic acid etch.
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process streams allowing the safe use of titanium. Figure 61.3

illustrates how hydrochloric acid cleaning solutions can be

inhibited by small concentrations of ferric ions.

Titanium is known as one of the most corrosion-resistant

metals in oxidizing environments as these conditions gen-

erally assure oxide film stability.Highly resistant to oxidizing

acids such as nitric and chromic acid at room temperature,

general corrosion may occur in nitric acid at boiling tem-

peratures in the 20–70wt% range [42]. When the solution is

not refreshed, buildup of Ti4þ ions leads to a more protec-

tive, dehydrated titanium oxide [43]. Other metal ions, such

as Fe3þ , Ru3þ , Rh3þ , Ce4þ , and Cr6þ , and oxidizing ions,
such as VO2

þ and Cr2O7
2� , also inhibit high-temperature

corrosion [44]. Only tantalum alloying additions significant-

ly improved the corrosion resistance and yielded titanium

alloys that were virtually insensitive to changes in temper-

ature and acid concentration [45]. A pyrophoric reaction

may develop in red fuming nitric acid following rapid

FIGURE 61.3. Effect of ferric ions on the corrosion of (a) Grade 2 and (b) Grade 7 in hydrochloric

acid solutions [4]. The isocorrosion plane corresponds to a corrosion rate of 0.13mm/year.
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intergranular attack [46, 47]. The presence of sufficient

concentrations of water has successfully permitted the

long-term use of titanium as a construction material in nitric

acid production plants [48].

Titanium is highly corrosion resistant to solutions of

chlorites, hypochlorites, chlorates, perchlorates, and chlo-

rine dioxide [3, 7, 49]. Widely used to handle moist chlorine

gas, titanium has earned a reputation for outstanding

performance in chlor-alkali cells and pulp and paper bleach-

ing equipment. Rapid ignition, forming TiCl4, will occur in

dry chlorine. However, a moisture content of 0.4% at room

temperature and 1.2% at 175�C is sufficient for passiv-

ation [50, 51].

Oxidation of a fresh titanium surface is an exothermic

process which may lead to melting of the metal if the heat

cannot be removed fast enough. In <35% oxygen, autoigni-

tion of titanium is not likely to occur at room temperature

regardless of the total pressure [52]. Temperature, oxygen

pressure, and concentration determine the boundary condi-

tions for autoignition of titanium [52, 53]. Once initiated, the

reaction is self-sustaining due to the high solubility of the

oxide in the molten metal. Propagation will occur in much

lower oxygen atmospheres and is promoted by the presence

of steam and quenched bywater. By observing the thresholds

for safe operation and taking some design and operating

precautions, titanium can be successfully utilized in applica-

tions involving pressurized oxygen [52–54].

Titanium resists all forms of corrosive attack by freshwa-

ter and steam to temperatures in excess of �400�C. A thin

rutile oxide layer reduces the oxidation process and limits

the uptake of hydrogen, a product of the water oxidation

reaction [35]. In fact, titanium was found to be the most

corrosion-resistant metallic material in supercritical water

oxidation applications [55, 56]. These environments contain

supercritical water, oxygen, hydrogen peroxide, organics,

and chlorides at high temperatures, up to 600�C, and pres-

sures, up to 40MPa. Titanium liners and test coupons showed

excellent corrosion resistance in acidic chloride containing

solutions with a moderate corrosion increase in acidic-

sulfate- or phosphate-containing solutions [56]. Unsatisfac-

tory corrosion behavior may be experienced in high-pH

(pH� 14) environments.

Generally low ozone concentrations, up to 0.6mg/L, are

present in cooling water treatments and ozonated seawa-

ter [57]. Titanium is completely corrosion resistant in these

environments as well as at higher ozone concentrations of

7–8mg/L ozone in 10% aqueous NaCl at 50–60�C with no

tendency to crevice corrosion [58].

Excellent resistance of titanium to general corrosion in

seawater is obtained to temperatures well in excess

of 250�C [59]. This includes brackish, polluted, stagnant,

aerated, or deaerated water containing contaminants such

as metal ions, sulfides, sulfates, and carbonates. Exposure

of titanium for many years to depths of over 2 km below

the ocean surface has not produced any measurable corro-

sion [4, 60].

Titanium exhibits low corrosion rates in alkaline solutions

such NaOH, KOH, and NH4OH over a wide range of

temperatures and alkali concentrations [3, 61]. Slow general

anodic dissolution of the surface film is accelerated by an

increase in temperature. Whereas the corrosion reaction may

result in only minimum metal wastage, it is also the source

of atomic hydrogen, which could lead to hydrogen embrit-

tlement upon prolonged exposure. Hydrogen pickup also

increases with increasing temperatures. Maximum pickup

has been observed in the 20–40wt%NaOH range [62]. In hot

alkaline brine solutions, hydrogen uptake can become

detrimental when temperatures exceed 80�C and pH> 12.

Dissolved oxidizing species, such as chlorate or nitrate

compounds, can be used in alkaline cleaning solutions to

extend the resistance to hydrogen uptake to somewhat higher

temperatures [3].

The effect of hydrogen peroxide on titanium corrosion has

been studied with relation to radioactive waste containers

(�10� 4M) [63], medical implants (0.01–0.1M) [64, 65],

alkaline pulp, and paper bleaching environments (�0.l–

0.2M) [10, 16] and surface etching or bonding pretreat-

ment [66]. Small concentrations of hydrogen peroxide (�1

� 10� 4M) in brine solutions strengthen the titanium corro-

sion resistance by shifting the corrosion potential in the noble

direction. This shift is attributed to the additional cathodic

reduction reaction of hydrogen peroxide and the formation

of a thicker oxide layer containing more stable anatase [63].

Addition of a greater hydrogen peroxide concentration,

0.01–0.lM H2O2, still leads to a more passive corrosion

potential, but the two-layer oxide becomes increasinglymore

hydrated and hydroxylated [64, 65]. Further increases

in temperature, pH, and peroxide concentration result in

increasing corrosion rates and a more active corrosion

potential as the oxide thins becomes more conductive and

less protective. Small additions of calcium, silicates, and

magnesium appear to be effective inhibitors by adsorbing

onto the oxide surface and forming a physical barrier to ion

transport. Over extended time periods, however, the effect of

calcium additions is questionable as corrosion rates begin to

increase again [16]. In pulp bleaching solutions, pulp itself

proved to be an effective inhibitor under normal operating

conditions [16]. Extremely high titanium dissolution rates

may be obtained at extreme conditions. A rate as high as

2300mm/year was measured at 95�C, 2.5M NaOH, and

�0.5M H2O2 [10]. General corrosion leads to extensive

roughening of the surface, which can be attractive for sub-

sequent coating or bonding processes [66].

Titanium is widely used in organic process streams and

has been thematerial of choice for critical areas of terepthalic

and adipic acid production. Titanium is highly resistant to

solutions of alcohols, aldehydes, esters, ketones, and hydro-

carbons [3, 7]. To maintain the integrity of the protective
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oxide film, some degree of moisture or oxygen should be

present. Generally, a moisture content of merely parts per

million is sufficient for passivation, a concentration, which

experience has shown, can usually be expected in industrial

organic processes.

Overall, titanium exhibits excellent corrosion resistance

in organic acid solutions [3, 7, 67, 68]. Aeration may be

required to maintain passivity. Fully resistant in aerated

aqueous formic acid, titanium corrosion rates may become

unacceptably high at elevated temperatures in deoxygenated

formic acid [7]. A strong oxygen effect has also been

observed in urea reactors where corrosion potentials dropped

as the supply of oxygen stopped. Titanium is a preferred

material of construction since it is not affected much by a

temporary lack of oxygen [69]. The corrosivity of urea has

been linked to an amino–formic acid intermediate [70].

Negative effects of oxygen have been observed in mix-

tures of anhydrous acetic acid and acetic anhydride, appar-

ently by facilitating the cathodic reduction reaction that

favored the production of the acetate ion. Alloying with

palladium did not help in this case [71].

Titanium exhibits a poor resistance to corrosion in pro-

pionic acid vapor and has a limited stability in oxalic acid

solutions. The corrosion rate in the latter medium increases

with increasing temperature and acid concentration [67].

The corrosion resistance in oxalic acid can be improved by

molybdenum alloying additions [72] or the addition of

oxidizing agents such as antimony(III) [73].

D. PITTING CORROSION

Titanium exhibits remarkable resistance to pitting attack in

chloride media with pitting potentials in excess of þ 5VSCE

in saturated NaCl at boiling. Thus, titanium generally does

not exhibit spontaneous pitting under normal circumstances.

Pitting resistance is lower in other halide media; however,

potentials still remain at or above þ 1VSCE [74]. Pitting

potentials of titanium in sulfate and phosphate media are

reported to be in excess of þ 80VSCE [3]. Alloying can lower

pitting potentials somewhat, yet even highly alloyed titanium

exhibits pitting potentials greater than þ 1VSCE in high-

temperature NaCl and HCl environments [75]. Pitting cor-

rosion failures of titanium in service are thus extremely rare.

E. CREVICE CORROSION

Titanium, being a reactive metal and relying on its passive

film for corrosion resistance, is susceptible to localized

corrosion in much the same manner as other passive film

metals like aluminum, stainless steel, and nickel alloys.

Crevice attack can occur on titanium in hot halide or

sulfate-containing media. Corrosion can be observed in tight

gasket-to-metal or metal-to-metal joints or under adherent

deposits formed by a process stream. Under normal circum-

stances, crevice corrosion resistance will probably be the

limiting factor for successful use of titanium; thus a thorough

understanding of the mechanism, influencing factors, and

mitigation techniques will prove invaluable. Several excel-

lent reference sources are available that compliment the

information contained herein [1, 3, 8, 76–78].

E1. Mechanism of Crevice Corrosion

Aswith stainless steels, themechanism for attack on titanium

involves formation of an occluded differential aeration cell,

in which slow but finite corrosion depletes the crevice of

oxygen through surface oxide formation, as shown in reac-

tion (61.1). Anion migration into the crevice then occurs to

preserve mass and charge balance. In the case of chlorides,

this results in formation of unstable titanium chloride and

oxychloride intermediate compounds that hydrolyze to form

free acid, thus lowering the pH in the crevice. At this point,

the corrosion reaction becomes selfsustaining as the acid

generated from hydrolysis now further attacks the underlying

metal. Within the crevice, pH levels of <1 can be obtained,

despite having bulk pH levels as high as 7 [79]. This

mechanism, first put forth on titanium by Griess [76], has

been accepted for many years:

2TiþO2 þ 2H2O! 2TiO2 þ 4Hþ þ 4e� ð61:1Þ

E2. Factors Influencing Crevice Corrosion

Crevice corrosion of titanium has been reported to occur in

laboratory tests at solution temperatures of 40–60�C under

certain extreme and unusual crevice conditions [78]. How-

ever, attack has rarely, if ever, been observed under field and

more typical laboratory test conditions at temperatures

<70�C. Increasing temperatures have been shown to increase

the severity of attack [76]. Once initiated, attack can continue

for some time down to temperatures of 25�C, but only when
the temperature is gradually decreased. Rapid temperature

drop quenches attack [80]. A temperature of 80�C has served

well as a conservative upper limit for use of unalloyed

titanium in brine environments with a pH equal to or less

than 9 [1].

Along with temperature, pH is a critical factor for deter-

mining whether crevice attack on titanium can occur. Under

alkaline conditions, with a pH> 10, crevice corrosion does

not initiate [77]. At a pH< 7, initiation can occur rapidly as

the crevice solution pH can drop to <1. At intermediate pH

levels between 7 and 10, attack can also occur. However,

incubation times may be extended, and frequency and se-

verity of attack are normally lessened.

Studies made on crevice geometry parameters suggest

that titanium requires a very narrow, deep crevice for attack
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to occur. Crevice gaps on the order of 0.001 cm and depths

>1 cm are usually required for attack initiation [81, 82].

Fitzgerald and Greene [83] put forth a model relating geo-

metric and electrochemical parameters to crevice corrosion

that show titanium requires much deeper crevices for attack

than most stainless steel alloys.

In brine media. crevice corrosion has been observed over

the range of chloride concentrations from 0.01% up to

saturation. Concentration, however, is not as critical a factor

as pH and temperature, since attack can occur at any

concentration over the minimum value listed above. Factors

such as incubation time, severity, and frequency of occur-

rence can be impacted by concentration [78]. Also, degree

of aeration has direct impact on attack and on crevice

chloride concentration. Attack will be more severe at higher

chloride levels if solution aeration is maintained. However,

without aeration, oxygen solubility is so poor at higher

chloride concentrations that crevice attack can be stifled.

Consistent results are most readily obtained in the labora-

tory with the use of a 5% NaCl solution at 90�C with

constant air sparging of the solution. Resistance to bromides

and iodides is similar to chlorides while fluorides tend to be

somewhat more aggressive [84]. This is thought to relate to

the size of the ion and its ability to diffuse into crevices.

Crevice corrosion of titanium in fluorides can only occur

with pH levels of �6 and up. Below a pH of 6, hydrofluoric

acid attack will dominate the corrosion process. Titanium is

less susceptible to attack in sulfate media, with temperature

and concentration minimums increased over those for halide

solutions [3].

E3. Detection of Crevice Corrosion

Crevice corrosion is a particularly insidious form of attack

since, by its nature, it is a very random process and often

can go undetected until complete metal failure occurs.

Monitoring for onset of crevice attack has been studied and

appears to be a viable option [85–87]. Titanium is easily

polarized and thus one can in effect monitor the activity

within a crevice by tracking the potential of the free surface

adjacent to the crevice. This technique has been demonstrat-

ed in the laboratory for free area–creviced area ratios up to

nearly 100 : 1 [85].

More traditional test techniques have been described

elsewhere [3] and basically rely on the formation of a large

creviced area and a one-month test period to overcome the

randomness of attack. Due to the fact that titanium requires

such a deep crevice, the multiple crevice washers routinely

used in crevice testing of other materials will not yield

accurate test results for titanium and their use should be

avoided. A flat 25.4-mm-square gasket former is preferred.

Fluorocarbon polymers tend to the most discriminating

crevice initiation results and are used extensively in labora-

tory testing to establish conservative guidelines [77, 81].

However, it is imperative that only virgin material be used.

Reprocessed material has been shown to release fluoride

ions into the crevice, thereby interfering with test results.

When examining for crevice attack, one must look for

tenacious, off-white to gray titanium oxide deposits in the

crevice. Normally, the only way to remove these deposits and

determine the extent of underlying attack is to lightly (5 s)

sandblast the area or metallographically prepare a cross-

sectional view of the specimen. Crevice attack will usually

appear as multiple, irregularly shaped pits, as shown in

Figure 61.4.

Quite often, titanium crevices will display smooth, mul-

ticolored oxide interference films after testing. These may

range in color from gold to purple to blue, depending on the

extent of oxidation the metal has undergone. These oxide

films do not represent deleterious attack of the metal and

should not be considered as crevice corrosion. On the con-

trary, the presence of colored oxide films is indicative of

FIGURE 61.4. Crevice corrosion attack on titanium. Attack occurred under polytetrafluoroethylene

gasket. Sample on right had some remaining corrosion deposits even after sandblasting.
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a passive environment for titanium, one in which the TiO2

film is stable and increases in thickness [31].

E4. Mitigation of Crevice Corrosion

Crevice corrosion is best mitigated through the use of a more

resistant grade of titanium. Several alloying elements have

been shown to impart added corrosion resistance to titanium,

notably Cr, Ni, Nb, Mo, and precious metals Pt, Pd, and

Ru [5]. Precious metal additions are the most effective

alloying agents, typically being used in the 0.05–0.20wt%

range. The other elements have been used at levels from� 0.5

to 15wt%. Enhancement of crevice corrosion resistance can

be directly related to the beneficial effect that an alloying

addition has on resistance to mineral acid attack [76, 88].

Once sufficient alloying has occurred to passivate the metal

in an acid media with a pH of zero, crevice corrosion on

titanium can be effectively mitigated [39, 85]. Figure 61.5

illustrates this effect for several different grades of titanium.

Grade 12, with small additions of Mo and Ni, offers sub-

stantial improvements in crevice corrosion resistance over

unalloyed titanium. Clearly, though, the grades alloyed with

palladium have a much more dramatic effect on resistance.

To achieve an equal effect with molybdenum, a 15wt%

addition is required [39].

In addition to alloying, several other mitigation techni-

ques have been used. Although not as effective as alloying,

these methods can often offer remediation from crevice

attack once the metal has already gone into service. One

method is to coat the surface with a precious metal oxide.

This has been shown to offer equivalent resistance as that

obtained through alloying with palladium; however, the

coating is subject to mechanical damage through scratching

or abrasion, rendering it ineffective [89]. Another technique

involves placing oxidizing metal ions directly into the crev-

ice. The presence of these ions, such as Cu2þ , Fe3þ , and
Ni2þ , can inhibit crevice corrosion in the same manner as

they do general corrosion attack (see Section C). This

technique has been used successfully in gasket crevices,

where the metal oxide paste can be applied directly to the

gasket [90]. A more recent innovation utilizes small patches

applied directly to the titanium base metal surrounding the

crevice in order to ennoblize the occluded titanium within

the crevice. This process, referred to as platinum groupmetal

applique, or PGMA, has been shown to offer equivalent

crevice performance to Grade 7 and can serve as a retrofit

option when unalloyed titanium (Grade 2) has experienced

crevice attack [90a]. Enhanced oxide films, obtained through

air heating of the titauium at 450–800�C for 2–10min, have

been shown to be beneficial in terms of crevice corrosion

resistance [31]. Again, as with the coatings, these oxide films

are subject to degradation bymechanical damage, leaving the

underlying titanium substrate susceptible to attack. Finally,

titanium surfaces may also be protected from crevice attack

when coupled to dissimilar metals such as stainless steels,

nickel alloys, and copper-containing alloys. It is believed that

the release of metal ions from corrosion of the dissimilar

alloy acts to inhibit attack of the titanium [77].

FIGURE61.5. Temperature/pH crevice corrosion limits for titanium in naturally aerated NaCl brine.

The shaded areas represent regimes of susceptibility [1].
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E5. Specialized Forms of Crevice Corrosion

Two special forms of crevice attack require noting here. The

first involves the presence of smeared iron particles on

titanium. Unalloyed titanium can undergo attack that resem-

bles pitting when an iron particle embedded in the surface

of titanium metal corrodes in a saline environment. The

resulting corrosion product (acidic ferric chloride) can in-

duce attack of the titanium at the site where the iron breached

the titanium oxide film. This phenomenon, known as

“smeared iron pitting,” has been well documented [91] and

occurs only in concentrated brine solutions when tempera-

tures exceed 80�C. An example of this attack is shown in

Figure 61.6. This work resulted in the discontinuing use

of steel tooling when handling fabricated titanium parts.

Stainless steel tools are now standard for use on titanium.

Themore crevice corrosion resistant alloys, such asGrades 7,

12, and 16, are immune to this type of attack [4]. If smeared

iron is suspected, it is easily removed by a short immersion

(2–5min) in a standard HNO3/HF pickle solution.

The second form of attack also resembles pitting and has

been shown to occur on titanium when exposed to concen-

trated solutions of certain hydrolyzable salts, such as MgCl2,

CaCl2, AlCl3, and ZnCl2 [92]. As with smeared iron pitting,

temperatures of at least 80�C are required. The attack, which

seemingly occurs on freely exposed surfaces, has been shown

to initiate at surface imperfections, such as laps, smears, or

grindmarks [93]. Again, this type of attack can beminimized

by pickling the metal or using a more crevice corrosion-

resistant grade of titanium. Guidelines for use of titanium in

these salts have been published [1].

F. ENVIRONMENTALLY INDUCED

CRACKING

Environmentally induced cracking results from a synergism

between tensile stress and a corrosive environment.

Corrosion rates are generally low and not apparent. Stress

levels that cause cracking are generally below theyield stress.

Environmentally assisted cracking includes SCC, corrosion

fatigue cracking, and hydrogen embrittlement. Frequently,

more than one of the three may be operative, complicating

analysis of failures. However, commonalities in the environ-

mental and metallurgical factors responsible for susceptibil-

ity of cracking facilitate the determination of appropriate

prevention methods.

F1. Stress Corrosion Cracking

The majority of titanium alloys used in the chemical process

industry are very resistant to SCC. The latter has been

observed in a few specific environments such as absolute

methanol, red fuming nitric acid, nitrogen tetroxide, several

liquid metals such as cadmium and mercury, and aqueous

halide solutions [94]. The number of stress corrosion failures

observed in the laboratory significantly outnumbers the few

failures reported in practice. Difficult stress corrosion initi-

ation and high threshold values frequently account for a low

probability of cracking.

Initiation of SCC requires the presence of a stress riser as

may be provided by residual or applied stresses in the

presence of inherent surface cracks and flaws. The threshold

stress belowwhich stress corrosion cracks will not propagate

may be affected positively by cold work, by increasing slip

plane intersections, and plane stress conditions as found in

thin specimens [95]. Susceptibility to SCC is most pro-

nounced at an intermediate loading rate when a high rate of

loading leads to ductile failure before crack initiation and

a low loading rate provides sufficient time for repassivation

of freshly exposed surfaces [95].

Alloy composition and interstitial content markedly in-

fluence susceptibility to SCC. An increase in the interstitial

oxygen content of commercially pure titanium results in a

slight decrease in KISCC, the critical stress intensity factor

FIGURE 61.6. Titanium Grade 2 tubing exhibiting “smeared iron pitting,” a localized corrosion

phenomenon.
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affected by SCC, when exposed to synthetic sea water

[96, 97] possibly by increasing the tendency toward planar

slip [94]. Interstitial nitrogen and carbon have a similar effect

on the susceptibility of titanium.High iron additions (� 0.2%

by weight) reduce the a-phase grain size, which leads to

some improvement in the resistance to SCC [97]. Aluminum,

when present in concentrations > 5wt% in the a phase,

can lead to the formation of Ti3Al, which lowers KISCC and

increases the velocity of cracking [94]. The presence of tin

further decreases the SCC resistance. Whereas SCC in sea

water is not a concern for the lower strength commercially

pure grades, susceptibility can be lowered substantially in

higher strength aluminum-containing alloys by lowering the

oxygen content, as, for example, in the case of Ti 6-4 ELI

(Grade 23). Furthermore, in Ti 6-4, an acicular structure

provides a lower susceptibility to SCC than an equiaxed

morphology, which may be related to the mean free path of

the susceptible a phase [94, 95] (see Fig. 61.7).

Stress corrosion cracking susceptibility is influenced by

the concentration of damaging species, pH, potential, tem-

perature, and viscosity. Addition of halide ions such as Cl� ,
Br� , and I– may accelerate or induce SCC, an effect that

increases with increasing halide concentration [99]. Reduc-

ing the pH results in a greater susceptibility to SCC. Crack

velocity was found to increase with increasing temperature

and decreasing viscosity. Cathodic protection is effective in

neutral aqueous halide solutions at potentials more negative

than � 1VSCE but ineffective in acid solutions [99].

Stress corrosion cracking of a and a–b alloys takes place

by transgranular cleavage of the a phase, where the a phase

controls the overall crack propagation rate. Small differences

between the main crack propagation plane and the cleavage

planes lead to numerous stepwise facets, the result of low-

energy ductile rupture. These flutes connect cleavage planes

and may exceed the grain size [100].

Intergranular corrosion occurs in methanolic halide solu-

tions through the formation of titanium methoxide. As little

as 1.5% water is sufficient to hydrolyze the titanium meth-

oxide and passivate the titanium [101]. Higher strength

alloys may require the presence of more water depending

on product form and alloying content [102]. Noble metal ion

additions such as Pd2þ and Au3þ facilitate the cathodic

process and increase the intergranular corrosion rate. The

dissolution process is temperature and viscosity dependent

and is accelerated by stress and anodic currents, suggesting a

stress-accelerated anodic dissolution or diffusion-controlled

mechanism [95]. However, transgranular cracking in medi-

um- to high-strength a and a–b alloys has been attributed

to the absorption of hydrogen at the crack tip. Whereas

dissolved platinum group metal ions accelerate intergranular

corrosion, they have an inhibiting effect on the crack prop-

agation rate, possibly by favoring the recombination of

hydrogen atoms as opposed to hydrogen absorption. Since

the embrittlement is also dependent on strain rate, it has

been suggested that the contribution of stress is, in part, the

result of hydrogen embrittlement [103]. A mixed mode of

intergranular cracking and transgranular cleavage has been

observed in these environments [104].

It has been shown that surface oxide rupture precedes

crack initiation with subsequent dissolution and hydrolysis

reactions leading to crack tip acidification. The crack tip local

pH may be significantly lower than the bulk solution pH.

FIGURE 61.7. A hot salt crack changed to a stress unfavorable direction in Ti 6Al-4V with a

Widmanst€atten microstructure [98].
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A sharp notch or fatigue precrack appears to be required for

hydrogen production to occur at the crack tip. Absorption

may then occur at a deforming crack tip surface [105].

Hot salt SCC is of importance in high-temperature appli-

cations such as jet aircraft engine components [106] under

conditions of high temperature, stress, and exposure to halide

salts [59, 107]. Simultaneous cycling of temperature and

stress may result in reduced susceptibility to hot salt SCC

compared to isothermal, monotonic loading exposure [106].

The mechanism of hot salt cracking resembles that of SCC

in aqueous halide solutions, with a fracture process that is

associated with hydrogen embrittlement [108].

F2. Corrosion Fatigue

Titanium’s superior corrosion resistance renders it an attrac-

tive structural material for use in many corrosive environ-

ments. In the presence of cyclic loading, the environmental

effects on the fatigue properties become important. The

excellent corrosion resistance of titanium in seawater and

many other aqueous chloride media leads to smooth and

notched fatigue run-out stresses, which are virtually

unaffected by the environment [8]. Figure 61.8 illustrates

the effect of seawater on the fatigue crack propagation rate.

Effects of cycle frequency, stress ratio, microstructure,

and applied potential have been reported in the literature

[8, 109, 111, 112].

The fatigue crack growth rate was found to be essentially

independent of cycle frequency in air and in noncorrosive

aqueous sodium sulfate solutions [111]. In aqueous halide

solutions, a frequency-related crossover effect can occur at a

stress intensity range DK, or DKSCC, associated with cyclic

SCC [111]. Below DKSCC, lower frequencies permit more

time for repassivation of fresh metal surface at the crack tip,

thereby lowering the crack growth rate. Above DKSCC, lower

frequencies allow more time for hydrogen diffusion and

embrittlement, thereby increasing the crack growth rate. In

a 3.5% NaCl solution, a crossover effect has been observed

with Ti 6 Al–4V but not with Ti 8 Al–1Mo–1V, indicating a

relation to alloy chemistry [112]. In methanolic halide solu-

tions, fatigue crack growth rates have been found to increase

with decreasing frequency over thewhole range of DK [111].

In air and saltwater environments, a significant improve-

ment in fatigue crack growth rates in a–b alloys has been

associated with a transformed beta microstructure versus an

equiaxedmicrostructure [112]. Under ripple load conditions,

in which a small cyclic load is superposed on to a sustained

load, an equiaxed microstructure exhibits better cracking

resistance [113]. In air, the fracture surface appearance is

predominantly ductile. In alcoholic and aqueous environ-

ments, an increasing fracture surface roughness appears

linked to higher fatigue crack growth rates with cleavage

fracture dominating over ductile fatigue striations [111].

Commercially pure titanium and its weld metal have

displayed increasing crack growth rates with increasing

stress ratio in air and natural seawater [109]. This has been

attributed to crack closure effects. At a relatively high DK
level, an acceleration of the crack growth rate in seawaterwas

more pronounced for weld metal than for base metal indi-

cating a microstructural influence. A small applied cathodic

potential reduced the environmental effect by suppressing

anodic dissolution when the passive layer failed [109].

F3. Hydrogen-Induced Cracking

The oxide film on titanium is an excellent barrier to hydrogen

gas intrusion. Disruption of the oxide film allows easy

absorption of hydrogen in high-pressure/temperature anhy-

drous gas streams. However, small quantities (2%) of mois-

ture or oxygen immediately passivate the surface, forming

again an effective barrier at temperatures as high as 315�C
and pressures up to 800 psi [114].

At highly acidic or alkaline conditions, corrosion pro-

cesses affect the integrity of the surface oxide and the

corrosion potential drops below the hydrogen evolution

potential. Such a drop in the open-circuit potential may

also be the result of cathodic protection [115, 116], galvanic

coupling, or intense dynamic abrasion. Electrochemically

produced atomic hydrogen can now be absorbed. At tem-

peratures <80�C, hydrogen diffusion is very slow and

hydrogen will remain on the surface [114, 117]. Surface

FIGURE 61.8. Trends of fatigue crack propagation rates for

commercially pure titanium [109] and the intermediate strength

near- a alloy Ti 5111 [110] in air and seawater.
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hydrogen generally has little effect on the structural integrity

of the material. Surface hydriding of Grade 2 power con-

denser tubes, containing several thousand parts permillion of

hydrogen in the surface layer, led to only minor decreases in

ductility and tensile strength of the in-service tubes [118].

The solubility of hydrogen in a titanium at room tem-

perature is quite low and, influenced by pressure, stress, and

alloy composition, is of the order of 20–150 ppm [119]. Once

the solubility limit is exceeded, brittle titanium hydride

precipitates form in the metal (see Fig. 61.9). These appear

as dark, acicular needlelike structures in the metal micro-

structure [120]. Increasing oxygen content, increasing grain

size, and decreasing temperatures facilitate crack initiation

of the hydride, restrict slip, and promote cleavage [119].

Hydride embrittlement is also accelerated by increasing

hydrogen concentrations, the presence of notches, and in-

creasing strain rates [121, 122].

A loss of impact toughness has been observed in com-

mercially pure titanium at relatively low hydrogen concen-

trations (� 50 ppm) by notched impact testing [121–123].

At high stress intensities, the failure mechanism is thought to

be one of hydrogen-assisted localized plasticity at the crack

tip, where the presence of hydrogen reduces the stress for

plastic flow by enhancing the flow of dislocations [124].

Technically more rigorous toughness tests, following ASTM

E 399, showed no effects of hydrogen on fracture toughness

up to 70 ppm [125]. Although impact ductility and toughness

are affected by hydride formation at low hydrogen concen-

trations, only a very small influence on low-strain-rate

mechanical properties is observed up to hydrogen concen-

trations well above 150 ppm, the general ASTM limit for

hydrogen.

The hydrogen solubility limit in titanium depends largely

on alloying additions. Additions of Al, O, N, and C strength-

en and stabilize the a phase. With increasing Al content,

absorption of hydrogen gives a supersaturated solid solution

corresponding to a greater apparent solubility of hydrogen

[121].Whereas improved resistance to impact embrittlement

is observed, plastic strain may result in the strain-induced,

diffusion-controlled formation of hydrides with crack prop-

agation through the hydrides at low strain rates [119, 124].

Although iron is a b stabilizer, concentrations of up to

0.15wt% had no appreciable effect on the impact properties

of commercially pure titanium [122, 123].

As a b-stabilizing element, the hydrogen solubility in the

b phase is much greater (> 9000 ppm) [119]. As a result of

such vast differences in hydrogen solubility in the different

a and b phases, strong effects of the microstructure on the

hydrogen-induced crack growth susceptibility are observed

in near a and a–b alloys. Alloys with a continuous b phase

provide a fast diffusion path for hydrogen, and these alloys

are more susceptible to hydrogen embrittlement than alloys

FIGURE 61.9. (a) Hydride formation at a concentration of 42 ppm of hydrogen affected the

formability of Grade 1 titanium. (b) Heating for 4 h in boiling water, followed by an ice water

quench, dissolved the hydrides and increased the material’s formability temporarily.
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with a continuous a phase [126]. Similar to slow strain rate

embrittlement, a sustained load will promote crack growth

in Ti 6-4 with increasing hydrogen levels. However, Ti 6-4

tensile properties are not affected by hydrogen levels up to

300–600 ppm [119]. The high solubility of hydrogen in the

b phase renders b alloys rather insensitive to hydrogen

embrittlement. Whereas several thousand parts per million

may be required for any significant loss of ductility, the

hydrogen absorption rate is also much higher, resulting from

the much hydrogen diffusion coefficient in the b phase [127].
Hydriding can be avoided if proper consideration is given

to equipment design and service conditions. At temperatures

~80�C, detrimental galvanic couples should be eliminated and

impressed cathodic potentials below the hydrogen evolution

line should be avoided.

At all temperatures, a pickled surface provides a greater

resistance to hydrogen uptake than a sandblasted, abraded, or

otherwise damaged surface [114]. Disruption of the surface

oxide by smeared iron permits entry of hydrogen at any pH

level. In the presence of CO2, carbonate films reduce hydro-

gen absorption of titanium, illustrating the importance of the

nature of the surface film. Small concentrations ofH2S had no

effect [128]. Alloying elements, such as 0.8%Ni inGrade 12,

can account for increased hydrogen absorption [128].

At temperatures <80�C, the extent of hydrogen charging
under impressed cathodic potentials is a function of potential,

pH, temperature, and exposure time [129]. Cathodic protec-

tion systems with potentials around �1.0V vs. Ag/AgCl,

as obtained with zinc anodes, will generally not result in

titanium hydride problems in natural seawater. However,

high stress levels will facilitate hydrogen absorption and

hydride formation [130]. The general cathodic potential

limit of �0.75VSCE has served very well in practice and

is possibly somewhat on the conservative side for most

applications [116].

G. GALVANIC CORROSION

Titanium is highly corrosion resistant and is often the more

noble metal, the cathode, in a galvanic cell [131]. Little or no

damage may be observed when the anode area is large in

relation to the cathode area.

Rapid accelerated corrosion of the less noble metals

magnesium, zinc, and aluminum is likely to occur when

these materials are coupled to titanium. In an aluminum

structure, localized corrosion around a titanium fastener

may result in structural failure. Effective protection against

galvanic attack must be provided to copper-based alloys

and carbon steel. Titanium may safely be coupled to

corrosion-resistant metals and alloys of similar potentials in

the galvanic series, such as super duplex stainless steels,

6% molybdenum austenitic stainless steels, alloy 625 (UNS

N06625), and alloy C-276 (UNS N10276). Stainless steels

are galvanically compatible in their passive condition. The

primary consideration must be to ensure that the selected

alloy is appropriate for the service environment. Titanium

may safely be coupled to more noble metals and materials

such as graphite and carbon fiber composites.

Galvanic corrosion can be avoided by suitable material

selection in the design and by protection of adjoining less

noble metals in the system. Techniques include (1) reducing

the effective cathode/anode area ratio by coating the titani-

um, (2) electrically isolating the titanium components, and

(3) cathodic protection and/or chemical corrosion inhibition

of the active metal. It is recommended that impressed

cathodic potentials do not fall below � 0.75VSCE to prevent

hydrogen embrittlement.

With the use of titanium seawater piping alongside

copper–nickel piping systems on board Navy vessels, several

new approaches to the prevention of galvanic corrosion are

considered. Current ship designs include thick-walled

“waster” pieces that have a high corrosion allowance and

serve in physically separating and protecting the dissimilar

piping systems. The bielectrode is a device that is positioned

between the cathodic and anodic pipes and generates a

potential gradient opposing the galvanic potential gradient,

thereby eliminating the corrosion driving force [132]. Gal-

vanic corrosion currents are also lowered dramatically by

calcareous deposits and parts-per-million concentrations

of chlorine.

H. EROSION AND CAVITATION

RESISTANCE

Titanium exhibits an outstanding resistance to erosion as

a result of its hard adherent surface oxide. In the absence of

suspended solids, seawater velocities up to 35m/s gave a

minimal flow-enhanced corrosion rate of �0.01mm/year of

Grades 2 and 5 titanium [133]. In sand-laden seawater [134]

as well as in coal-washing slurries [135], flow rates as high as

5m/s gave minimal erosion rates. In the absence of general

corrosion, the synergistic effect between erosion and corro-

sion is small and the metal removal rate can be attributed

almost entirely to erosion [136, 137]. As the particle coarse-

ness and velocity are increased to the point that the titanium

oxide film is not given sufficient time to re-form, the

erosion–corrosion rate increases substantially [134, 135].

Higher slurry velocities can be accommodated to some extent

by thermally oxidized [135] or laser-nitrated titanium

surfaces [136].

Nitriding is not recommended when the material is sub-

jected to cavitation conditions, as it may lead to brittle

fracture [138].Whereas surface hardness and tensile strength

play a dominant role in erosion resistance, material tough-

ness and fatigue are important properties for cavitation

resistance [139]. A superb corrosion resistance combined
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with good toughness and fatigue properties render titanium

desirable for cavitation applications, such as the use of Grade

5 for ship propellers [140].

I. MICROBIOLOGICALLY INFLUENCED

CORROSION/BIOFOULING

There has never been a reported incidence of microbiolog-

ically influenced corrosion attack on titanium [141]. Since

titanium is nontoxic, it is susceptible to biofouling when

immersed in seawater. The biofilm, however, does not attack

the integrity of the underlying oxide and titanium remains

resistant to localized corrosion. Water velocities greater than

2m/s will reduce the extent of biofouling [142]. Chlorination

is commonly used for controlling biofouling and can be

followed by a dechlorination step. Increasing environmental

pressures led to the consideration of nontoxic control meth-

ods such as ozone and ultraviolet (UV) irradiation. Both

methods have shown positive results when used in titanium

piping [142].
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A. INTRODUCTION

Zinc, one of the most widely used metals, is silvery blue-

gray in color with a relatively low melting point (419.5�C)
and boiling point (907�C). The strength and hardness of

unalloyed zinc are greater than those of tin or lead but

appreciably less than those of aluminum or copper. Pure

zinc cannot be used in applications under applied stress

because of its low creep resistance. It recrystallizes rapidly

after deformation at room temperature and, thus. cannot be

work hardened at room temperature. The temperature for

recrystallization and the creep resistance can be increased

through alloying [1].

The binary zinc alloy systems of most interest for com-

mercial applications are (1) Zn–A1, which at 4% Al forms

the basis of the zinc die casting alloys; (2) Zn–Cu,whichwith

zinc up to 45%are brass alloys; (3)Zn–Fe,which includes the

phases making up the galvanized coatings; and (4) Zn–Pb,

which plays an important role in some pyrometallurgical

extraction processes. Ternary and quaternary systems involv-

ing these alloys. with additions of such elements as nickel,

magnesium, titanium, and cadmium, are also of commercial

importance.

The electrochemical properties of zinc are important in the

production and application of zinc. For example, electrowin-

ning in zinc refining, electroplating in the production of zinc

coating, zinc batteries for energy storage and coatings, and

anodes for corrosion protection are all based essentially on its

electrochemical properties. These electrochemical properties

include the relatively active position in the electromotive

force series, fast and reversible dissolution/deposition kinet-

ics, high overpotential for hydrogen evolution, and formation

of passive film in slightly alkaline solutions [2].

The uses of zinc can be divided into six major categories:

(a) coatings, (b) casting alloys, (c) alloying element in brass

and other alloys, (d) wrought zinc alloys, (e) zinc oxide, and

(f) zinc chemicals. The use of zinc coatings for corrosion

protection of steel structures is the most important applica-

tion due to the high corrosion resistance of zinc in atmo-

spheric and other environments. Nearly one-half of all zinc

produced is consumed for this purpose.

In the past decades, research on various aspects of corro-

sion of zinc has generated much technical information. This

wealth of information has been systematically and critically

reviewed in a book entitled Corrosion and Electrochemistry

of Zinc by Zhang [2]. The information presented here is

abstracted from this book. Most of the electrochemical

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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information and much of the specific corrosion data, descrip-

tions, and theories contained in the book are omitted due to

limited space.

B. ZINC COATINGS

Themany types of zinc and zinc alloy coatings can be classified

according to coating composition and production methods [3–

15]. According to chemical composition, zinc-based coatings

fall into severalmajor categories: (1) pure zinc, (2) Zn–Fe, (3)

Zn–A1, (4) Zn–Ni, and (5) zinc composites. In terms of

methods, zinc coatings can be produced by hot dipping,

electroplating, mechanical bonding, sherardizing and thermal

spraying (metallizing). The hot-dip method can be further

divided into two processes: continuous hot dip and batch hot

dip.Typical applications for zinc and its alloy-coated steel sheet

products cover a wide range in the construction, automobile,

utility and appliance industries, as shown in Table 62.1.

Hot-dip galvanizing, either continuous or batch, is a pro-

cess bywhich an adherent coating of zinc andZn–Fe, alloys is

produced on the surface of iron or steel products by immersion

in a bath ofmolten zinc. In general, an article to be galvanized

in a continuous galvanizing process is cleaned, pickled, and

fluxed in a batch process or heat treated in a reducing

atmosphere to remove surface oxide. It is then immersed in

a bath ofmolten zinc for a time sufficient for it towet and alloy

with zinc, after which it is withdrawn and cooled.

The coating produced in thisway is bonded to the steel by a

series of Zn–Fe alloy layers, with a layer of almost pure zinc

on the surface. The engineering properties of the coating

depend on the physical and chemical nature of the Zn–Fe

intermetallic layers formed.The thickness and composition of

the alloys vary depending on whether it is a batch or contin-

uous process, mainly due to the difference in the immersion

time in the molten zinc bath and the bath composition. The

coating produced by a batch process is relatively thicker and

has clearly distinguishable alloy layers, while that of the

continuous process is thinner and has only a very thin and

sometimes invisible alloy layer at the coating–steel interface.

In addition to pure zinc coating, there are three major hot-

dip zinc alloy coatings galvanneal, Galvalume, and Galfan.

Galvanneal is a Zn–Fe alloy coating containing typically 6%

Fe that is obtained by annealing the hot-dipped sheet.

Galvalume, with 55% Al, 1.5% Si, and 43.5% Zn, has a

microstructure consisting of an outer layer and a thin inter-

metallic layer that bonds the outer layer to the steel. Galfan

contains 95% Zn, 5% A1 and a small amount of mischmetal

and has a multiphase microstructure that is characteristic of

its composition, exhibiting a lamellar structure of alternating

zinc-rich and aluminum-rich phases.

Electroplating is another common galvanizing method.

Owing to its versatility, electroplating has been extensively

used to explore new zinc alloy coatings (e.g., Zn, Zn–Fe,

Zn–Co, and Zn–Ni),. The plating process generally com-

prises three stages: (1) degreasing and cleaning, (2) electro-

plating, and (3) posttreatment. Similar to hot-dip galvaniz-

ing, electroplating can be a batch or a continuous process.

C. ELECTROCHEMICAL NATURE OF

CORROSION

The corrosion of zinc is an electrochemical process in which

zinc is oxidized with simultaneous reduction of hydrogen

ions or dissolved oxygen in the electrolyte. The oxidation

follows the following reaction:

Zn ¼ Zn2þ þ 2e�

E� ¼ � 0:763þ 0:0295 log½Zn2þ � VSHE

ð62:1Þ

TABLE 62.1. Typical Applications of Zinc-Coated Steel Productsa

Coatings Typical Applications

Coatings by Continuous Electroplating and Hot-Data Processes

Zn and Zn–5Al Roofing, culverts, housing, appliances, autobody panels and components, nails,

guy wire, rope, utility wire, and fencing

Zn–Fe Autobody panels and structural components

Zn–Ni and Zn–Co Autobody panels and structural components, housing, appliances, and fasteners

Zn–55A1 Roofing, siding, ductwork, culverts, mufflers, tailpipes, heat shields, ovens,

toasters, chimneys, and silo roofs

Hot-Dip Batch Galvanized

Structural steel for power-generating plants, petrochemical facilities, heat exchangers, cooling coils,

water treatment facilities, and electrical transmission towers and poles

Bridge structural members, culverts, corrugated steel pipe and arches

Reinforcing steel for concrete structures

Highway guard rails, lighting stands, and sign structures

Marine pilings and rails

Architectural applications of structural steel, lintels, beams, columns, and related materials

aSee [3–5].
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The standard potential of this reaction is � 0.763VSHE,

which is 0.315V more negative than iron and 0.9V more

positive than aluminum in the electromotive series.

Figure 62.1 shows the Pourbaix diagram of zinc in aque-

ous solutions. The solid lines, calculated from Eq. (62.1),

assuming 10� 4MZn2þ in the solution, define the stability

regions for the different solid and dissolved zinc species and,

thus, the condition for zinc corrosion and passivation. Also

plotted in the figure are the corrosion potentials, reported

in different studies on zinc or zinc coatings as functions of

pH [2]. It can be seen that the corrosion potentials in the pH

range of 4–8 are close to the theoretical values. However, the

corrosion potentials in acidic and alkaline solutions are

somewhat higher than the reversible potential values, indi-

cating that the zinc electrode at the corrosion potentials is

anodically polarized from its reversible value. Part of the

deviation of the corrosion potentials from the reversiblevalue

may result from a concentration of Zn2þ in these solutions

being higher than 10� 4M, at least near the surface where the

zinc ions from the dissolution may accumulate. The corro-

sion potentials in slightly alkaline solutions, from pH �8 to

12, in which ZnO is the stable from, can be much higher than

the reversible values due to formation of a surface oxide

which, depending on the specific conditions, results in var-

ious degrees of passivation.

Since the kinetics of the electrochemical reactions and the

surface state determine the rate and form of corrosion in a

given circumstance, the corrosion potentials, along with the

equilibrium potential values and their variation with pH,

shown in Figure 62.1, are the fundamental parameters that

can be used to explain the corrosion behavior of zinc under

different conditions.

D. CORROSION RESISTANCE

D1. Atmospheric Environments

The high corrosion resistance of zinc in atmospheric envir-

onments has resulted in extensive outdoor applications of

zinc-coated steels. The corrosion rate is lowest in dry, clean

atmospheres and highest in wet, industrial atmospheres.

Seacoast atmospheres, not in direct contact with salt spray,

are mildly corrosive to zinc. Locations near sea level are

subject to salt spray and, hence, the corrosion rate can

be much higher.Atmospheres are conventionally defined

according to four general types: (1) rural, (2) industrial,

(3) Urban and (4) marine. The typical atmospheric corrosion

rates of zinc in each of these categories are as follows [6]:

Rural

Marine (outside the splash zone)

Urban and industrial

0.2 to 3 mm/year

0.5 to 8 mm/year

to 16 mm/year

Table 62.2 lists the ranking of the corrosivity of different

atmospheres for zinc and steel around the world [7]. The

corrosivity of atmospheres fromone location to another varies

by as much as a factor of 100 for zinc and 500 for steel. The

data listed in Table 62.2 show that the corrosion rate of zinc in

most atmospheres is at least 10 times lower than that of steel. It

is for this reason that zinc is commonly used, through the

galvanizing process, to effectively protect steel from corro-

sion. In addition, Figure 62.2, which is a plot of the data listed

in Table 62.2 indicates that the corrosion ratio increases with

increasing corrosion rate of steel, suggesting that the more

corrosive an atmospheric environment is to steel, the higher

FIGURE 62.1. Corrosion potentials in solutions of various pH values; the solid line indicates the

reversible potential which is calculated from Eq. (62.1) assuming 10� 4MZn2þ in the solution [2].
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the corrosion ratio and themore benefit to use zinc coating for

corrosion protection of steel in that environment.

Table 62.3 is a comparison of the corrosion rate of zinc

with other common commercial metals in various atmo-

spheres. Zinc has a higher corrosion resistance than iron and

cadmium in all atmospheres, higher than copper in industrial

atmospheres, and higher than tin and magnesium in marine

and rural atmospheres.

The two most important atmospheric factors on the cor-

rosion rate of zinc are time of wetness and level of air

TABLE 62.2. Ranking of Corrosivity in 45 Locations for Steel and Zinc from Two Years of Exposurea

Ranking Weight Loss (g)
Loss Ratio

Steel Zinc Location Steel Zinc Steel/Zinc

1 1 Norman Wells, NWT, Canada 0.73 0.07 10.3

2 2 Phoenix, AZ 2.23 0.13 17.0

3 3 Saskatoon, SK, Canada 2.77 0.13 21.0

4 4 Esquimalt, Vancouver Island, BC, Canada 6.50 0.21 31.0

5 15 Detroit, MI 7.03 0.58 12.2

6 5 Fort Amidor Pier, Panama, C.Z. 7.10 0.28 25.2

7 11 Morenci, MI 9.53 0.53 18.0

8 7 Ottawa, ON, Canada 9.60 0.49 19.5

9 13 Potter County, PA 10.00 0.55 18.3

10 31 Waterbury, CT 11.00 1.12 9.8

11 10 State Collage, PA 11.17 0.51 22.0

12 28 Montreal, PQ, Canada 11.44 1.05 10.9

13 6 Melbourne, Australia 12.70 0.34 37.4

14 20 Halifax (York Redoubt), NS, Canada 12.97 0.70 18.5

15 19 Durham, NH 13.30 0.70 19.0

16 12 Middletown, OH 14.00 0.54 26.0

17 30 Pittsburgh, PA 14.90 1.14 13.1

18 27 Columbus, OH 16.00 0.95 16.8

19 21 South Bend, PA 16.20 0.78 20.8

20 18 Trail, BC, Canada 16.90 0.70 24.2

21 14 Bethlehem, PA 18.3 0.57 32.4

22 33 Cleveland, OH 19.0 1.21 15.7

23 8 Miraflores, Panama, C.Z. 20.9 0.50 41.8

24 29 London (Battersea), England 23.0 1.07 21.6

25 24 Monroeville, PA 23.8 0.84 28.4

26 35 Newark, NJ 24.7 1.63 15.1

27 16 Manila, Philippine Islands 26.2 0.66 39.8

28 32 Limon Bay, Panama, C.Z. 30.3 1.17 25.9

29 39 Bayonne, NJ 37.7 2.11 17.9

30 22 East Chicago, IN 41.1 0.79 52.1

31 9 Cape Kennedy, FL (1/2 mile from ocean) 42.0 0.50 84.0

32 23 Brazos River, TX 45.4 0.81 56.0

33 40 Pilsey Island, England 50.0 2.50 20.0

34 42 London (Straford), England 54.3 3.06 17.8

35 43 Halifax (Federal Building), NS, Canada 55.3 3.27 17.0

36 38 Cape Kennedy, FL (60 yards from ocean, 60 ft elevation) 64.0 1.94 33.0

37 26 Kure Beach, NC (800-ft lot) 71.0 0.89 80.0

38 36 Cape Kennedy, FL (60 yards from ocean, 30 ft elevation) 80.2 1.77 45.5

39 25 Daytona Beach, FL 144.0 0.88 164.0

40 44 Widness, England 174.0 4.48 39.0

41 37 Cape Kennedy, FL (60 yards from ocean, ground level) 215.0 1.83 117.0

42 34 Dungeness, England 238.0 1.60 148.0

43 17 Point Reyes, CA 244.0 0.67 364.0

44 41 Kure Beach, NC (80 ft lot) 260.0 2.80 93.0

45 45 Galeta Point Beach, Panama, CZ 336.0 6.80 49.4

aSpecimen size 150� 100mm (6� 4 in.). Copyright American Society for Testing and Materials (ASTM). Reprinted with permission.
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pollutants. Time of wetness is determined by relative hu-

midity, temperature, and amount of rain. The corrosion of

zinc is negligible when the relative humidity is low but is

significantwhen the surface is wet at a high relative humidity.

Except for the initial few years, the corrosion loss of zinc

is generally observed to be almost linear with respect to time,

as shown in Figure 62.3 [8]. The variations in the samples

exposed at different times of the year are related to seasonal

effects that cause the variation in time of wetness and the

amount of air pollutants. For a given atmosphere, the yearly

averaged corrosion rate may vary because atmospheric con-

ditions, such as the amount of rain or pollution level, change

from year to year.

The most corrosive pollutant in air is sulfur dioxide,

which, in combination with time of wetness, causes

abnormally high corrosion rates of zinc [8, 9]. The cor-

rosion rate has been observed to increase roughly linearly

with SO2 concentration [9]. Other air pollutants, such as

NOx, have a relatively insignificant effect on the corrosion

of zinc largely due to the much lower content of these

species in the air [10–12]. The level of pollution in many

developed countries has been considerably reduced over

the years because of environmental awareness and regula-

tions; similar trends have generally been found for cor-

rosion rates of many metals. The corrosion rate of zinc

was found to be lower in the 1980s than in the 1960s and

1970s [11].

Near the seacoast, the major pollutants are chloride salts.

The corrosion rate increases when zinc is exposed closer to

seawater. Figure 62.4 shows that the amount of corrosion

decreases with distance from the seashore because the salt

content in air drops significantly with distance from the

shore [13].

The values listed in Table 62.2 and those obtained inmany

other field-testing programs account for the macroscopic

effect of atmospheric environments, namely, the factors

determined by the general climate and pollution conditions

of a geographic area. Many other factors, namely, the mi-

croscopic ones, such as distance from the ground, orientation

of the samples, wind or rain shielding, distance to local

contaminant sources, and so on, may also significantly affect

the corrosion rate. For example, the corrosion rate of zinc

FIGURE 62.2. Corrosion ratio of steel to zinc as function of corrosion rate of steel in atmospheric

environments.

TABLE 62.3. Comparison of Typical Corrosion Rate between

Zinc and Other Common Commercial Metalsa

Metal Industrial Marine Rural

Zn 1 1 1

Cd 2 2 2.4

Sn 0.23 1.6 1.9

A1 0.13 0.3 0.09

Cu 2.4 0.72 0.38

Pb 0.07 0.3 0.28

Ni 0.6 1.1

Sb 0.06

Mg 0.31 1.8 1.9

Fe 30 50 15

aSee [2]. Copyright Plenum Press. Reproduced with permission.
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measured at 26 sites in one rural area in Spain varied from 0.6

to 3.8 mm/year [14].

Other climatic factors, such as wind and radiation, may

also affect condensation and rate of drying as well as the

amount of contaminants and corrosion products retained on

the surface. The initial climatic conditions at the time of

exposure exertmarked effects on the corrosion of zinc. Long-

lasting rainfall or a relative humidity at or near 100% during

the first days tends to cause a higher corrosion rate [2].

The size, shape, and orientation of test samplesmay affect

the corrosion rate of zinc considerably. The corrosion rate is

higher on the skyward surface than on the groundward

surface, even though the wetting time is longer on the

groundward surface. This may be attributed to the effect of

rain and larger amount of retention of pollutants on the

skyward surface [15].

The highway environment, experienced by automobiles

and highway structures, is particularly aggressive due to the

high pollution level from gas exhaustion and, in the winter

time, from the deicing salts, The corrosion rate of the zinc

coatings in an under-vehicle environment is found to be

�8.5mm/year, which is comparable to the corrosion rate in

a relatively severe marine atmospheric environment [16].

In an indoor atmosphere, the corrosion rate of zinc is very

low, typically <0.1 mm/year. Generally, a visible tarnish

film forms slowly, starting at spots where dust particles have

fallen on the surface. Over a period of time, such films grow

gradually until the surface has lost much of its original

luster. The appearance and the degree of corrosive attack are

related to the relative humidity. Relative humidity of up to

�70% has little influence on corrosion. Above 70%, cor-

rosion activity may occur because moisture precipitates on

the surface, especially on that covered with zinc corrosion

products and contaminants.

Many zinc compounds can form in each type of atmo-

sphere. However, for a specific atmosphere, only certain

compounds dominate. Generally, among the zinc com-

pounds, oxide, hydroxides, and carbonates are most often

found in corrosion products [10]. Zinc sulfate (ZnSO4�nH2O)

and basic zinc sulfate [Zn4SO4(OH6)�nH2O] are also fre-

quently found [10, 17]. In coastal areas, zinc hydroxy chlo-

ride [Zn5(OH)8Cl2�H2O] is also a major compound [17].

The formation sequences of the major zinc compounds

found in the corrosion products in four typical types of

atmospheres are summarized in Figure 62.5. Initially, the

zinc surface is covered quickly with zinc hydroxide. which

is gradually converted into zinc carbonate.Within 1month of

FIGURE 62.3. Corrosion loss versus time curve for zinc specimens exposed at different times of the

year. (After Guttman [8] Copyright ASTM, Reprinted with permission.)

FIGURE 62.4. Corrosion and air salinity as a function of distance

from the seashore [13].
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exposure, almost all major zinc compounds can be detected

in the corrosion products. In the more severe atmospheres,

such as marine and industrial atmospheres, the formation of

chloride and sulfate compounds can be very rapid, occurring

within 1 day. As corrosion continues, the various zinc

compounds generally increase in quantity but may also

disappear due to transformation into different compounds,

depending on the specific environmental factors [2].

The corrosion products formed initially are loosely

attached to the surface but gradually become more adher-

ent and more dense, resulting from the wetting and drying

cycles of the weathering process. After the formation of

this corrosion product layer, further corrosion can proceed

only within the pores where the zinc surface is not sealed

by the corrosion product, while the rest of the surface area,

which is sealed by the corrosion products, is protected

from corrosion. This process is dynamic. With time, some

pores become sealed by newly formed corrosion product

while new active pores are opened due to dissolution of

the corrosion product. This corrosion mechanism is sim-

plistically illustrated in Figure 62.6 According to this

mechanism, the low corrosion rate observed in atmo-

spheric environments can be described by the following

equation:

R ¼ ra=A

in which R is the observed corrosion rate averaged over the

entire surface, r is the actual corrosion rate on active zinc

surface unsealed by corrosion products, a is the area of active

zinc surface, andA is the area of the entire surface. Because a

is very small compared to A, the observed rate R is very low

even though the actual corrosion rate r within the pores may

be much higher. Thus, the more compact the corrosion

product layer, as determined by the corrosion environment,

the smaller the active surface area within the pores and the

smaller the observed corrosion rate.

D2. Waters and Aqueous Solutions

The typical corrosion rate of zinc in distilled water varies

over a wide range between 15 and 150 mm/year [2]. It

depends strongly on the amount of dissolved oxygen and

carbon dioxide, as shown in Table 62.4 [18]. Figure 62.7

shows that the corrosion rate of zinc in distilled water

increases only slightly with temperature up to �50�C, then
increases quickly with temperature, reaching a maximum at

� 65�C, before decreasing [19]. According to Cox [18],

the sharp increase in corrosion rate from 50 to 60�C
may be attributed mainly to an abrupt change in the

nature of the corrosion products from a protective to a

nonprotective state.

FIGURE 62.5. Formation sequence of the major zinc compounds found in the corrosion products

formed in four different types of atmospheres under a sheltered condition. The circles below the

compounds indicate the earliest detection of the compounds in the corrosion products. (From [2].

Copyright Plenum Press. Reproduce with permission.)

FIGURE 62.6. Schematic illustration of the corrosion process in

atmospheric environment.
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In distilledwater at room temperature and open to air, zinc

corrodes with the formation of pits. The formation of these

pits depends on the oxygen content of the water. When the

water is depleted of oxygen, there is little corrosion, and

when oxygen pressure is high, the corrosion is of a uniform

type [2].

As shown in Table 62.5 the corrosion rate in different

hard waters can vary significantly. In general, the corrosion

rate of zinc is lower in hard water than in soft water or

distilled water. Flowing water causes more corrosion than

still water.

The presence of trace amounts of copper in water can

substantially increase the corrosion of zinc. As little as

0.1 ppm of copper causes a definite increase in corrosion

rate [20]. With concentrations of copper of up to �0.3 ppm,

the corrosion rate is proportional to the concentration of

copper. The copper appears to deposit small metallic parti-

cles on the surface of the zinc. Enhanced corrosion occurs

because of the larger cathodic activity generated by the

copper particles.

The corrosion rate of zinc in seawater is typically

between 20 and 70 mm/year, varying with location, length

of exposure, type of zinc, and so on, as shown in Table 62.5.

It is generally much higher at the beginning of exposure and

decreases with time.

The corrosion processes of zinc in solutions are greatly

influenced by the nature of the anions present. Table 62.6

lists the corrosion rates of zinc in solutions of different

compositions. The particularly low values in phosphate and

chromate solutions are due to the formation of passive films

on the zinc surface. In neutral solutions, with chemical

agents that are not electrochemically reactive and that do

not form insoluble salts or complex ions with zinc, the

corrosion rate of zinc is not very different from that in

distilled water.

In the absence of reducing or passivating agents, the

corrosion of zinc in aqueous solutions is determined primar-

ily by the pH of the solutions. The results in Figure 62.8 show

TABLE 62.4. Effect of Oxygen on Corrosion of Zinc in

Distilled Watera

Test Conditionb
Temperature

(�C)
Corrosion Ratec

(mm/year)

Boiled distilled water;

specimens immersed

in sealed flasks

Room 25.4

Boiled distilled water;

specimens immersed

in sealed flasks

40 48.3

Boiled distilled water;

specimens immersed

in sealed flasks

65 83.8

Oxygen bubbled slowly

through the water

Room 218.4

Oxygen bubbled slowly

through the water

40 348.0

Oxygen bubbled slowly

through the water

65 315.0

aSee [18].
bHigh-grade zinc specimens, in duplicate, immersed for 7 days.
cThe corrosion rate was calculated after removal of corrosion products.

TABLE 62.5. Corrosion Rate of Zinc and Zinc Coatings

Immersed in Various Types of Watersa

Solution R (mm/year)

Mine water, pH 8.3, 110 ppm hardness, aerated 31

Mine water, 160 ppm hardness, aerated 30

Mine water, 110 ppm hardness, aerated 46

Demineralized water 137

River water, moderate soft 97

River water, moderate soft 61b

River water, treated by chlorination and copper

sulfate

81

River water, treated by chlorination and copper

sulfate

64b

Tap water, pH 5.6, 170 ppm hardness, aerated 142

Spray cooling water, chromate treated, aerated 15

Hard water 16

Soft water 15

Seawater in Pacific Ocean 70c

Seawater in Bristol Channel 64d

Seawater at Eastport, ME 28c

Seawater at Kure Beach, NC 28c

Seawater at Panama 21d

aSee [2]. Copyright Plenum Press. Reproduced with permission.
bGalvanized steel.
cOne year.
dFour years.

FIGURE 62.7. Corrosion of zinc in air-saturated water as a

function of temperature; the test samples were rotated at a speed

of 56 rpm. (After Cox [18].)
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that the corrosion rate of zinc inwater of pH 6–12 is relatively

low [21]. At pH values <6 or >12, the corrosion rate

increases substantially. The low corrosion rate at pH values

between 6 and 12 is primarily due to the formation of

protective corrosion products on the surface of the zinc.

According to Roetheli et al. [21], the decrease in corrosion

rate at pH near 14, shown in the figure, is due to a decrease in

the solubility of oxygen in strongly alkaline solutions.

D3. Soils

The corrosion rate of zinc varies drastically from soil to soil,

as shown in Table 62.7, because the chemical and physical

properties of soil may vary over extremely wide ranges.

For example, the pH of soil may vary from as low as 2.6 to

as high as 10.2, and the resistivity from several tens of ohms

to near 100 kW [22]. Also, since soil is a highly inhomo-

geneous environment, both microscopically (e.g., at the

dimension of a clay particle) and macroscopically (e.g., at

the dimension of a rock), the corrosion in soil is seldom

uniform across the metal surface.

The factors that may affect the corrosion of zinc and

galvanized steel in soils are numerous, but the correlation

between the corrosion behavior and the various factors is, in

general, rather poor. The corrosion rates tend to be lower

in soils with very high resistivity. There is little correlation

between corrosion rate and soil pH, which is an indication of

the very complex nature of soil corrosion [2].

Romanoff [22] noted that poorly and very aerated soils

are more corrosive to zinc. Soils of fair to good aeration but

containing high concentrations of chlorides and sulfates

tend to induce deep pitting. Muddy clay and peat (as

compared to sand) are, in general, more corrosive to zinc.

D4. Painted Products

The corrosion of painted metals, particularly automotive

bodies, is generally characterized as perforation corrosion

or cosmetic corrosion. The term “cosmetic corrosion” is

applied to an attack that is initiated at the exterior surface,

usually at regions where the paint is damaged. Cosmetic

corrosion is usually related to (1) red rust, (2) paint creep, and

(3) chipping. Corrosion of a painted steel sheet that initiates

at an interior surface of a car body panel, penetrates the sheet,

and eventually shows through as rust at the exterior exposed

surface is known as perforation corrosion [23]. It often occurs

at locations which are difficult to clean, phosphate, and coat,

such as lapped parts and hem flanges, or at crevices which

collect dirt, salt, and moisture.

TABLE62.6. CorrosionRate inDifferent Solutions inNeutral

pH Rangea

Solution Duration R (mm/year)

Distilled water 4 weeks 46

Distilled water 1 month 55

0.1 N benzoate 4 weeks 59

0.1 N NaCl 4 weeks 62

0.1 N Na3PO4 4 weeks 1.8

0.1 N Na2ClO4 4 weeks 0.4

5 g/L NaCl 2 months 90

5 g/L KCl 2 months 92

5 g/L NaNO3 6 months 18

5 g/L K2SO4 2 months 52

8% Na2SO4�10H2O 1 month 83

5% NaCl 3 weeks 89

3% Na2SO4 1 day 144

aSee [2]. Copyright Plenum Press. Reproduced with permission.

FIGURE 62.8. Corrosion rate in ditilled water as a function of pH (addition of NaOH or HCl for pH

adjustment). (After Roetheli [21].)
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Cosmetic corrosion is most commonly eva1uated by

measuring the length of underpaint creeping. It is sometimes

evaluated also by the extent of rust formation or paint loss.

Many factors, such as coating composition, coating thick-

ness, surface treatment, test condition, type of paint damage,

and type of paint, can affect the cosmetic corrosion of painted

steels. Data from a field survey has shown that, in general,

steel panels coated with zinc or zinc alloy coating have much

slower uderpaint creeping than cold-rolled steel [24]. The

creeping resistance of zinc– and zinc alloy–coated steels

increases with coating weight.

The mechanisms of underpaint corrosion for zinc- and

zinc alloy–coated steels are complex and are still not fully

understood [2]. In general, underpaint corrosion starts at

places where the paint is damaged. The corrosion process

begins with corrosion of the coating or with paint delam-

ination followed by corrosion of the substrate and, with

time, leads to perforation of the steel. For cold-rolled

steel, the corrosion products built up at the corrosion front

may mechanically delaminate the paint. Delamination can

occur at different interfaces in a paint–coating–steel sys-

tem, depending on the material and environmental con-

ditions, as schematically shown in Figure 62.9. The causes

of the delamination at the corrosion front, as reported by

different investigators, can be physical, anodic, cathodic,

mechanical, or combinations thereof. The predominant

cause in a specific corrosion situation can be due to

variations in paints, coatings, phosphates, and test con-

ditions [23–25].

D5. Concrete

The use of galvanized steel rebar as concrete reinforcement

has been one of the remedies to alleviate the corrosion

problems of steel rebar in concrete caused by water and

chloride permeation into the concrete [2]. When galvanized

TABLE 62.7. Corrosion Rates of Zinc Coating on Steel in Soils of Different Geographic Locations in the United Statesa
�

No.a,b Soil Type r (W-cm) pH R (mm/year)

1 Allis silt loam—Cleveland, OH 1,215 7.0 11.8

2 Bell clay—Dallas, TX 684 7.3 1.5

3 Cecil clay loam—Atlanta, GA 30,000 5.2 1.7

4 Chester loam—Jenkintown, PA 6,670 5.6 7.9

5 Dublin clay adobe—Oakland, CA 1,345 7.0 7.7

6 Everett gravelly sandy loam—Seattle, WA 45,100 5.9 0.5

7 Maddox silt loam—Cincinnati, OH 2,120 4.4 10.8

8 Fargo clay loam—Fargo, ND 350 7.6 3.2

9 Genesee silt loam—Sidney, OH 2,820 6.8 5.0

10 Gloucester sandy loam—Middleboro, MA 7,460 6.6 5.2

11 Hagerstown loam—Loch Raven, MD 11,000 5.3 3.7

12 Hanford fine sandy loam—Los Angeles, CA 3,190 7.1 2.2c

13 Hanford very fine sandy loam—Bakersfield, CA 290 9.5 3.7

14 Hempstead silt loam—St. Paul, MN 3,520 6.2 1.1

15 Houston black clay—San Antonio, TX 489 7.5 1.5

16 Kalmia fine sandy loam—Mobile, AL 8,290 4.4 4.2

17 Keyport loam—Alexandria, VA 5,980 4.5 14.8d

19 Lindley silt loam—Des Moines, IA 1,970 4.6 2.9

20 Mahoning silt loam—Cleveland, OH 2,870 7.5 4.9

�Average coating thickness, 121mm.
aSee [2, 22].
bOriginal soil identification.
cSheet specimens.
dCoating corroded completely and the data included the corrosion of steel.

FIGURE 62.9. Possible delamination modes of a painted coated

steel: (1) at paint/phosphate interface due to loss of adhesion; (2)

within phosphate layer due tomechanical fracture; (3) at phosphate/

coating interface due to dissolution of phosphate; (4) dissolution of

coating; (5) at coating/steel interface due to mechanical failure.

(From [2]. Copyright Plenum Press. Reproduced with permission.)
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steel is covered with a good-quality concrete free of chloride,

the corrosion rate is very low [26, 27]. The corrosion rate is

higher when concrete contains a high level of chloride

salts. According to a field investigation on galvanized-

steel-reinforced concrete structures in different marine loca-

tions, the corrosion rates of galvanized rebar are, in most

cases, <0.5 mm/year, as can be seen in Table 62.8.

There are large amounts of published data on the corro-

sion performance of galvanized rebar in concrete [2]. Most

of these data are obtained from laboratory-simulated testing

environments. The data from natural exposure tests, the only

reliable information for predicting the life of galvanized

reinforced concrete structures, are rather limited. Particu-

larly, there is a lack of data from heavy deicing salt en-

vironments. The available field data generally suggest that

galvanized steel reinforcement provides longer life com-

pared to black steel; however, this is sometimes in disagree-

ment with the data from the studies using simulated test

conditions [28].

D6. Other Environments

Corrosion is also an important issue in some specific applica-

tions (e.g., batteries). The corrosion of the zinc electrode in

zinc cells and batteries is the main cause for self-discharge,

short shelf life, andhydrogenbuildup. The corrosion of zinc in

a battery environment is extremely complicated because it

involves a large number of factors. These factors can be

classified into threemain groups: (1) electrolyte (composition

and physical setting), (2) zinc electrode (form and composi-

tion), and (3) operating conditions (temperature, time, current

collector, composition of cathode material, rate and depth of

discharge, sealing method, and cell geometry) [2].

The corrosion rate of zinc (in some organic solvents) can

be much higher than in water while it can be much lower in

others. In general, viscosity is an important factor in con-

trolling the corrosion rate of zinc in many organic solvents.

Corrosion rate varies only slightly with the molecular weight

of the solvent and dielectric constant. For a given solvent, the

corrosivity significantly varies with the presence of other

chemical agents.

Corrosion in gaseous environments is governed by prin-

ciples similar to those for atmospheric corrosion, although it

also has its own special characteristics. As in normal atmo-

spheres, the amount of moisture plays an important role in

gaseous corrosion. Depending on the kind of gases and their

concentrations, the critical relative humidity required for

corrosion may vary. Also, depending on whether an electro-

lyte is formed, the corrosion can be electrochemical or

chemical in nature.

E. CORROSION FORMS

The corrosion forms which commonly occur on zinc are

general corrosion, galvanic corrosion, and wet storage

stain [2]. Pitting corrosion and intergranular corrosion are

less common. The occurrence of each form of corrosion

depends on the specific materials/environmental condi-

tions. The most common form of corrosion encountered

by zinc products in various environments, such as atmo-

spheres, soils, andwaters, is general corrosion (i.e., uniform

corrosion).

E1. Galvanic Corrosion

Galvanic corrosion is a particularly important corrosion form

for zinc applications, whether used as a coating, an anode, or

a zinc-dust paint [2]. In most situations, unlike many other

metals, galvanic corrosion is desirable for zinc because it is

required for galvanically protecting the coupled metal, usu-

ally steel.

Data in Table 62.9 show the galvanic corrosion rate of zinc

coupled to various metals in different atmospheres. Depend-

ing on the connected metal and the type of atmosphere, the

galvanic corrosion can be as much as five times the normal

corrosion of zinc in a rural atmosphere and three times that in

a marine atmosphere [29]. Among the metals, mild steel acts

as the most efficient cathodic material, largely owing to the

voluminous rust that can absorb pollutants and retain

moisture and, thus. give rise to an aggressive electrolyte of

good conductivity.

TABLE 62.8. Average Corrosion Rate of Zinc Coating Inside Concrete in Marine Environmentsa

Structure Age (years) Cover (cm) Sample Location Cl� wt % (kg/m3) R (mm/year)

Longbird bridge 23 10 Above HTb 0.19 (4.4) 0.2

St. George dock 12 8 Above HT 0.27 (6.4) 1.1

10 6 Above HT 0.22 (4.6) 0.5

7 13 Above HT 0.14(3.0) 0.29

Hamilton dock 10 5 Near MT 0.08 (1.9) 0.5

10 6 Above HT 0.14 (3.6) 0.8

Bermuda yacht club 8 7 Below HT 0.16 (3.7) 0.0

aSee [26].
bHT¼ high tide, MT¼mean tide.
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Detailed information regarding the principles and factors

of galvanic action can be found in Chapter 10 [12]. Also,

specific information on galvanic corrosion and protection

of zinc/steel couples in various environments is given

elsewhere [2].

E2. Pitting Corrosion

Pitting is not a common corrosion form in zinc applica-

tions [2]. In atmospheric environments. pitting corrosion

has been seldom reported as themain cause of failure of zinc

products. In soil, pitting may result from the nonuniform

nature of this environment, and the extent varies signifi-

cantly depending on the soil chemical composition and

texture [22].

Pitting may occur in distilled water under an immersed

condition. When zinc panels are placed vertically in distilled

water, corrosion pits form, often arranged in straight rows of

unconnected pits. The local depletion of oxygenwas found to

be necessary for pitting corrosion. Moving zinc samples in

distilled water saturated with oxygen shows no pitting, Also,

when distilled water contains very small amounts of dis-

solved salts, general corrosion, rather than pitting corrosion,

occurs.

Pitting is a rather common form of corrosion of zinc in hot

water and can be a serious problem for galvanized steel hot

water tanks. In hot soft water, pitting corrosion is likely to

lead to rapid penetration of galvanized coatings because of

the reversal of polarity for zinc/steel galvanic couples in hot

water. In hard water, the corrosion is likely to be stifled by the

deposition of a protective scale, depending on the heating

method. The presence of copper in the water was found to

enhance the pitting corrosion of galvanized coatings in hot

water [20].

E3. Intergranular Corrosion

Intergranular corrosion, first reported in the first quarter of the

twentieth century, has been observed to occur on zinc alloys

in different environments: atmosphere, water, solution, and

concrete.

Zinc of high purity is not susceptible to intergranular

corrosion [3]. The presence of other elements, particularly

aluminum, as alloying elements or impurities is necessary to

cause intergranular corrosion. Table 62.10 shows the inter-

granular corrosion rates of Zn–A1 alloys of different

compositions in steam or hot water. Intergranular corrosion

has also been found to occur in zinc alloys containing only

lead or magnesium.

For Zn–Al alloys, intergranular is observed to occur in a

concentration range between 0.03 50% A1 [31]. Below

0.03% Al, intergranular corrosion does not occur. The pres-

ence of impurities is not required for the occurrence of

intergranular corrosion on Zn–Al alloys.

Among the environmental factors, temperature is the

most significant. Also, alkaline environments are the most

aggressive in intergranular corrosion of Zn–Al alloys [31].

Between pH 5 and 10, the corrosion penetration rate is

almost constant. Below pH 5, it decreases with decreasing

pH. On the other hand, for pH values >10, increases

drastically with increasing pH.

The intergranular corrosion of Zn–Al alloys is attributed

to the preferential attack on the aluminum-rich phase at the

grain boundaries. The solubility of aluminum in zinc at room

temperature is �0.03% A1. For zinc alloys containing an

aluminum concentration>0.03%, the aluminum precipitates

TABLE 62.10. Intergranular Penetration Rates of Some Zinc Alloys in Different Environmentsa

%Al Zn Purity Environment Duration (days) Rate (mm/day)

0.075 99.999% 95�C water vapor 10 0.02

0.1 99.999% 95�C water vapor 10 0.018

4 99.999% 95�C water vapor 10 0.033

20 99.999% 95�C water vapor 10 0.028

21.1 100% RH at 50�C 42 0.002

0.1 99.99% 95�C tap water 0.1

aSee [2, 31].

TABLE 62.9. Galvanic Corrosion Rate of Zinc Coupled to

Other Common Commercial Metals in Different Atmospheres

(mm/year)a

Coupled Alloy Rural Urban Marine

Zinc freely exposed 0.5 2.4 1.3

Mild steel 3.0 3.3 3.9

Stainless steel 1.1 1.8 2.0

Copper 2.2 2.0 3.2

Lead 1.6 2.4 3.4

Nickel 1.5 1.9 2.8

Aluminum 0.4 1.1 1.1

Anode aluminum 0.9 1.9 1.0

Tin 1.0 2.6 2.4

Chromium 0.7 1.4 1.9

Magnesium 0.02 0.04 1.1

aSee [30].
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at the grain boundaries and is responsible for the increased

corrosion rate at the grain boundaries [31].

E4. Wet Storage Stain

“Wet storage stain” is a term used to describe the zinc

corrosion products formed on galvanized steel surface during

the period of storage and transportation. It is voluminous,

white, powdery, and bulky and is formed when closely

packed galvanized articles are stored under damp and poorly

ventilated conditions. The crevices formed between the

articles can attract and absorb moisture and retain the

wetness more readily than the surface area exposed to

the open air.

The moisture necessary for the formation of wet stor-

age stain may originate in various ways. It may be present

on the galvanized parts at the time of stacking or packing

as a result of incomplete drying after quenching. It may

result from direct exposure to rain or seawater or from

condensation caused by atmospheric temperature changes.

Close packing can result in moisture being retained by

capillary action between the surfaces in contact because

drying is delayed by the lack of circulating air. Under

sustained wetting, a fluffy “white rust” is formed. Due to

this loose nature, it has little barrier effect on the access of

solution to the zinc metal and, also prolongs the time of

wetness.

White storage stain discolors the galvanized steel surface

and, in some situations, can seriously affect the appearance of

the galvanized steel articles. However, it is generally not

harmful to the long-term corrosion performance after-

ward [2]. Wet storage stain can be prevented by properly

stacking and storing galvanized products under dry and

ventilated conditions [32]. In addition, surface treatments

can be applied to freshly galvanized articles to enhance

corrosion resistance.

Among surface treatment processes, chromating, in dif-

ferent solution compositions and application methods, has

been most widely used in the galvanizing industry as an

effective surface treatment to prevent wet storage stain from

forming during storage or transportation.
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A. INTRODUCTION

Zirconium alloys are the primary structural metal within the

fueled region of the cores of nuclear reactors. They are used

for fuel cladding, grid spacers, guide tubes, pressure tubes,

calandria tubes, and other minor components. The reasons

for this choice are the low-neutron-capture cross section of

zirconium, which improves the neutron economy of the

reactor; the adequate corrosion resistance in high-tempera-

ture water (300–350�C); and the satisfactory mechanical

properties. However, the last two properties are not ideal

for use under severe in-reactor conditions, so that extensive

programs for the development of new alloys with better

corrosion resistance and mechanical properties are proceed-

ing worldwide. The alloying additions must also have low-

neutron-capture cross sections and be used in their minimum

effective concentrations, so that the zirconium alloys have

developed along very different paths from the analogous

titanium alloys where there are no such restrictions on their

use. Unalloyed zirconium is not used in the nuclear industry

because of its inadequate strength and corrosion resistance.

Because of their good resistance to both acids and bases,

zirconium alloys, are widely used in chemical plants. The

current commercial alloys with their American Society for

Testing and Materials (ASTM) specifications are given in

Table 63.1 and for nuclear-grade alloys in Table 63.2. Note

the tighter impurity levels in the latter. A listing of additional

developmental alloys for nuclear applications is given in

Table 63.3 [1].

Zirconium occurs naturally as a mixed (Zr, Hf) SiO4

zircon, and for nuclear uses the 2–3% Hf present must be

separated to a level of�100 ppmbecause of its high-neutron-

capture cross section. Thus, zirconium is available as both a

nuclear-grade product (without hafnium) and a commercial-

grade product (with hafnium). Hafnium is completely mis-

ciblewith zirconium and in its pure form has better corrosion

resistance than a similarly pure zirconium. Thus, the pres-

ence or absence of hafnium has no effect on the corrosion

resistance, which is controlled by a very stable oxide that is

always present on any zirconium surface (except at high

temperature in a good vacuum, when it (dissolves in the

metal). At room temperature this passive oxide is 2–5 nm

thick and grows to greater thicknesses at elevated tempera-

tures (e.g., in the high-temperature water in-reactor).

B. CORROSION BEHAVIOR

This oxide cannot be reduced electrochemically, as can the

passive film on iron-based alloys. It is an amphoteric oxide

and thus is soluble in concentrated acids and alkalis, espe-

cially at high temperatures. Solubility of the protective oxide

in alkalis increases in the order NH4OH<KOH<NaOH

<LiOH. It is this that determines the ultimate limits of

concentration and temperature at which zirconium can be

used in these environments. In general corrosion resistance

is good, being relatively better in alkalis than in acids.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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Unfortunately, many of the common impurities and alloying

additions have very low solubilities in a-Zr (the hexagonal

phase is stable below�860�C (1133K)when it transforms to

the body-centered-cubic (bcc) b-Zr phase). Typical among

these impurities are Fe, Cr, and Ni, which have solubilities of

�100 ppm (wt) in unalloyed zirconium at <600�C. Iron, in
particular, always exceeds this impurity level in unalloyed

zirconium produced commercially by the Kroll process and

sometimes exceeds this level even in high-purity Zr prepared

by the van Arkel process if care is not taken to avoid

contamination from the iron vessel in which the production

is carried out. Because Fe precipitates as a Zr3Fe phase in

such instances, even a small excess of Fe over the solubility at

the final annealing temperature can result in a significant

volume fraction of second phase.

The presence of iron intermetallics in the surface of the

material providesweak spots in the protective oxide film. Iron

has only a low solubility in monoclinic ZrO2 (the primary

phase in the protective oxide) and the iron from the interme-

tallic therefore tends to form crystallites of an iron oxide [2],

which is much more soluble than ZrO2 inmost environments.

Thus, chemical attack on the oxide on the intermetallic

provides a pit nucleation site. The ZrO2 film then is under-

mined rather than dissolved. It may remain bridging the pits

when they are small [3, 4], whether the initiation was due to

oxide cracking [3] or attack at impurities [4]. However, it

eventually breaks up, except in the case of thick thermally

formed oxide present on the initial surface. This may remain

for some time even when undermined by pitting.

Because transition metal impurities are much more sol-

uble in the b-Zr phase than in the a-Zr, heat treatments in the

b phase where the impurities are in solution can be used to

control the intermetallic size and distribution. This has been

an important factor in the development of nuclear fuel

cladding with good corrosion resistance [1]. In this instance,

abquench is usually the first stage in such a treatment.A slow

cool from the b phase, however, sweeps all second-phase

particles to the Widmanstatten platelet boundaries, where

they may form an almost continuous alignment of particles

(stringers). This can happen typically at welds, where the

mass of the material prevents rapid cooling. Severe pitting of

such welds, under conditions where the oxide on the metal

matrix is protective, is one common result [5]. A recrystal-

lization heat treatment in the high a-Zr temperature range

will usually redistribute the second-phase particles.

B1. Stress Corrosion Cracking, Delayed

Hydrogen Cracking, and Liquid Metal

Embrittlement

Zirconium alloys have good stress corrosion cracking (SCC)

resistance but are susceptible to SCC in many environments

(Table 63.4) [6] so that all weldments, even if rapidly cooled,

should be heat treated to lower the residual stress at the weld.

TABLE 63.1. ASTM Chemical Requirements for Three

Commercial Grades of Zirconium (B 551-79)

Element

Composition (%)

Grade 702 Grade 704 Grade 705

Zr þ Hf, min 99.2 97.5 95.5

Hafnium, max 4.5 4.5 4.5

Fe þ Cr 0.20 max 0.2–0.4 0.2 max

Hydrogen, max 0.005 0.005 0.005

Nitrogen, max 0.025 0.025 0.025

Carbon, max 0.05 0.05 0.05

Niobium 2.0–3.0

Oxygen 0.16 0.18 0.18

Tin 1.0–2.0

aReprinted with permission from [5]. Copyright ASTM.

TABLE 63.2. Compositional Ranges of Nuclear–Grade

Standard Alloysa

ASTM

Ref. Name:

R60802

Zircaloy-2

R60904

Zircaloy-4

R60901

Zr–Nb

R60904

Zr–Nb

Alloying Elements (mass %)

Sn 1.2–1.7 1.2–1.7

Fe 0.07–0.2 0.18–0.24

Cr 0.05–0.15 0.070–0.13

Ni 0.03–0.08

Nb 2.4–2.8 2.5–2.8

O Usually Usually 0.09–0.13 To be

specified0.1–0.4 0.1–0.14

Impurities (ppm)

Al 75 75 75 75

B 0.5 0.5 0.5 0.5

Cd 0.5 0.5 0.5 0.5

C 270 270 270 150

Cr Alloy el Alloy el 200 100

Co 20 20 20 20

Cu 50 50 50 50

Hf 100 100 100 50

H 25 25 25 25

Fe Alloy el Alloy el 1500 650

Mg 20 20 20 20

Mn 50 50 50 50

Mo 50 50 50 50

Ni Alloy el 70 70 35

N 80 80 80 65

Pb 50

Si 120 120 120 120

Sn Alloy el Alloy el 50 100

Ta 100

Ti 50 50 50 50

U 3.5 3.5 3.5 3.5

V 50

W 100 100 100 100

aSee [1].
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TABLE 63.3. Experimental and Commercial Alloys for Nuclear Applicationsa

Alloy

Typical Weight %

Commercial ApplicationSn Nb Fe Cr Ni V O Others

Zr-1 2.5

Zr-2 1.5 0.13 0.10 0.05 0.11 BWR Clad & structures

Zr-3 0.25 0.25

Zr-4 1.5 0.21 0.10 0.13 PWR Clad & structures

ZIRLO 1.0 1.0 0.1

NSF 0.5 (GE) 1.0 1.0 0.5 0.10

NSF 0.2 1.0 1.0 0.20 0.10

Valloy 0.15 1.2

Ozhennite-0.5 0.2 0.1 0.1 0.1

Scanuk 0.06 0.6 0.04 0.32 0.22 Mo

Zr-3B 0.5 0.4

Zr-3C 0.5 0.2 0.2

Zr-3A 0.25 0.25

Excel 3.5 0.8 0.8 Mo

E 110 1 VVER

(Zrl Nb) Clad

Zr2.5 Nb 2.5 0.12 CANDU

press. tubes

E635 1.2 1 0.4

E125 2.5

aSee [1].

TABLE 63.4. Environments Causing Cracking of Titanium and Zirconium Alloysa,b

SCC in Zr Alloys

Environment

Temperature

(�C)c
SCC

in Ti Yes/No

Cracking

Moded
First Observed

References

Hydrogen

Internal hydrogen RT–350 Yes Yes TG 17

Hydrogen gas RT–150 Yes Yes TG 23

Organic liquids

Methanol and solutions with RT Yes Yes IG initiation 7,9

I2, Br2, NaCl, HCl TG propagation

Higher alcohols with similar additives RT Yes Yes Mixed IG/TG 9

Iodine solutions in other organic liquids 300–800 Yes NT

Chlorinated hydrocarbons

(e.g., CC14, CHC13)

RT Yes Yes IG 24

Other halogenated hydrocarbons

(e.g., Freons, CH3I)

RT Yes Yes TG (DCB) 24

Ethylene glycol RT Yes Only in I2
solution

IG 24

Aqueous solutions

HCl 25–150 Yes Yes IG 12

NaCl, KCl, etc 25–290 Yes Yes needs

polarization

Mixed IG/TG 25

FeCl3, CuCl2 RT Yes Yes 10, 11

Hot and fused halides

NaCl, KCl, CsCl, etc 300–450 Yes Yes Mixed IG/TG 7

KNO3/NaNO3 þ KBr/CsI 300–400 Yes Yes Mixed IG/TG 26

KNO3/NaNO3 þ NaCl 300–400 Yes Yes IG 27

(continued )
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Unalloyed Zr, because of its low yield strength, is more SCC

resistant. Thus, SCC resistance becomes more important for

the higher strength zirconium alloys, such as Zr–2.5% Nb,

where in addition to SCC a delayed hydride cracking (DHC)

process can occur at highly stressed locations [7–9]. At

ambient temperatures even the as-received hydrogen content

(which invariably exceeds the room temperature solubility of

hydrogen of<1 (parts per million byweight (ppmwt)) is able

to cause such cracking. Typical velocities for SCC and DHC

cracks are shown in Figure 63.1 [6].

Zirconium alloys are also susceptible to liquid metal

embrittlement (LME) in anumberofmetals (Table 63.5) [10].

Contrary to many other LME phenomena, cracking of zir-

conium alloys is entirely transgranular in most instances,

only in Ga and Cd is the more common intergranular form of

cracking observed.

In many chemical plant situations the environment does

not fall clearly into a single well-defined category. Mixtures

of organic chemicals with inorganic acids and variable

valence ions (e.g., Fe, Cu) or halogen (halide) impurities

can make it very difficult to determine the primary cause of a

corrosion problem. For example, stress cracking in halogens

dissolved in organic solutes is very well known. However,

where the organic solute is miscible with water in large

proportions (e.g., the lower alcohols), a water content higher

than a few percent is usually enough tomaintain the passivity

of the zirconium alloy and prevent SCC [11]. If the system is

mixed with sulfuric acid at >50% aqueous content, then

occurrence of SCC would not be expected, yet cracking has

been observed in such cases. One possible explanation is that

acids (such as sulfuric acid) may sequester significant

amounts of water so that there is insufficient free water

TABLE 63.4. (Continued )

SCC in Zr Alloys

Environment

Temperature

(�C)c
SCC

in Ti Yes/No

Cracking

Moded
First Observed

References

Halogen and halogen acid vapors RT NT Yes TG/(DCB) 24

250–500 Yes Yes Mixed IT/TG 13

Metals (solid, liquid, vapor)

Hg, Cd, Cs, Zr RT–400 Yes Yes TG 7

Mg 700 NT Yes IG 80

Oxides and oxy acids of N2

N2O4 RT Yes NT

Nitric acid RT–100 Yes Yes T 28, 29

Sulfuric acid RT Yes NT

aA more detailed description of the various environments causing cracking is given in [56].
bReprinted with permission from [6]. Copyright 1990 Elsevier Science. For references see original table in [6].
cRT ¼ room temperture.
dDCB indicates fractures only in precracked double-cantilever-beam specimens.

TABLE 63.5. Metals Known to Cause at Least Some Embrittlement of Zra

Embrittling Element Zr Alloy Type of Testb References

Lic Zircaloy-2 ZrB alloy irrad.þUT 24

Cs Zircaloy-2 SIMFEX, bend UT, DCB 3, 6, 9, 10, 25

Cd Zircaloy-2 SIMFEX, UT 10,11, 25

Cs/Cd Zircaloy-2 SIMFEX, UT, C Tube 10, 25

Cs/Ca Zircaloy-2 UT 10

Cs/Sr Zircaloy-2 UT 10

Cs/Y Zircaloy-2 UT 10

Cs/Zn Zircaloy-2 UT 10

Ag Zircaloy-2 Ag spot-welded to Zr, bend 11

Hg Zirc–2, Zr–2.5 Nb DCB, CT, bend 6–9, this work

Ga Zr–2.5 Nb CT This work

aReprinted from J. Nucl.Mater., 245, B. Cox andY-M.Wong, “LiquidMetal Embrittlement of Zr-2.5%NbAlloy,” pp. 34–43. Copyright (1997) with permission

from Elsevier Science.
bUT, uniaxial tensile test; DCB, double cantilever beam; CT, small compact tension; SIMFEX, simulated fuel expansion test; C tube, compressed tube test.
cThis test was designed to show the effect of He bubbles produced under irradiation on tensile properties at 300�C. A Zircaloy-2/boron alloy was prepared and

irradiated; annealed at 800�C to growHe bubbles; and tested under uniaxial conditions. The fracture surfacewas brittle, contained fewHe bubbles, andwas almost

100% TG pseudocleavage.
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available in the system to maintain the passive oxide and

prevent SCC.

B2. Galvanic Coupling

Such potential interactions in mixed environments together

with the effect of variable valence ions such as Fe and Cu in

reducing the corrosion resistance in inorganic acids (espe-

cially H2SO4 and HCl) and traces of halides in other media

have a major impact on in-service behavior. Since the oxide

on Zr is stable in neutral chlorides in the absence of anodic

polarization, the effect of galvanic coupling also needs to be

taken into account when comparing tables and plots of

corrosion resistance in various inorganic media [12, 13]

(such as Tables 63.6 and 63.7 and Figs. 63.2–63.5) with

in-service experience. Remember always that the interme-

tallic particles are theweak points in the protective oxide film

and there will be little difference in the volume fraction of

these between the Zr3Fe in many batches of unalloyed

zirconium and Zr(Fe/Cr)2 in Zircaloy-4. The commercial

alloy specifications allow for large quantities of Fe impurity

(Table 63.1), and, in borderline cases where pitting may be a

problem, selecting batches of low-Fe material or going to a

more expensivevanArkel Zrmay offer improvements. There

has been no detailed study of these effects for commercial Zr

material in the manner that careful control of intermetallic

size and distribution is regarded as part of the specification

for nuclear fuel cladding [1].

C. NUCLEAR FUEL CLADDING

The behavior of nuclear fuel cladding in a reactor is depen-

dent on a number of variables in addition to alloy compo-

sition and fabrication procedure. These factors include the

heat flux through the cladding and its evolutionwith time as a

result of the use of burnable poisons; the reactor core loading

pattern; the outlet temperature of the reactor core; the thermal

hydraulics of the fuel assembly design; and the water chem-

istry of the reactor type [e.g., differences between pressurised

water reactors (PWRs), boiling water reactors (BWRs),

Russian water/water reactors (VVERs), and Canadian

deuterium uranium reactors (CANDU)]. In any one reactor

FIGURE 63.1. Collected crack velocities for SCC and hydrogen-

induced cracking of zirconium alloys. (From [6]. Reprinted with

permission. Copyright 1990 Elsevier Science.)

TABLE 63.6. Corrosion Data for Zirconium and Its Alloys in HCla

Solution Temperature (�C) Duration of Test (days)

Average Corrosion Rate (mils/year)b

702 704 705

32% HCl 30 91 0.03 0.08 0.03

32% HCl 82 91 0.03 0.2 0.1

10% HCl and 100 ppm FeCl3 30 91 0.9 1.6 0.7

32% HCl and 5 ppm FeCl3 30 91 0.1 1.5 0.1

32% HCl and 50 ppm FeCl3 30 91 c c c

32% HCl and 100 ppm FeCl3 30 91 c c c

aReprinted with permission from [12, p. 200]. Copyright ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428.
b1.0mil/year ¼ 0.025mm/year.
cSevere pitting and stress cracking observed.
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type (e.g., PWRs), the actualwater chemistry,whether LiOH/

H3BO3 or KOH/NH4OH, and the impurity levels that deter-

mine the amount of insoluble steel corrosion products

(CRUD) deposited on the fuel cladding also have a major

effect on corrosion. Finally, of course, the local fast neutron

flux and the exposure time (burn up) in the reactor affect the

survival of the fuel. In general, the onset of oxide spalling,

which redistributes the hydride in themetal, generally occurs

by the time the oxide film is�100 mmthick andmarks the end

of life. Some typical curves for various zirconium alloy

TABLE 63.7. Corrosion Rates of Zirconium in Alkaline Solutionsa

Solution and Reference No. Temperature (�C) Duration of Test (days)

Corrosion Rates

(mils/year)b

0.6% NaOH, 2% NaClO3, and trace NH3 [13] 129 175 0.05

5–10% NaOH [13] 21 124 0.2

7% NaOH, 53% NaCl, 7% NaClO3, and 80–100 ppm NH3 [12] 191 198 0.4

9–11% NaOH and 15% NaCl [12] 82 207 0.07

10% NaOH, 10% NaCl, and wet COCl2 [13] 10–32 12 0.4

20% NaOH suspended salt, violent boiling [13] 60 196 13

50% NaOH and free Cl2 [12] 38 153 0.2

50% NaOH and 750 ppm free Cl2 [12] 93 161 0.07c

50% NaOH [12] 38–57 135–207 <0.09

52% NaOH and 16% NH3 [12] 138 175 3

50–73% NaOH [13] 188 139 28

73% NaOH [12] 110–129 81–200 <2

73% to anhydrous NaOH [12] 241–549 2.5 110

73% to anhydrous NaOH (caustic fusion) [12] 121–538 14 24

13% KOH and 13% KCl [12] 29 207 0.09

50% KOH [12] 27 207 0.06

50% to anhydrous KOH [13] 241–337 3 430

0.2% Ca(OH)2 14% CaCl2 and 8% NaCl [13] 79 20 0.04

NH4OH, (NH4)2CO3, (NH4)2S, NH4Cl, and NaCl [13] 66 14 0.03

28% NH4OH [14] Room temperature to 100 14 <0.03

aReprinted with permission from [12, p. 202]. Copyright ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428.
b1.0mil/year ¼ 0.025mm/year.
cVessel cathodically protected.

FIGURE63.2. Corrosion of zirconium in sulfuric acid. (Copyright

ASTM International, 100 Barr Harbor Drive, West Conshohocken,

PA 19428. Reprinted from [12, p. 194] with permission.)

FIGURE 63.3. Corrosion of zirconium in phosphoric acid. (Copy-

right ASTM International, 100 Barr Harbor Drive, West Consho-

hocken, PA 19428. Reprinted from [12, p. 198] with permission.)
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cladding types are shown in Figure 63.6. For a more exhaus-

tive discussion of this complicated problem see [1].
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A. INTRODUCTION

The effect of flow on corrosion is complex and varied and

dependent on both the chemistry and physics of a system.The

key variable defining the effect of flow on corrosion is

turbulence. High turbulence can result in flow-induced cor-

rosion, erosion–corrosion, or cavitation. Low turbulence can

result in corrosion in a separated water phase and allows the

occurrence of corrosion under deposits and/or in separated

liquid water. Flow-induced corrosion is the term used to

describe the increase in corrosion resulting from high fluid

turbulence due to the flowof a fluid over a surface in a flowing

single or multiphase system. Underdeposit corrosion is the

term used to describe the increased corrosion occurring in a

separated water phase beneath deposits of nonmetallic solids

on a metal surface resulting from low-flow turbulence.

The key element in controlling flow-induced corrosion is

an understanding of the flow characteristics that can produce

conditions that favor specific corrosion mechanisms for

specific materials and mitigating those conditions by mod-

ifying the flow conditions, thematerial of construction, or the

corrosive environment. The concentration of this chapter is

on modification of the flow conditions.

B. OCCURRENCE OF FLOW-INDUCED

CORROSION

Knowing when and where flow-induced corrosion could

occur in an operating system is a major help in controlling

flow-induced corrosion. A logic tree that can be employed to

determine the type of flow-induced corrosion expected in an

operating system is given in Figure 64.1 [1]. This procedure

provides a method to determine whether equilibrium or

steady-state corrosion conditions are present.

The first step is to determine if liquid water is present. If it

is not, no corrosion can occur. Similarly, if liquid water

cannot contact the pipe wall, no corrosion can occur. The

determination of the level of turbulence in the water phase

from both the flow regimes and the existence of flow

disruption then determines whether or not the corrosion

reactions are based on equilibriumor steady-state conditions.

Steady-state conditions can occur due to either flow disrup-

tions or a nonequilibriumflow regime such as slug flow.Once

either steady-state or equilibrium corrosion is confirmed, the

expected corrosion rate can be determined. The term equi-

librium is used to denote a fully developed flow condition for

either mass transfer or wall shear stress.

C. METHODS FOR CONTROLLING FLOW

CORROSION

A number of methods are available to control flow-induced

corrosion. They can involve design modifications, process

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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changes, and modifications to the corrosive environment.

The methods include any one or a combination of the

following:

. Minimizing fluid turbulence

. Modification of flowing fluid

. Minimizing flow disruptions

. Modification of flow regimes

. Using a more corrosion resistant alloy

These methods can also be used to control low-turbulence

flow corrosion. They also involve design modifications,

process changes, and modifications to the corrosive

environment.

C1. Minimize Fluid Turbulence

Applied to single-phase systems, lowering the fluid velocity

lowers the turbulence intensity (mass transfer and wall

shear stress) and hence lowers the corrosion rate. This effect

is demonstrated in Figure 64.2 for corrosion of carbon steel

in single-phase fluid flow at varying chloride concentra-

tions [2]. Though intuitively obvious, this method of control

is not always available due to process and equipment

limitations.

Many industries have established “rule-of-thumb”

velocity limits for various processes. These are generally

based on operational experience regarding flow velocities

where corrosion rates increase dramatically. In reality, these

“rules” serve to limit the turbulence intensity (mass transfer

and wall shear stress), thereby effectively limiting the

corrosion rate.

C2. Modify Flowing Fluid

There are two ways to control flow-induced corrosion by

modification of the flowing fluid. These are removal of a

corrosive species and chemical additives, for example, the

addition of corrosion inhibitors. These methods are also used

to control corrosion where flow is not a problem, but they can

be particularly effective for flow-induced corrosion.

Removal of a corrosive species limits the diffusion of the

corrosive species to the metal surface, thereby reducing

the corrosion rate. Chemical additives such as corrosion
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inhibitors can be employed to modify the surface corrosion

products, making them more protective and lowering the

corrosion rate. Corrosion inhibitor formulations can also be

designed tomodify turbulence in the fluid through alterations

in viscosity and interfacial surface tension.

Examples of controlling flow-induced corrosion by re-

moval of corrosive species are the removal of oxygen from

seawater and raising the pH of a brine solution. The removal

of oxygen through either mechanical or chemical means

reduces the oxygen concentration in the solution. Conse-

quently, the mass transfer of oxygen to the corroding metal

surface is reduced, reducing the corrosion rate. Raising the

pH results in a decrease in the concentration of hydrogen ions

in a solution. As with oxygen, this reduction results in a

decreased mass transfer of hydrogen ion to the corroding

metal surface, reducing the corrosion rate.

C3. Minimize Flow Disruptions

Flow disruptions are a major contributor to flow-induced

corrosion and resulting failures. As a result, minimizing flow

disruptions in equipment design and construction is impor-

tant. Ways to minimize flow disruptions include the

following:

. Minimize the mismatch when welding pipe joints and

fittings.

. Grind internal welds smooth, when possible.

. Use long-radius elbows.

. Avoid step changes in pipe diameter.

. Ream and deburr tubing ends before installation.

. Protect stored pipe to prevent internal corrosion before

it goes into service.

. Don’t use corroded pipe that contains internal pits, even

if it still meets the required strength criteria.

C4. Modify Flow Regimes

Flow regime modification is used primarily for pipelines.

Flow regimes are modified by changing the gas and/or

liquid flow rates in a pipeline. The effects of these changes

on flow regime are reflected in the flow regime maps.

Resolution of the flow regime existing in various sections

of a pipeline can be used to determine where to expect

corrosion in the pipeline and consequently where to mon-

itor corrosion.

In the design stage, pipeline sizes can be adjusted to

prevent slug flow at the anticipated liquid and gas flow rates.

If the anticipated problem is corrosion under deposits in

the bottom of the pipeline, the pipe size can be adjusted to

eliminate stratified flow and keep the deposits suspended in

the fluid.

C5. Corrosion-Resistant Alloys

In some cases, the only alternative available to prevent

flow-induced corrosion is the use of a more corrosion-

resistant alloy. This is usually the most expensive option

and is generally only a last resort. An example is the use of

a stainless steel in a situation where high flow rates result

in excessively high corrosion rates for carbon or alloy

steel.

Corrosion-resistant alloysmay also experience turbulence

limits in different environments, and the use of a corrosion-

resistant alloy should not, a priori, be assumed as the final

answer to a flow-induced corrosion problem. In some cases,

low flow can be a problem, such as the use of some stainless

steels in chloride environmentswhere pitting can occur under

deposits.
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A. INTRODUCTION

A major prerequisite for the control of erosion–corrosion is

the recognition or determination of the relative roles of

accelerated corrosion and erosion. Only then can the appro-

priate action be taken.

If accelerated corrosion following damage to protective

films is the problem, there are two alternatives:

. Take steps to avoid damage to the film.

. Accept the film damage and use corrosion control

methods.

If erosion of the underlying metal is a major factor, design

and materials selection solutions should be sought.

Recognition of the type of erosion–corrosion is sometimes

relatively straightforward. Erosion–corrosion by both single-

phase aqueous flow and suspended solids is characterized by

the presence of smooth grooves, gullies, shallow teardrop-

shaped pits, and horseshoe-shaped depressions most often

with an obvious flow orientation. The characteristic pattern

of attack often starts at isolated spots on the metal surface

and subsequently spreads to a general roughening of the

surface [1, 2].With cavitation and liquid droplet impingement

attack, the damage starts in the formof steep-sided pits, which

may coalesce into a honeycomb-like structure. TheCorrosion

Atlas [3] and the NACE International Corrosion Recognition

and Control Handbooks [4, 5] contain photographs of all the

various forms of erosion–corrosion with suggested control

methods built around a large number of case histories.

B. CONTROL OF TURBULENT FLOW
ATTACK

In single-phase aqueous flow, the erosion–corrosion of

metals such as copper tubing is a process of accelerated

corrosion following erosion of the protective film. Control of

this type of attack is usually achieved by modifying the

design of the system to reduce the hydrodynamic forces and/

or by choosing an alloy with a more erosion-resistant film.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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B1. Design

Design factors, for example, for copper tubing carrying po-

table water, are the control of the velocity and the minimiza-

tion of abrupt changes in the flow systemgeometry.Maximum

velocities in the range 0.8–1.5m/s have been suggested [3, 6].

The tubing should be reamed where it is pushed into fittings

such as elbows prior to soldering [7] to mitigate the erosion–-

corrosion shown in Figure 18.2 (Chapter 18). Recent stud-

ies [8] have shown that 1-mm forward- or backward-facing

steps are sufficient to initiate film disruption. Reaming in

excess of that required to remove the burringoncut tubingmay

be required to prevent erosion–corrosion. Plastic inserts can be

used to solve heat exchanger–tube inlet problems.

B2. Materials

Materials selectioncould involve, for example, the substitution

of copper tubing in hot water distribution systems by stainless

steels or plastics [3]. As noted above, only in extremely severe

conditions would single-phase aqueous flow damage the

passive film on stainless steels leading to erosion–corrosion.

The possible pitting and crevice corrosion of stainless steels in

the presence of chlorides should be taken into consideration.

A range of copper alloys with increasing velocity limits can

be used in heat exchangers (Table 18.2). If a very high velocity

is required, in a corrosive environment, stainless steel, nickel

alloy, or titanium tubes can be considered [9, 10].

B3. Inhibitors

Inhibitors are used in recirculating coolingwater systems and

steam condensate return lines but find limited application

in once-through production systems because of the cost. A

notable exception is the extensive use of inhibitors in oil/gas

production.

B4. Cathodic Protection

Cathodic protection has very limited throwing power

down the inside of pipes and other restricted geometries.

Impressed systems can be used in heat exchangerwater boxes

to protect the important entrance length region for copper

alloy tubes [1, 11] carrying seawater. Care must be taken to

avoid hydrogen evolution, which can lead to the formation of

air/hydrogen pockets at dead zones [1]. In addition to safety

problems hydrogen can lead to the embrittlement of titanium

and other alloy tubing.

C. CONTROL OF SOLID-PARTICLE

IMPINGEMENT ATTACK

Erosion–corrosion problems observed in the presence of

solid particles suspended in aqueous solutions are more

difficult to solve. The relative role of corrosion and erosion

can often only be assessed following testing involving

weight loss measurements to determine the total loss with

simultaneous electrochemical measurements (polarization

resistance) to determine the contribution of corrosion [12,

13]. The relative importance of erosion and corrosion will

vary between nondisturbed and disturbed flow and testing

should be done in a flow system that simulates both the

chemical and the hydrodynamic conditions found in the

full-scale process equipment.

C1. Corrosion Control

Corrosion can be controlled by the use of inhibitors and/or

solution conditioning. Some inhibitorswork very well in the

presence of very abrasive slurries, including silica, which is

one of the most common abrasive components. Chromates

and nitrites at high concentrations act as passivating inhibi-

tors [14] whereas chromates at low concentration act as

cathodic inhibitors [15, 16] and were used in the first

long-distance coal-slurry pipeline [17]. Chromates are, of

course, toxic and very low effluent limits< 0.05 ppm have

been set in some jurisdictions [18]. Nonchromate inhibitors

used in coolingwater systems, zinc, sodium tripolyphosphate

(Na5P3O10), and nitrilotris (methylene) triphosphonic acid

(NTMP) N[CH2PO (OH2)]3, showed little benefit [15] in

sand or coal slurries when used alone or along with chro-

mates, in contrast to the synergistic effect normally observed

in cooling water.

Solution conditioning involves raising the pH and/or

deaeration. Both of these methods of corrosion control have

been applied to long-distance slurry pipelines. A problem

with raising the pH to control corrosion is the greater

likelihood of pitting at elevated pH values where thick scales

are more easily formed. Indeed, pitting caused some concern

with theBougainville copper concentrate line [19]whichwas

treated with lime to maintain the slurry at pH> 9.5. Tem-

porary overdosing with lime led to calcium carbonate depos-

its in the first portion of the Samarco iron ore concentrate

line [20] which was maintained at pH� 10. Deaeration can

be achieved with oxygen scavengers, sodium bisulfite or

hydrazine, or nonchemical steam stripping or vacuum de-

aeration. The latter two methods of deaeration have not been

used with slurry pipelines. They are used extensively, for

example, with oil well water injection systems [21].

If the corrosion following the removal of the protective

film is liquid-phase mass transport controlled, the flow

velocity can be reduced. However, the effect of reducing

the velocity will be of secondary importance to controlling

the corrosion by inhibitors or solution conditioning. A lower

limit is the velocity required to keep the particles in suspen-

sion [22]. For example [23], the flow of a 20 vol% silica sand

slurry, mean particle diameter 0.43mm, in a 50-mm hori-

zontal diameter pipe requires a minimum velocity of� 2m/s
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and a 20 vol % slurry of iron ore concentrate mean particle

diameter 0.04mm a minimum velocity of �1.3m/s. Lower

velocities may result in the sliding abrasion of a horizontal

pipe bottom. At velocities above the critical velocity to keep

the particles in suspension, there is a large concentration

gradient from the top to bottom of horizontal pipelines

carrying commercial heterogeneous slurries [22]. This can

result in amuch different erosion–corrosion wear pattern and

rate around the circumference of the pipe (Fig. 65.1).

If necessary more corrosion-resistant materials than car-

bon steel pipe can be chosen, including stainless alloys,

ceramics (e.g., cast basalt lined pipe, Mohs hardness �8),

and plastics (e.g., high-density polyethylene pipe or poly-

urethane linings).

Stainless alloys, with their rapidly healing films, have a

greater resistance to corrosion in slurries, but the extra

resistance comes at a cost that may not be acceptable.

Ceramics and plastics may not have the mechanical and

thermal properties for the construction of the particular

process equipment. Long-distance pipelines are constructed

from carbon steel. More expensive alloys and lined pipe are

an option for in-plant operations, including tailings disposal.

Titanium alloys perform well in flowing seawater with

abrasive solids in suspension [24].

C2. Erosion Control

Erosion can be controlled by design and materials selection.

Design involves optimizing the particle size (by grinding,

where there is a choice of size) and the flowvelocity [22]. The

flow system geometry should be designed to minimize any

effects of disturbed flow, for example, by using long-radius

elbows, gradual changes in the flow cross section, and

specifying maximum weld root protrusion. Other design

possibilities are:

. Increasing the thickness of materials in critical areas

. Use of impingement plates to shield critical areas

. Acceptance of a high erosion rate with regular

inspection and replacement that may be less costly

than using more expensive materials and a practice

used extensively in the minerals processing and oil/

gas industries

. In some situations pipe rotation, for example, to extend

the life of tailing lines

Since there is a major decrease in the erosion rate when the

metal surface is harder than the particles, it might be thought

to be a simple matter to choose an alloy with a hard surface

and eliminate the erosion problem. This is not the case for

two reasons:

. The hard alloys that resist erosion are generally cast

alloys that are difficult to weld, often brittle, and in

general difficult to handle.

. If corrosion is a factor, the alloy must have a suitable

corrosion resistance and many alloys that are hardened

FIGURE 65.1. Variation in erosion–corrosion wear pattern around the circumference of a horizontal

200-mm diameter commercial pipeline carrying an abrasive mineral slurry. (a) Pipe bottom. (b) Pipe

top. Note: The erosion–corrosion wear pattern in (a) is not characteristic of sliding bed wear. Sliding

wear is characterized by long horizontal grooves.
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by the precipitation of carbides during solidification

have a relatively poor corrosion resistance.

Alloyed white cast irons (the most abrasion resistant iron-

base alloys), including high-chromium, chrome-moly,

nickel–chrome, and pearlitic white irons [25], are noted for

their erosion resistance. The relationship between the Cr and

C content of the high-chromium cast irons is complex. A

high C content is required for the formation of carbides to

give erosion resistance, but this leaves less Cr in the matrix

for corrosion resistance [26]. The minimumCr content in the

matrix to form a passive film is 12% and the Cr required to

form carbides is 10�% C. The suggested minimum Cr for

corrosion resistance is

% Cr ¼ ð% C� 10Þþ 12

The erosion resistance increases and the corrosion resistance

decreaseswith an increase in the C content and the alloymust

be chosen carefully to accommodate the corrosive and

erosive properties of the particular slurry being handled.

Alloys containing 20–28% Cr and 2–2.5% C with 2% Mo

have good resistance to slurry erosion–corrosion at pH values

down to 4. Alloys with less C are required for more corrosive

environments [26]. Nickel-hard alloys (4% Ni–2% Cr) find

extensive use in abrasive service in sand and gravel pumps

handling abrasive but mildly corrosive slurries [27]. Natural

rubber is an alternative for pumps to handle abrasive slurries

with particles less than 3mm diameter.

Both Stellite (a cast cobalt alloy) and silicon carbide have

excellent erosion resistance in aqueous slurries along with

excellent corrosion resistance and can be considered for use

under severe service conditions in valves and pumps [3, 28].

D. CONTROL OF LIQUID DROPLET

IMPINGEMENT ATTACK

Impingement attack by liquid droplets suspended in high-

speed gas flow can be controlled by design or materials

selection.

Design involves optimizing the flow system geometry and

the fluid dynamics [29] to reduce the amount of impacting

liquid, the angle of impact, and the droplet size. For example,

design modifications in steam turbines operating with wet

vapor in the low-pressure section have included extracting

moisture between blade rows, increasing axial spacing be-

tween stator and rotor, and local flame hardening or brazed-

on shield of Stellite at the leading edge of the blade. Raising

the temperature of the inlet gas above the dewpoint was

suggested [4] as a remedy for the impingement attack of a

process gas compressor. Impingement plates acting as flow

deflectors can also be considered.

The behavior and range ofmaterials utilized to solve high-

speed liquid droplet impingement problems are similar to

those chosen for resistance to cavitation attack. The

“normalized erosion resistance” data shown in Figure 65.2

give an approximate ranking of materials to liquid droplet

FIGURE 65.2. Normalized erosion resistance of various metals and alloys (the erosion resistance

number according toASTMG73). Selection of the data deduced byHeymann [41] frommany sources,

including both impingement and cavitation tests. Erosion test data are not very consistent, and the

information herein should be used only as a rough guide. (Adapted from Heymann [41].)
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impingement and cavitation attack. Such data should be used

with great care. Materials selection for turbines includes the

use of Stellite mentioned above, 12% chromium martensitic

stainless steel, 17 Cr–4 Ni precipitation-hardened stainless

steel, and “self shielding” blade alloys that harden under the

action of impacts [29].

Liquid droplet impingement attack observed in annular

mist flow [Fig. 18.3(b)] in oil/gas production systems is an

erosion–corrosion phenomenon, which can be controlled

by the use of inhibitors or the use of stainless alloys [30].

Not surprisingly this erosion–corrosion is found to be the

most severe under disturbed flow conditions at threaded

connections in down-hole tubulars and at elbows, valves,

and “Christmas trees” in above-ground facilities.

E. CONTROL OF CAVITATION ATTACK

Cavitation attack is usually controlled by design and materi-

als selection. Tullis [31] has given an extensive discussion of

the detailed design of pumps, valves, orifices, and elbows to

avoid cavitation problems. Air injection is sometimes used to

control cavitation damage. Air injected into the separated

flow regime cushions the collapse of the cavities. Cathodic

protection has been used, with the protection attributed to

cushioning by the hydrogen bubbles evolved in addition to

the normal corrosion protection. While this might be satis-

factory for a propeller in an open system, the evolution of

hydrogen in a closed system could be hazardous as well as

leading to hydrogen blistering and embrittlement.

The range of materials available for solving cavitation–

erosion problems is similar to those used for liquid droplet

impingement, as shown in Figure 65.2. There is a wide range

of polymers with good resistance to cavitation–erosion in

addition to excellent resistance to corrosion. For example,

high-density polyethylene has a cavitation–erosion resis-

tance similar to that of nickel-based and titanium alloys [32].

The major design parameter for centrifugal pumps to

avoid cavitation damage is the available net positive suction

head, NPSHA, the difference between the total pressure

(absolute) and vapor pressure at the pump suction, expressed

in terms of equivalent height of fluid, or “head,” by

NPSHA ¼ ðp=rgÞþ ðu2=2gÞ� ðpv=rgÞ

where

p¼ static pressure (absolute)

pv¼ vapor pressure of the flowing fluid

r¼ density

g¼ gravitational acceleration

u¼ flow velocity

The NPSHA must exceed the value required by the pump,

NPSHR. The latter value varies with the flow rate and is a

function of the pressure changes as the liquid accelerates over

the curved impeller and then decelerates as it approaches the

volute. The NPSHR values, which are supplied by the pump

manufacturers, are based on pump efficiency and not on the

dangers of cavitation attack. Significant noise and cavitation

may occur before the efficiency of the pump begins to de-

crease. Thus a substantial margin of safety is required if

erosion–corrosion is to be avoided. In practice, some cavita-

tion can usually be tolerated and pumps are operated in the

NPSH range between cavitation inception and a point where

damage is unacceptable [31, 32]. If it is wished to maximize

efficiency of the pump operation, more cavitation can be

accepted and cavitation attack reduced by the selection of

more resistant materials. One very important factor in setting

the correctNPSHA is the relative elevation of the pumpand the

vessel, fromwhich the liquid is being pumped. Fluid friction in

the suction linemust alsobe taken into account, and the suction

piping is usually a size bigger than the discharge piping.

F. CONTROL OF FLOW-ENHANCED FILM

DISSOLUTION ATTACK

The control of this type of “chemical” erosion–corrosion of

carbon steel pipes in power plantsmay involve one ormore of

the following [33]:

. Control of the water chemistry: pH and dissolved

oxygen concentration

. Materials selection: replacement of carbon steel by

low-alloy chromium, >0.1%; low-alloy chromium–

molybdenum, 304 ss and in very severe conditions

Inconel; or duplex piping with a thin inner layer of

stainless steel or other high alloy

. Weld overlay: for protection and repair

. Flame spraying: minimum pipe diameter 600mm

. Modification of operating conditions: temperature and

quality, where wet steam is involved, and flow rate

. Changing the local geometry: for example, installing a

larger control valve to reduce downstream turbulence

In general, orifice plates and control valves should be kept

well clear, at least 10 pipe diameters upstream of bends, to

avoid excessive turbulence and erosion–corrosion at the latter.

The extensive and well-documented Electric Power

Research Institute (EPRI) [33] report contains information

regarding the detection and control of the problem.

G. PREDICTIVE MODELING

The application of computational fluid dynamics (CFD) to

the problem of erosion–corrosion in single- and multiphase
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flow systems under conditions of disturbed flow can help to

quantify the effects of the system geometry on rates of

erosion–corrosion leading to design improvements. The flow

field, including flow separation recirculation and reattach-

ment, and rates of mass transfer can be predicted for a wide

range of system geometries [34–39]. In addition the veloc-

ities and angles of impact of suspended solid particles with

the flow systemwalls can be determined for application to the

calculation of the erosion rate [40–42]. Computer modeling

has been applied to the prediction of wear in slurry

pumps [43]. Overall, such predictive modeling is still not

as accurate as one would hope for [44], even if substantial

progress has been made as our understanding of erosion–

corrosion processes advanced accompanied by the ever-

increasing computing power [45–47].
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A. INTRODUCTION

This chapter provides a broad overview of the application of

polymers used for corrosion control in the chemical proces-

sing industry. The generalizations offered about polymer

performance might suggest possible approaches, but they

should not be considered as recommendations owing to the

complexity of equipment design and the many variables of

chemical processing. Consultations with experts, analyses of

case histories, and testing are essential to the success of these

materials.

Although a great deal of information regarding chemical

resistance is available, much of it is not directly useful in

selecting an appropriate construction material. It does, how-

ever, serve as a first step in determining likely candidates.

Polymer-based materials are attractive candidates due to

their chemical resistance and favorable strength/weight ratio.

Their use, however, is limited due to their viscoelastic nature

and inability to withstand high temperatures. An overview of

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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the use of polymer-based materials for corrosion control is

presented in this chapter. All the same, these materials are

used very cost effectively in many corrosive and hazardous

applications.

B. OVERVIEW OF PLASTICS,

ELASTOMERS, AND COMPOSITE

MATERIALS

In their final useful form, plastics, elastomers, and compo-

sites are polymers made from organic chemicals. Polymers

are long-chain molecules consisting of repeating units called

monomers. Monomers are predominately manufactured

from oil and natural gas, although exceptions exist in

naturally occurring rubber and wood. A process of polymer-

ization converts these monomers into polymers. Figure 66.1.

illustrates different polymer structures. The polymers are

then shaped into final forms using one of several molding

processes, such as injection molding, extrusion, transfer

molding, and so on. Appropriate fillers can be added during

these processes to achieve certain desirable properties such

as chemical resistance, strength, and processability. The end

results of polymer processing are shapes and forms, which

are referred to as plastics, elastomers, and composites. There

is a great deal of overlap in these materials and the use of

these terms has more to do with the evolution of the termi-

nology than technical accuracy.

To describe polymeric materials more accurately, the

following three distinct classifications are used:

FIGURE 66.1. Bi- and trifunctional polymer structures. (Reprinted with permission from the

International Plastics Handbook, Hanser Gardner Publishers.)
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. Generic nature

. Thermal processing behavior

. Mechanical behavior

Polymers are classified by generic nature according to the

organic family to which it belongs. Examples are polysty-

rene, vinyls, fluoropolymers, and so on. These polymer

families typically have several members.

Polymers are also classified by their thermal processing

characteristics (i.e., thermoplastics or thermosetting). Ther-

moplastics can be remelted and reprocessed somewhat like

ice cubes can be melted and refrozen into new shapes. These

materials can be welded and are soluble in certain solvents.

Thermoplastics are either amorphous or semicrystalline.

Thermosetting materials cannot be remelted or reprocessed

and heating them to high temperatures will result in their

thermal decomposition and charring. Thermosetting proper-

ties are due to their cross-linked structures, which are

achieved by the cure process (For elastomers, this process

is known as vulcanization). Certain solvents can swell ther-

mosetting materials. Figure 66.2 schematically illustrates

thermoplastic and thermosetting materials.

Examples of thermoplastic polymers are:

Acrylics

Fluoropolymers

Vinyls

Polystyrenes

Polyphenelyne oxide

Polysulfones

Polypropylenes

Polybutylenes

Examples of thermosetting materials are:

Epoxies

Melamines

Phenolics

Polyesters

Urethanes (rigid)

The chemical structures of thermoplastic polymers com-

monly used for corrosion control are shown in Figure 66.3.

Polymers can also be classified by their mechanical prop-

erties as

1. Rigid plastics, elastic modulus> 100,000 psi

(7031 kg/cm2)

2. Semirigid plastics, modulus between 10,000 and

100,000 psi (703 and 7031 kg/cm2)

3. Nonrigid plastics, modulus < 10,000 psi (703 kg/cm2)

If semirigid or nonrigid plastics additionally possess

properties of high elongation and high recovery, they are

known as elastomers or rubbers. Elastomers are defined by

the American Society for Testing and Materials (ASTM) as

“a macromolecular material that returns rapidly at room

temperature to approximately its initial dimensions and

shape after substantial deformation by a weak stress and the

subsequent release of the stress.” Elongation at the breaking

point is known to be as high as 900% for many elastomers.

Most commonly used elastomers are thermosetting in nature,

that is, they are crosslinked. There are a few elastomers

which are thermoplastic in nature. They are known as

thermoplastic elastomers (TPEs). These, however, do not

have applications in chemical handling.

FIGURE 66.2. Structure of plastics-macromolecular arrangements. (Reprinted with permission

from the International Plastics Handbook, Hanser Gardner Publishers.)
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It becomes apparent that a complete description of a

polymer material must include its generic nature, thermal

processing method, and classification of its mechanical prop-

erties. For example, the rubber lining used for hydrochloric

acid (HCl) is polyisoprene (chemical nature), thermosetting,

(thermalprocessing),andelastomeric (mechanicalproperties).

Composite materials are a combination of two generi-

cally dissimilar materials brought together for synergywhere

one phase, the matrix, is continuous (thermoplastic or ther-

mosetting) and the other phase, usually a reinforcement, is

discontinuous. Reinforcements can be in the form of parti-

culates, fibers, or cloth. A full description of a composite

material must also include information on the reinforcement

form. Examples of composites are fiber-reinforced plastic

(FRP) tanks and piping, filled fluoropolymer gaskets, scrim-

filled elastomers for gaskets, and impoundment basin liners.

Wood is a naturally occurring composite with lignin as the

matrix and cellulose fibers as the reinforcing material.

C. CHARACTERIZATION OF POLYMERS

Polymer-based materials are characterized by their mechan-

ical properties (tensile strength, tensile modulus, flexural

modulus, elongation at break, impact strength, and hardness),

thermal properties (melting point, melt flow index, transition

temperature, heat distortion temperature, and coefficient of

expansion), electrical properties (dielectric strength), and

FIGURE 66.3. Chemical structures of some thermoplastic polymers used for chemical handling.
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chemical compatibility (weight gain/loss, swelling, chemical

attack such as oxidative or hydrolysis). At a more funda-

mental level polymers are also characterized by molecular

weight and molecular weight distribution, specific gravity,

crosslink density, and void content. A list of standard ASTM

tests is given in Table 66.1. Manufacturers usually report

these propertiesmeasured at room temperature. To determine

these properties at other temperatures, the user should per-

form his or her own testing.

Polymer characterization is important from the standpoint

of materials selection, processability, long-term perfor-

mance, and failure analysis.

D. COMPARISON OF POLYMERIC

MATERIALS WITH METALS

Comparedtometals,mostpolymericmaterialsareviscoelastic,

that is, they creep.This propertyhas implications inall applica-

tions of corrosion control. Polymericmaterials also are limited

in their ability towithstand higher temperatures. By and large,

their use as linings is restricted to 500�F (260�C) and most

applications are under 300�F (149�C).Polymer structures such

as tanks and piping are rarely used above 200�F (93�C).
Polymeric materials are nonhomogeneous as a result of the

addition of additives and reinforcements. They absorb liquids

more readily thanmetals and are more permeable thanmetals.

Therefore, unit properties (mechanical, electrical, etc.) of

polymers can change over a period of time whereas the unit

properties of metals remain the same even after corrosion.

Polymerstructuresand liningsareveryworkmanshipsensitive.

The supplychain leadingup to thefinalproduct canbe longand

complicated. Each step in the chain has an element of work-

manship. Polymeric materials do not lend themselves to easy

identification once they are in the field. Failure analysis,

condition assessment by nondestructive testing (NDT), and

accelerated testing for selection are evolving fields. However,

thereare applicationswhereonly-polymericmaterialshave the

required chemical resistance and cost-effective performance.

When the end user has stayed involved in all phases of appli-

cation (e.g., selection, lab and field testing, specification,

vendor selection, inspection,maintenance, repair, and replace-

ment), the results have been extremely satisfactory.

E. APPLICATION OF POLYMERS FOR

CORROSION CONTROL

Polymeric materials fall into three broad categories from the

end-user perspective:

. Barrier applications

. Self-supporting structures (which can be made of com-

posites or solid polymers in tanks, piping, valves,

pumps, and other equipment)

. Others such as column internals, seals, gaskets, adhe-

sives, and caulks

Figures 66.4 (a)–(c) show the organization of polymer-

based materials used for corrosion control.

F. BARRIER APPLICATIONS
(LININGS AND COATINGS)

F1. Introduction

Linings are barriers typically on steel or concrete substrates.

In special cases, a lining is also applied to a FRP structure

called dual laminates.

Just about all componentscanbe lined for corrosioncontrol.

Examples include storage tanks, reaction vessels, columns,

piping, valves, pumps, sumps, trenches, and transportation

equipment such as railcars and tank trucks. The following

polymeric materials are used as linings or coatings:

Thermoplastic: polyvinylchloride (PVC, CPVC), poly-

propylene (PP), polyethylene (PE), and ethylene

copolymers, fluoropolymers (PTFE, FEP, PFA ETFE).

Figure 66.3 shows the chemical structures.

Thermosetting: epoxies, phenolics, vinyl esters, elasto-

meric (natural and synthetic rubbers).

Linings can be classified as follows:

. By method of application: sheet, spray or trowel.

. By thickness: thin [<25mils (635mm)] or thick [>25

mils (635mm)]

. By generic nature

The lining selection is most often determined by the

desired thickness. Successful lining applications must take

the following steps into account:

Selection of linings

Design of the vessel for lining

Specification writing

Vendor selection

Surface preparation

Application/installations

Inspection

Monitoring

These steps are common to all types and forms of linings.

Linings differ in their installation, inspection, andmonitoring

methods. Linings can be applied both in the shop and field.

Where possible, shop lining should be preferred because of

better atmosphere control.
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TABLE 66.1. Industry Codes and Standards

Product

ASTM D2310 Standard classification of machine made reinforced thermosetting resin pipe

ASTM D2517 Standard specification for reinforced thermosetting (epoxy) resin pipe

ASTM D2996 Standard specification for filament-wound reinforced thermosetting pipea

ASTM D2997 Standard specification for centrifugally cast-reinforced thermosetting pipe

ASTM D4024 Standard specification for reinforced thermosetting resin flanges

ASTM D3299 Standard specification for filament-wound glass fiber-reinforced thermoset resin chemical tanks

ASTM D4097 Standard specification for contact-molded FRP chemical-resistant tanks

ASTM F1545 Standard specification for PTEE, PFA, FEP and ETFE lined piping

ASTM F492 Standard specification for PE and polypropylene (PP) plastic-lined ferrous metal pipe and fittings

ASTM D1784 Rigid poly(vinyl chloride) (PVC) compounds and chlorinated poly(vinyl chloride) (CPVC) compounds

ASTM D1785 Standard specification for poly(vinyl chloride) (PVC) plastic pipe, schedules 40, 80, and 120

ASTM D3350 Standard specification for polyethylene pipe and fitting materials

ASTM D1248 Polyethylene molding and extrusion material

ASTM D4020 Ultrahigh-molecular-weight polyethylene material

ASTM D1123 Nonmetallic (rubber) expansion joints

ISO 3994 Chemical transfer hose

ASTM D2564 Solvent cements for PVC (CPVC) joints

ASTM D1998 Polyethylene upright storage tanks

ASTM F118 Definition of gasket terms

ASTM F104 Nonmetallic gasket materials

ASTM D1330 Standard specification for rubber sheet gaskets

Compatibility Testing

ASTM D543 Test methods for determining chemical resistance of plastics

ASTM D471 Effects of liquids on rubbers, test method

ASTM C868 Test method for determining chemical resistance of protective linings

ASTM C581 Test method for chemical resistance of fiberglass-reinforced thermosetting resin

ASTM C3491 Chemical resistance test for rubber linings by Atlas blind flange test

ISO 175 Determination of effects of liquid chemicals on plastic

ISO 4599 Determination of environmental stress cracking (ESC) by the bent-strip method

ISO 4600 Determination of environmental stress cracking (ESC) by the ball or pin impression method

ISO 6252 Determination of environmental stress cracking (ESC) by the constant tensile test method

ISO 8308 Liquid transmission and permeation through hose and tube

ASTM F363 Corrosion testing for gaskets

ASTM F146 Fluid resistance of gasket materials

ASTM D3615 Chemical resistance of thermoset molded compounds used in the manufacture of molded fittings

ASTM D3681 Chemical resistance of reinforced thermosetting resin pipe in a deflected condition

(Not Standardized) Roberts cell blind flange test for linings exposed to high temperatures and pressures

Testing for Mechanical Properties

ASTM D638 Standard testing for tensile properties of plastic

ASTM D412 Standard testing for tensile properties of rubbers

ASTM D1415 Test method for indentation hardness of rubbers—international hardness

ASTM D2240 Test for Durometer hardness of rubbers

ASTM D2538 Indentation hardness by Barcol hardness tester for rigid plastics

ASTM F38 Creep relaxation of gasket material

ASTM D395 Compression set of rubbers at ambient and elevated temperatures

ASTM F152 Tension testing of gasket materials

ASTM F36 Short-term compressibility and sealability of gasket materials

ASTM F37 Sealability of gasket material

ASTM F586 Determination of Y and M values of gaskets

ASTM D2290 Apparent tensile strength of tubular (pipe) products by the split-disk method

ASTM D2412 External loading characteristics of plastic pipe by parallel-plate loading

ASTM D695 Compressive properties of plastics

ASTM D429 Adhesion of rubbers to metallic substrates (procedure E1)

ASTM D1781 Climbing drum peel test

ASTM D903 Peel strength of adhesives on metals

ASTM D790 Flexural properties of reinforced and unreinforced plastics

920 USING PLASTICS, ELASTOMERS, AND COMPOSITES FOR CORROSION CONTROL



 

F2. Selection

Thickness forms the basis of the lining selection. Thickness is

in turn dependent on the corrosion rate of the substrate, which

is carbon steel (CS) in the majority of cases. Thin linings

�25mils 635mm) are used if the corrosion rate of the CS is

<0.25mm/year (10mils per year (mpy)). Thinliningsarealso

used for localized corrosion resistance and in the case of thin

fluoropolymers for nonstick and product purity. Thick linings

>25mils (635mm) are used if the corrosion rate of the CS is

>0.25mm/year (10mpy). Therefore, the corrosion rate of CS

is an important determining factor. Linings used for concrete

are almost always thick and are of reinforced thermosetting

ASTM D2584 Ignition loss of cured reinforced resin

ASTM D4541 Method of pull-off strength of coatings using portable tester

ASTM D4060 Test method for abrasion resistance of organic coatings

Recommended Practices and Procedures

SSPC SP-5 Steel structure paint council white metal blast surface preparation

SPI FD118 Proposed test method for pinhole detection by high-voltage spark testing by DC

MTI Project 84 Spark testing practices for linings

NACE PRO 118 Tinker Rasor wet sponge testing for thin linings

ASTM D4787 Practice for continuity testing for linings on concrete

ASTM D4417 Method for measuring surface profile of steel surfaces for coating

ASTM D4258 Cleaning of concrete

ASTM D3486 Installation of vulcanizable rubber tank linings

Codes

RTP-1 Reinforced Thermoset Plastic Corrosion Resistant Equipment, ASME, NY

Section X ASME Boiler and Pressure Vessel Code (for fiber-reinforced plastic pressure vessels)

ASME B31.3 Chemical Process, Petroleum Refinery Piping Code

Note: Additional application-specific tests are shown in Table 66.2.
aThere is no industry standard for contact molded FRP piping.

TABLE 66.1. (Continued )

Product

Linings for vessels and 
for for

Barrier applications (linings)(a)

columns

Thin lining(<25mils)

applied epoxies,

Linings piping

Fluoropolymer lined 

CS

PE

Linings

valves

Injection or 

transfer

molded

bodies

Lined

hoses and 

expansion

joints

Solid rubber 
Spray

phenolics Hypalon®,

Neoprene and 

Fluoropolymers

Thick linings (>25 mils)

CSand PP lined

Rubber lined CS

Fluoropolymer 

lined FRP(Dual 

laminate)

valve

(CS) with 

fluoropolymer

or PP

hoses

PE and 

fluoropolymer 

hoses with 

rubber or 
Sheet elastomeric
linings 0.25”–natural
rubber – soft, semihard,
hard and three ply,
chlorobutyl, precured 
neoprene,  

  

PP and PVC lined 

FRP

Injection or 

transfer molded 

butterfly, balls 

or plugs with 

fluoroplymers 

metal

overbraiding

Rubber or 

rubber

covered

Low end thermoplastic –

PVC, PP and PE sheets

5 Fluoropolymer –

techniques

or PP
fluoropolymer

expansion 

joints

Reinforced vinyl 

ester linings

FIGURE 66.4. Overview of polymer-based materials for corrosion control showing classification of

polymer-based materials by application: (a) barrier applications (linings); (b) self-supporting struc-

tures (vessels, piping, and valves; (c) other applications.
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(epoxyorvinyl ester)polymers.Anchoredpolyethylene sheets

are also becoming increasingly popular for concrete.

Corrosion allowance on CS, usually 0.0625 in. (1.6mm)

or 0.125 in. (3.2mm), must also be considered in lieu of thin

linings. Additionally, linings are selected on the basis of:

Successful case histories

Manufacturer’s recommendation.

Testing (laboratory or field)

F3. Testing for Selection

Philosophy of testing and other details are covered in another

chapter.

Laboratory testing can be simple coupon immersion (both

in liquid and vapor) for a period of time at the application

temperature. Chemical degradation and physical changes

(color change, swelling, blistering) should be noted. This

laboratory approach should be used for screening purposes

only and lining selection should not be based entirely on the

test results.

Chemical Resistance of Plastics andElastomers (William

Andrew Publishing/Plastics Design Library, 2001, 2008)

provides a good system of rating coupons after exposure.

A weighted value from 1 to 10 (10 being best) can be

generated based on a combination of weight change, volume

change, hardness change, retained mechanical properties

(tensile and elongation), permeation rate, and breakthrough

time.

In conjunction with the laboratory-screening test, Atlas

blind flange tests (ASTM C868) should be performed

[Fig. 66.5(a)]. These tests allow one-sided exposure of

Self supporting structures (vessels, piping and valves)

vessels

(b)

FRP

Contact

molded
Filament

woundwound

FRP piping

Custom

t)lliftdd

Solid thermoplastic piping

PE, PVC, CPV, PP

Commodity  - Filament woun  an  cen r uga y cast)

Rotomolded PE vessels

Valves – Solid FRP

Other applications

(“O”Seals rings)

(c)

FKM (Viton®) and FFKM 

(Kalrez®)

Gaskets

Virgin and filled PTFE

Expanded PTFE

Sheet elastomers

Hypalon, natural rubber, 

neoprene, EPDM

Column internals (fluoropoly, PP)

FIGURE 66.4. (Continued )
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FIGURE 66.5. (a) Atlas cell for one-sided exposure. (b) Manway lined with Teflon� PFA for field

testing. (c) Typical atlas cell panel, before and after exposure.
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the lining and simulate the actual field conditions of tem-

perature gradient across the lining. This is an important

factor for lining candidates that are susceptible to perme-

ation. Temperature gradient is the main driving force behind

permeation. Exposure to liquid above atmospheric boiling

point is carried out in a specially designed test cell for higher

pressures (Fig. 66.6). Even more realistic than the laboratory

test is a blind flange test in the field [Fig. 66.5(b)]. This

involves installing a blind flange on a storage tank or a

column and monitoring its performance.

Certain thermoplastic linings contain welded seams (e.g.,

polypropylene and fluoropolymers).The lining on the blind

flange must contain a representative seam for accurate

evaluation.

Frequent change of test solution is important as is the

analysis of the changed liquid to determine pickup of ad-

ditives from the linings. This testing should be carried out for

as long as possible since there is no accelerated testing.

At the end of the test, blind flanges should be observed for

discoloration, blistering, swelling, and oxidative attack.

Thick linings should be subjected to spark testing before

and after testing to detect pinholes in the lining. Thick linings

should also be subjected to a peel pull test to determine loss of

adhesion, and the substrate should be inspected for obvious

signs of corrosion [Fig. 66.5(c)].

Blind flanges with thin linings are a little harder to

evaluate. Peel pull tests are not possible, so a qualitative

scribe test is employed. This test consists of scribing the

lining with an X and lifting the liner. The degree of difficulty

is compared with a similar scribing on an unexposed lining

area. Instead of a spark test, a low-voltage wet sponge

continuity test is employed to detect pinholes.

It is important to note the limitations of the laboratory

blind flange test. This test may not be able to simulate the

surface area –volume ratio of the actual unit. It is also difficult

to simulate thermal shock or thermocycling. It is impossible

to simulate other operations such as steaming or other forms

of cleaning operations. Field blind flange testing is more

meaningful in such cases.

For elastomeric materials it is more important to carry out

application-specific testing than coupon screening. Test for

elastomer selection listed in Table 66.2.

F4. Design of Vessels To Be Lined

Designing a vessel to be lined is somewhat different from

designing a vessel that does not need to be lined. All welds

need to be smooth or ground flush, and any weld splatter

must be ground off. For field-erected tanks, the shell-to-roof

joint must be continuous. Internals should be round pipes

FIGURE 66.6. Schematic representation of modified Roberts cell.
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TABLE 66.2. Properties and Test Matrix For Elastomer Selection

Static Seal

“O”-Ring Gasket

Dynamic Seal

“O”-Ring Gasket Diaphragms Hose

Linings for Vessels,

Pipe, Valve, Pumps, etc.

Expansion

Joints Lined Valves

Chemical resistance ISO 1817 ASTM D471 ASTM C868

Permeation ISO 1399

ISO 2782

ISO 2528

ISO 6179

MTI Guide

Weather and sunlight stability ISO 4665 ASTM D1171

Heat aginga upper use

temperature limit

ISO 188

ASTM D454

ASTM D572

ASTM D573

Low-use temperature limit ISO R812

ASTM D746 (brittle temp.)

ASTM D1229 (compression set)

Coefficient of thermal expansion ASTM D864

Adhesion to substrate ISO 814

ISO 813

ASTM 429b

ISO 814

ISO 813

ASTM 429b

Tensile tests, % modules

and elongation at break

ISO 37

ASTM D412

ISO 37

ASTM D412

Abrasion resistance ISO 4649

ASTM D22258 (Pico)

ASTM D5963

Tear strength ISO 34

ISO 816

SO 34

ISO 816

Stress relaxation ASTM D6147

Resistance to compression ASTM D395

ASTM D1229 (low temp.)

Hardness ASTM D1415, ISO 48,

(Durometer), ISO 7619

Fatigue life ISO 132

ASTM D430

ASTM D843

ISO 133

ISO 132

ISO 133,

ASTM D430

ASTM D843

Note: Properly conducted testing on authenticated samples can afford accurate and reproducible data that can be used to “estimate” seal performance life.
aCan be combined with chemical resistance.
bAre carried out in conjunction with ASTM C868.9

2
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instead of sharp corner angle irons or I-beams. Table 66.3

lists some lining requirements. Figure 66.7 shows the weld

requirements.

F5. Surface Preparation

The extent of surface preparation depends on whether the

equipment is new, used (without any lining previously), or to

be relined. For new vessels, white metal blast per Steel

Structure Painting Council (SSPC SP-5) followed immedi-

ately by a primer is needed. For used equipment, a thorough

internal inspection is required and repairs or modifications

must be performed as needed. Additionally, a chemical or

steam cleaning may be needed to remove soluble salts and

achieve a neutral pH of the surface. For equipment to be

relined, a bake-out is usually required followed by a white

metal blast to achieve 2.5–3.5mils (64–89mm) anchor pro-

file on steel. In rare cases where stainless steel needs to be

lined, a blast profile of 1.5mils (38mm) is adequate.

F6. Thin Linings

Classification of linings by thickness rather than lining

material is useful because it focuses on both the application

technology and lining functionality.

Thin linings <25mils (635mm) thick are predominantly

based on epoxy and phenolic resins. To a lesser extent, spray-

applied elastomeric thin linings (Hypalon� and Neoprene)

are also used. Thin linings are used for situations where the

corrosion rate of carbon steel is less than 10mpy.

Epoxy and modified epoxy resins are cured (crosslinked)

using either a chemical curing agent or heat (see Tables 66.4

and 66.5). The curing agent is typically one of several amines

(aliphatic, aromatic, or polyamide). Baked phenolic linings

based on phenol formaldehyde resin cure by heat alone,

typically at 450�F (232�C). Baked phenolic coatings are very
brittle and must be applied at the specified thickness only (no

more than 8mils). Epoxy- and phenolic-based linings are

used in storage tanks for a variety of chemicals such as

wastewater, sodium hydroxide, potable water, fuels, organic

compounds, and strong sulfuric acids. Baked phenolic lin-

ings have exceptional resistance to a wide spectrum of

organic compounds. In general, their, use is limited to 150�F
(66�C). Testing is recommended for use at higher tempera-

tures. Epoxy- and phenolic-based linings are very econom-

ical when compared to thick linings by installed cost.

Although the (National Association of Corrosion Engineers

(NACE) specifies three levels of acceptance by the number of

allowable pinholes, pinhole-free linings are the most com-

monly specified.

Epoxy and modified epoxy coatings are relatively easy to

repair. Baked phenolic coatings are very difficult to repair. In-

service linings are inspected visually and by means of a low-

voltage wet sponge test (Tinker Rasor tester).

Spray-applied elastomeric coatings such asHypalon� and

neoprene have good chemical resistance and the ability to

TABLE 66.3. Fabrication Requirements for Vessels to be Lined

Specification

Description Rubber Linings

Thin Plastic

Linings

Glass-

Reinforced

Plastic Linings

Sheet Liningsa

(Adhesively

Bonded) Proprietary

Butt welds permitted Yes Yes Yes Yes

Lap welds permitted No Yes Yes No

Welds must be flush Yes No Nob Yes

Welds must be smooth Yes Yesc Yesc Yes

Weld spatter permitted No No No No

Maximum nozzle length (in.)

NPS 1 Not permitted (NP) NP NP Unlimitedd

NPS 2 6 NP NP Unlimitedd

NPS 3 12 4 4 Unlimitedd

NPS 4 24 8 8 Unlimitedd

Minimum number of manholes

in field-erected tanks

1 2 1 1 2 2

Grout tank bottom to minimize

deflection or “oil canning”

No Yes Yes Yes

Use insulating or structural lightweight

aggregate concrete for tank foundation

No Yes No No No

aGenerally 60mils thick or greater.
bMaximumheight ofweld bead shall be that permitted byASME code or 1

8
in., whichever is less.Welds shall blend into the adjacent surface so that the glass fabric

saturated with plastic will be able to follow this contour and not leave a gap or air space.
cWeld ripples are acceptable if they are shallow enough so crevices and depressions can be cleaned by sandblasting to remove slag and oxides.
dUtilize insert linings. If loose linings are used for nozzles, venting is required.
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withstand thermal shock. However, they are expensive and

labor intensive. (More information on elastomers can be

found in Section F7.) They are spray applied in multiple

coats and are used in hopper car and caustic storage. Spray-

applied natural rubber is also used as membranes for acid

bricks.

There is a special class of thin linings based on fluoro-

polymers (PTFE, polytetrafiuoroethylene; FEP, fluorinated

ethylene propylene; PFA, perfluoroalkoxy; ETFF, ethylene

tetrafluoroethylene; CTFE, chlorotrifluoroethylene; and

PVDF, polyvinyledene fluoride). They are applied to

primed surfaces as sprayed waterborne suspensions or

electrostatically charged powders. Each coat is baked before

the next is applied. Table 66.6 presents details about these

coatings. These linings are expensive and are usedmainly for

nonstick and product purity applications, particularly at

thickness <20mil (508mm). They can also be applied at

higher thickness as thick linings (see Section F7).

F7. Thick Linings

Thick linings cover a large range of polymers such as

polyvinyl chloride (PVC), polyethylene (PE), natural and

synthetic elastomers, reinforced vinyl esters, and fluoropo-

lymers. Table 66.7 lists the thick linings commonly used for

corrosion control. All the guidelines of selection, vessel

FIGURE 66.7. Requirements for the quality of welds for lining. (Courtesy of Wisconsin Protective

Coatings Co.)
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design, and surface preparation described in Sections F4 and

F5 apply equally to thick linings.

F7.1. Reinforced Thermosetting Linings. Epoxy-, vinyl

ester–, and polyester-based lining systems incorporate one of

three types of reinforcements (i.e., glass flake, glass mat, or

woven roving, seeSectionH3.2.2 for vinyl esters).Each serves

a specificpurpose. Ingeneral, glass orother formsofflakeoffer

the maximum level of permeation resistance. Mat and woven

cloth lower the coefficient of thermal expansion of the resin to

close to that of steel. This is important for service where the

operating temperature ishigher thanambient. Inaddition, these

reinforcements prevent cracking due to shrinkage as the resin

cures. These linings are applied in two to three coats, which

incorporate other additives such as other inert flakes (mica,

silica, aluminum oxide) and pigments. These additives

impart additional properties such as abrasion resistance,

identification of coats, and so on. Figure 66.8 illustrates the

components of a reinforced lining system. Figures 66.9

(a)–(d) illustrate the multilayer nature of these linings.

FIGURE 66.7. (Continued )
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These linings are either trowelled or spray applied. They

are applied on concrete as well as steel. Crosslinking is by a

chemical curing agent and additional heat is rarely required.

Typical thickness is 0.125 in. (3.2mm) although higher

thicknesses of up to 0.187 in. (4.8mm) are also used. Max-

imum service temperature is limited to 170�F (77�C). They
can be applied in the shop as well as in the field, which makes

them attractive for a variety of applications such as waste

treatment, ground water remediation, and hydrochloric acid.

Table 66.8 is a general guide listing the chemical resistance

rating of reinforced linings. For specific cases testing is

recommended (see Section F3).

Vinyl ester–based linings are used for vessels, large-

diameter columns, and concrete sumps and trenches.

Plasticized PVC is another useful thick lining material for

service with many acids and bases. The maximum service

temperature is � 150�F (66�C). It is sometimes used in

combination with unplasticized PVC. Sheets are bonded

with adhesive to primed surfaces.

F7.2. Rubber (Elastomer) Lining. Thermosetting rubber

linings, either natural or synthetic, are well established in the

chemical processing industry (CPI). Their highly elastic

nature permits use as linings for vessels, column, piping,

and valves. Typically, the minimum thickness is 0.25 in.

(6.4mm) for vessel linings and 0.125 in. (3.2mm) or

0.1875 in. (4.8mm) for piping, depending on size. These

linings are installed as adhesive-bonded sheets in vessels and

are heat cured (vulcanized) after installation. Loose linings

for impoundments and spray-applied rubber coatings for

some applications are also known.

FIGURE 66.7. (Continued )
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Elastomers are classified as either natural or synthetic and

as general purpose, or high performance (Tables 66.10A

and B). Rubber linings for chemical handling are usually of

general -purpose type. High-performance rubbers are used

principally for seal applications. In the past, rubber linings

were also used for piping.

Natural rubber is manufactured from naturally occurring

rubber gummixed with carbon, antioxidant, accelerator, and

crosslinking agent (Table 66.9 shows a typical recipe). The

ingredients are mixed in a Banbury mixer and sheets are

calenderedwithmultiple layers. These sheets are applied as a

lining to the interior of vessels, piping, and pumps. The lining

is applied over a sandblasted and primed surface. Adhesive is

applied to both the metal side and the rubber sheet. Joints are

made by overlapping two adjoining sheets and “skiving,” that

is, either up skiving or down skiving. For semihard, hard, and

chlorobutyl rubbers, a soft rubber backing material is used to

attain better adhesion [Figs. 66.10(a) and (b)].

Elastomeric linings for chemical handling are natural

rubbers. Occasionally synthetic rubbers such as ethylene

TABLE 66.4. Recommended Heat-Cured Thin-Film Linings

Generic Type No. Coats Total DFTa Typical Uses

Epoxy phenolic 2–3 12–15 Aliphatic and aromatic compounds, waste treat, weak acids

and caustics

Epoxy phenolic glass flake 2–3 12–15 Same as above, at higher temperature and abrasion resistance

Epoxy Novalac 2–3 12–15 Stronger acids and caustics than above process affluent

streams, solvents

Epoxy polysulfide 1–2 20–40 Aliphatic and aromatic compounds, waste treat, weak acids

and caustics where flexibility is required

Epoxy amine 2–3 12–15 Nonpotable water, waste treatment

Epoxy amine 2–3 12–15 Water, demineralized water 82–121�C (180–250�F)
Epoxy polyamide 3 12–15 Portable water, fuels

Epoxy polyamide 3 12–15 Portable water, rules

Hypalon� 2–3 12–16 Hopper cars for terephthalic acid, adipic acid

Neoprene 2–3 12–16 Storage tanks of caustic

aDry film thickness.

TABLE 66.5. Recommended Heat-Cured Thin-Film Linings

Generic Type No. Coats Total DFT Typical Uses

High baked phenolic 3–4 6–8 Sulfuric acid rail cars, organic waste

High baked epoxy 3–4 12 Caustic storage

TABLE 66.6. Thin Fluoropolymer Coatings for Nonstick and Product Purity Applications

ETFE FEP PFA E-CTFE PVDF

Dispersion 4–5mils 8–10mils 25mils

Powder 90þmils 8–10mils 8–10mils 50þ mils 25mils

Note: For thicker versions of these please see Table 66.17

TABLE 66.7. Thick (>25-mil) Linings

Reinforced vinyl ester or epoxy linings

Reinforced with glass cloth, mat or woven

Spray or trowel applied

Shop or field applied

Chemically cured (no baking required)

Relatively easy to repair

Sheet rubber linings

Natural rubbers (soft, semihard, butyl)

Standard thickness 1
4
in.

Shop or field applied

Steam or autoclave curing needed

Relatively easy to repair

Thermoplastic sheet lining

General purpose (PVC, PP) for steel and PE (anchored) for

concrete

High performance (fluoropolymers—PVDF, FEP, PFA, ETFE,

ECTFE) for steel
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FIGURE 66.8. Elements of a reinforced lining system. (Courtesy of Ceilcote Company.)

FIGURE 66.9. (a). Fiberglass cloth-reinforced lining with filled basecoat and topcoat. (Courtesy of

Ceilcote Company.) (b). Fiberglass mat-reinforced lining with silica-filled basecoat. (Courtesy

of Ceilcote Company.). (c). Trowelled glass flake lining. (Courtesy of Ceilcote Company.). (d).

Spray-applied flake-reinforced lining. (Courtesy of Ceilcote Company.)
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 propylene diene monomer (EPDM) and chlorosulfonated

polyethylene are used. The standardized lining thickness is

0.25 in. (6.35mm). Once the sheets are applied, exhaust

steam heat is used to cure the lining. Where possible, the

vessel is placed in an autoclave and heated until the proper

degree of crosslinking is achieved. The degree of cross-

linking is determined by Durometer hardness. Two types of

Durometers are used: A and D. Continuity testing is per-

formed by high-voltage spark testing.

Cure is also achieved by applying sulfur-bearing organic

compounds. This chemical curing technique is used when

steam or autoclave curing is not possible, as in the case of

repairs.

Because of the flexible nature of rubber, installation and

use are straightforward. It is common to see rubber on bolted

joints and on relatively sharp surfaces. It is also common not

to grind the steel welds flush but to simply grind them

smooth. For optimum performance, however, the design and

surface preparation guidelines (see Sections F4 and F5)

should be followed.

Elastomeric linings are relatively easy to repair. Condi-

tion assessment is by internal visual inspection, looking for

loose laps, hardening surfaces, cracks, blisters, pinholes (by

spark testing), and so on. Various rubber formulations are

available for resistance to chemicals and food-grade

handling at temperatures up to 180�F (82�C). Successful
applications include storage vessels and railcars for HCl,

HF, and abrasive slurries. Table 66.11 shows the ASTM

classification of rubber and Table 66.12 is a chemical

resistance chart.

FIGURE 66.9. (Continued )
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F7.3. Thermoplastic Linings. Thermoplastic linings fall

into two broad categories: general purpose and high perfor-

mance. General-purpose linings consist of PVC, CPVC

(chlorinated polyvinyl chloride), PE, and PP (polypropyl-

ene). High-performance thermoplastic lining materials

include fluoropolymers such as PVDF, CTFE, ETFE, poly-

tetrafluoroethylene (PTFE), FEP and perfluoroalkoxy

(PFA).

Thermoplastic linings are used for vessels, piping,

valves, and pumps, Common lining methods include sheet

linings for vessels, extruded loose linings for piping, and

injectionmolded linings for valves and pumps. In some cases,

spray-applied linings are also used. Examples are flame spray

coatings of ethylene methacrylic acid and its ionomer. Spray

and baked fluoropolymer linings will be discussed later.

F7.3.1. General-Purpose Linings. General-purpose linings

are limited by their maximum temperature use and chemical

resistence. Usually, their use is limited to 150�F (66�C).
Many organic solvents easily attack general-purpose linings,

but due to their relative low cost, they can be successfully

used for many inorganic acids.

Among the commonly used thermoplastics materials in

this category are PP (homopolymer and impact-grade co-

polymer), PVC (rigid and plasticized), CPVC, and PE.

Table 66.13 summarizes these linings for vessels.

TABLE 66.8. Chemical Resistance Rating for Polyester and Vinyl Ester Linings

Generic Resin Type Resin Abbreviations

Chemical ISO BIS-A CHLOR VINYL-E NOV-VE

Acetic acid, 10% D1 C1 C1 C1 A1 ISO Isophthalic

Acetic acid, 100% E2 D2 D2 D2 D1 BIS-A Bisphenol-A fumarate

Acetone N N N N C2 CHLOR Chlorinated

Ammonium hydroxide — 20% N E1 N E1 E1 VINYLE-E Vinyl easter

Ammonium nitrate A1 A1 A1 A1 A1 NOV-VE Novolac vinyl easter

Benzene D2 D1 D1 E2 D1

Chromic acid, 10% N E1 C1 N E1 Ratings

Formaldehyde A1 A1 A1 A1 A1

Formic acid E2 D1 D1 E1 D1

Gasoline, unleaded A1 A1 A1 A1 A1 1 Good for immersion or

constant flow

Hydrochloric acid, 10% A2 A1 A1 A1 A1

Hydrochloric acid, 37% E2 D2 D2 D1 D1

Hydrofloric acid, 10% E1 D1 D1 D1 D1 2 Limited to spillage or

secondary containment

Kerosene A1 A1 A1 A1 A1

Methene Cloride N N N N E2

Methyl ethyl ketone E2 E2 E2 E2 D2 A Good to 200� F
Nitric acid, 10% D2 B1 A1 CI A1 B Good to 180�F
Nitric acid, 60% N D1 D1 N D1 C Good to 140� F
Oils A1 A1 A1 A1 A1 D Good to 120�F
Phosphoric acid, 85% A1 A1 A1 A1 A1 E Good to 100�F
Sodium chlorate B1 A1 A1 A1 A1 N Not recommended

Sodium hydroxide, 10%a N D1 N D1 D1

Sodium hydroxide, 50%a N C1 N C1 C1

Sulfuric acid, 50% B2 B1 A1 B1 A1

Sulfuric acid, 75% E2 E1 E1 E1 E1

Toluene N E2 E2 E2 E1

Trichloroethylene N E2 E2 E2 E1

Vinegar A1 A1 A1 A1 A1

Note: The above ratings are typical for polyester and vinyl ester linings and reflect the maximum recommended temperatures. Maximum temperature for any given lining type may be

lower depending on lining thickness and permeation resistance. Courtsey of Ceilcote Co.
aExposed lining surface requires carbon filler or synthetic veil.

TABLE 66.9. Formulation of a Soft Natural Rubber

Ingredients Parts by Weight

Natural rubber gum 100

Sulfur powder 1–2

Accelerator 1

Carbon black 25–50

Internal plasticizer (oils and resins) 1–3

Antioxidants 1
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These materials are also used as linings for valves, pumps,

and piping. Ultrahigh-density polyethylene is used as valve

linings for its exceptional abrasion resistance. High-density

PE is used as lining for complex shapes using the rotolining

process. Polypropylene is used as lining for valves using the

injection molding process. Extruded PP liners are used for

lined pipe.

F7.3.2. Fluoropolymer Linings. Fluoropolymers, also

known as high-performance thermoplastics, arewell-proven

materials used as thick linings to control corrosion of

process equipment. They resist a broader range of chemicals

than other polymers and generally have higher service

temperatures as well. They typically compete with high-

nickel alloys as well as titanium, tantalum, and zirconium.

TABLE 66.10A. Chemical Structures of Commonly Used Elastomers

Namea Chemical Name Structure

Natural rubber Cis –1,4-Polyisoprene

Nitrile Poly(butadiene-co-acrylonitrile)

Butyl Poly(isobutylene-co-isoprene)

Neoprene Polychloroprene

EPDM (Nordel�) Poly(ethylene-co-propylene-co-diene)

Chlorosulfonated Polyethylene (Hypalon�)

aNordel and Hypalon are registered trademarks of DuPont Dow Elastomers Company.

TABLE 66.10B. Specialty Elastomers—Fluoroelastomers

Name Tradenamesa Structure

Vinyledene fluoride/hexafluoropropylene Viton�, Fluorel�, Technoflon�

Vinyledene fluoride/hexafluoropropylene/

tetrafluoroethylene/terpolymer

Viton�, Fluorel�, Technoflon�,

Dai-El�

Tetrafluoroethylene/propylene copolymer Aflas�

Vinylidene fuoride/chlorotrifluoroethylene copolymer Kel-F�

Perfluorocarbon rubber (tetrafluoroethylene copolymer) Kalrez�

aViton� and Kalrez� are registered trademarks of DuPont Dow. Fluorel� is a registered trademark of 3M Company. Aflas� is a registered trademark of Green

Tweed Company.
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Fluoropolymers are widely specified when contamination

must be minimized.

There are two general categories of fluoropolymers: fully

andpartiallyfluorinated.The fullyfluorinatedmaterials PTFE,

FEP, and PFA have higher service temperatures and broader

chemical resistance than other fluoropolymers. The partially

fluorinated fluoropolymers ETFE ethylene chlorotrifluoro,

thylene (ECTFE), and PVDE have higher tensile strength and

stiffness and less extensive chemical and thermal resistance.

Table 66.14 lists key properties of fluoropolymers. It

should be noted that service temperatures varywith a number

of factors, including the mechanical requirements of lining

systems, and may be significantly lower than the maximum

service temperatures shown.

Fully fluorinated fluoropolymers can be used with

most aggressive corrosives. Partially fluorinated types

can perform well, depending on the chemicals involved.

Table 66.15 summarizes the chemical resistance of

Dotted line represents final shape of joint

This surface bonded to other rubber surfaces

Down-skive or closed-skive

2″

Adhesive and soft rubber, tie-gum

30º–45º

Up-skive or open-skive

(a)

Equipment wall

Adhesive and soft rubber tie-gur*

Adhesive and Soft Rubber
tie-gum*

Equipment wall

Note: Spark Test Joint Before Applying Cap Strip

(b)

Cap strip with
no tie-gum*

30º–45º

Both edges
of cap strip

skived

Overlap
with no tie-gum*

Equipment wall

1/8″ max

3/32″
3″

approx 3/8″

30º–45º

FIGURE 66.10. (a) Skived joint for semihard or hard rubber lining (e.g., code B) having a thin, soft-

rubber, tie gum surface for bonding to steel. (b) Low-profile joints as typically called for under brick

linings. (Courtesy of Dupont Co.)
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partially fluorinated fluoropolymers (ECTFE, ETFE, and

PVDF).

Permeation is a concern with fluoropolymer linings.

Table 66.16 shows the relationship of various parameters to

permeation rate. Usually increasing the liner thickness or

reducing the temperature differential across the liner is a

practical approch.

There are six established systems for fluoropolymer lin-

ings as described below. Table 66.16 provides details such

as thicknesses, maximum vessel size, vacuum rating, and

repairability for these systems.

Thermoplastic welding technology plays a very important

role in three of these systems (namely, adhesively bonded

linings, loose linings, and dual laminate). It is treated sep-

arately in Section G.

1. Spray-and-Bake Coatings. These coating systems

were described earlier (Section F6 and Table 66.6) as

thin linings, but they can also be applied as thick

linings. There are two types of spray-and-bake coat-

ings: dispersion and electrostatic spray. Both are ap-

plied in multiple coats and require baking at the

melting temperature of the polymer. These coatings

frequently require the use of appropriate primers to

promote adhesion between the fluoropolymer and the

substrate. Since the coating is applied as a spray in both

cases, the design of the vessel must include body

flanges for direct access to the surface. Since baking

is performed in ovens, the largest size oven available in

the industry determines the largest size vessel that can

be coated. For this reason, this technology is frequently

used for small parts such as agitators, pump housings,

small open-top containers, and dip tubes. Spray-and-

bake coatings can also be used for large units. How-

ever, great care must be taken to ensure that there is

proper hot air circulation in the oven.

1a. Dispersion. Polymer powder of 30–60 mm is

blended as a waterborne suspension. Often the

topcoat is unpigmented to prevent product con-

tamination. Fiberglass or carbon cloth-reinforced

PVDF coatings are frequently used for H2SO4

handling. Reinforced PFA coatings with wiremesh

and activated carbon are also used where perme-

ation control is a consideration.

2. Adhesive-Bonded Sheet Linings on Steel. Fabric-

backed sheets are bonded to steel vessel walls with

neoprene or epoxy-based adhesive. Because the adhe-

sive is the weak link, the maximum service tempera-

ture is lower than that for other fluoropolymer lining

technologies.Work can be performed in the shop or the

field. Joints are heat welded using a rod of the same

polymer as the sheets. Table 66.16 lists the range of

materials currently available for this lining system.The

success of this lining depends largely on the fabrication

quality. The ability to thermoform the head and flare

nozzles is critical.

Somevessels linedwith thismethod have been rated

to withstand full vacuum at ambient temperature. The

vacuum ratings may vary with vessel size. When used

for transport containers, the success rate for this system

has been good. Its success rate has been fair when used

for process vessels. This type of lining has been used

successfully in handling unstable sodium hypochlorite

in the chlorine destruct systems.

3. Rotolining on Steel. A steel vessel or component is

loaded with sufficient powdered fluoropolymer to cov-

er the lined area at the specified thickness. Openings

are covered, and then the piece is rotated in three

dimensions in an oven. The polymer melts and covers

the interior to form a seamless lining. Rotolining is a

relatively new process for fluoropolymers. Commonly

used resins are PVDF and ETFE. Due to a high rate of

shrinkage, PFA is used only for small sizes.

Thicknesses of 0.1–0.2 in. (2.54–5.1mm) are the

most common. The size of the coated piece is limited

by the oven size. The largest oven today is 8 ft (2.4m) in

diameter and 22 ft (6.7m) long.

Rotolining is very effective for sections of columns

and for components like complex piping where its use

allows eliminating flanged connections. It has been

used to line scrubbers and neutralization equipment

used to manufacture chlorofluorocarbons.

4. Loose Linings. Fluoropolymer sheets are welded into

lining shapes, folded, and slipped into the housing. The

lining is flared over the body and nozzle flanges to hold

it in place. The American Society of Machanical

Engineers (ASME) code allows weep holes to release

permeants. FEP, PFA, and modified PTFE have been

successfully used as loose linings.

TABLE 66.11. ASTM D1418 Classification of Elastomers

M: Saturated chain of polyethylene type

CSM: chlorosulfonated polyethylene (Hypalon�)

EPDM: terpolymer of ethylene, propylene, and

a diene (Nordel�)

FKM: fluoroelasters (e.g., Viton�, Kalrez�)

R: Unsaturated carbon type

CR: chloroprene (neoprene)

NBR: acrylonitrile butadiene (Nitrile, Buna N)

NR: natural rubber

SBR: styrene butadiene (Buna S)

IIR: isobutylene isoprene (Butyl)

CHR: chloro-isobutylene-isoprene (chloro-butyl)

U: Polyurethane rubbers

Q: Silicon- and oxygen-bearing rubbers

936 USING PLASTICS, ELASTOMERS, AND COMPOSITES FOR CORROSION CONTROL



 

TABLE 66.12. Chemical Resistance of Rubber Linings

Chemicals Remarks Neoprene

Soft

Natural

Rubber

Semihard and

Hard Rubber Butyl Hypalon

Acetic acid, dilute NR NR NR 150 NR

Acetic acid, glacial NR NR NR NR

Acetic anhydride NR NR NR

Acetone NR NR NR NR NR

Alum: ammonium 200 150 200 150 175

Alum: chrome 200 150 200

Alum: potassium 200 150 200 200

Aluminum chloride pH> 6 150 150 200 200 175

Aluminum fluoride 200 125

Aluminum hydroxide 200 150 200 185 150

Aluminum nitrate pH> 6.5 150 150 185 150

Aluminum sulfate 200 150 200 200 175

Ammonia: aqua 18–25% NR NR NR 150

Ammonia: gas (dry) NR NR NR NR NR

Ammonia thiocyanate

Ammonia water

(household ammonia)

NR NR NR 150 NR

Ammonium acetate, 10% pH> 6 NR 100 150 ID 100

Ammonium bifluoride

Ammonium bromide 100 175

Ammonium carbonate 150 150 185 185

Ammonium chloride pH> 6 180 150 200 200 175

Ammonium fluoride NR NR NR 150 ID

Ammonium hydroxide NR NR NR 150 NR

Ammonium nitrate pH> 6.5 200 100 150 200 175

Ammonium phosphate 150 125 200 150

Ammonium sulfate 200 150 200 185 175

Ammonium sulfide 100 150

Ammonium thiocyanate ID ID ID ID ID

Amyl alcohol 100 150 150

Aniline and aniline oil NR NR NR NR NR

Aniline hydrochloride NR NR NR ID ID

Aromatic hydrocarbons NR NR NR NR NR

Arsenic acid 125 150 150 150

Arsenous acid 150

Barium carbonate 150 100 200

Barium chloride pH> 6 175 150 200 185 200

Barium hydroxide 200 150 150 ID

Barium nitrate pH> 6.5 NR 200

Barium sulfate 200 100 200 200

Barium sulfide 150 175

Barium sulfite NR 150 200

Benzene (coal tar) NR NR NR NR NR

Benzine (gasoline type) NR NR NR NR NR

Benzoic acid 150 150 150

Black liquor (sulfate)

Bleach NR NR NR 100

Borax 200 150 200 200

Boric acid 200 150 200 185 200

Brine solution 200 150 200 200 200

Bromine NR NR NR NR NR

Butane NR NR NR NR NR

Butyl acetate NR NR NR NR NR

(continued )
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TABLE 66.12. (Continued )

Chemicals Remarks Neoprene

Soft

Natural

Rubber

Semihard and

Hard Rubber Butyl Hypalon

Butyl alcohol (butanol) NR 100 150 ID NR

Butyric acid NR NR 100 NR NR

Cadmium cyanide 150 100 150 150

Calcium acetate NR NR 150

Calcium bisulfate 150 150

Calcium bisulfite NR 100 150 120

Calcium bleach (Calcium

hypochlorite)

NR NR 125 125

Calcium carbonate 200 100 200

Calcium chloride pH> 6 175 150 200 185 200

Calcium hydroxide 200 150 175

Calcium hypochloride NR NR NR 125

Calcium nitrate pH> 6.5 200 150 200 185 200

Calcium oxide, dry 200 150 200

Calcium sulfate 150 150 200 175

Carbolic acid (phenol) NR NR NR 100 NR

Carbon bisulfide NR NR NR NR NR

Carbon dioxide (wet) 200 150 175 175 200

Carbon dioxide (dry) 200 150 175 175 200

Carbon tetrachloride NR NR NR NR NR

Carbonic acid 200 150 200 185 200

Castor oil ID ID 150

Caustic soda (Sodium hydroxide) 200 150 200 185 200

Chloracetic acid NR NR 100 120

Chlorinated hydrocarbons NR NR NR

Chlorine, dry NR NR SC NR NR

Chlorine, wet NR NR SC NR NR

Chlorine dioxide NR NR NR NR NR

Chromic acid NR NR NR NR 125

Citric acid 150 ID 150 ID 100

Copper carbonate 200

Copper chloride 100 185

Copper cyanide 125 150

Copper nitrate pH> 6.5 150 NR 150 185 150

Copper sulfate 200 150 150 185 200

Cottonseed oil NR NR NR 100 NR

Cresylic acid NR NR NR NR NR

Ethanol (Ethanol)a 100 100 100 100 ID

Ethers NR NR NR NR

Ethyl acetate NR NR NR NR

Ethyl alcohol (Ethanol)a 100 100 100 100 ID

Ethyl chloride NR NR NR NR NR

Ethylene glycol 100 100 200 185 150

Fatty acids NR NR NR NR NR

Ferric chloride pH> 6 85 150 200 185 100

Ferric hydroxide 100 150

Ferric nitrate pH> 6.5 NR 150 125

Ferric sulfate 150 200 185 125

Ferrous ammonium sulfate 200 150 200

Ferrous chloride pH> 6 100 200 185 175

Ferrous hydroxide 100 200

Ferrous nitrate 150

Ferrous sulfate 150 100 200 185 175

Fluoboric acid 100 150 200 125
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Chemicals Remarks Neoprene

Soft

Natural

Rubber

Semihard and

Hard Rubber Butyl Hypalon

Fluorine gas (wet) NR NR NR NR NR

Fluorine gas (dry) NR NR NR NR NR

Fluosilicic acid 100 150 200 185 125

Formaldehyde, 5% NR NR 150

Formaldehyde, 40% NR NR 150 125 NR

Formic acid NR NR NR 150 NR

Gasoline NR NR NR NR NR

Glauber’s salts (Sodium sulfate) 200 150 200 150 200

Glycerine 100 150

Hydrobromic acid NR 100 200 150 NR

Hydrochloric acid NR 150 200 NR NR

Hydrofluoric acid NR NR NR 150 NR

Hydrofluosilisic acid 100 100 200 185 125

Hydrogen peroxide NR NR NR NR NR

Hydrogen sulfide NR NR NR NR NR

Hydrogen sulfite, dry NR NR NR

Hydrogen sulfite, wet NR NR NR

“Hypo” photographic solution (Sodium thiosulfate) 100 150 200

Hypochlorous acid NR NR NR NR NR

Kerosene NR NR NR NR NR

Lacquer solvents NR NR NR NR NR

Lactic acid Pure 80 120 150 150 ID

Lead chloride pH> 6 200 100 150 150

Lead nitrate pH> 6.5 100 150

Lead sulfate 100 100 150 180 175

Lime, dry (Calcium oxide) 200 150 200

Lime, slaked (Calcium hydroxide) 200 150 175 180

Linseed oil NR NR NR 150

Lithium chloride pH> 6 200

Lye (Sodium hydroxide) 200 150 200 158 NR

Magnesium carbonate (Basic) 200 100 150

Magnesium chloride pH> 6 200 150 200 185 175

Magnesium citrate 150

Magnesium hydroxide 200 150 200 185 150

Magnesium nitrate pH> 6.5 200 150 200 185 150

Magnesium sulfate 200 150 200 185 175

Maleic acid

Malic acid ID NR 150 NR 80

Manganese ammonium sulfate

Manganese chloride

Manganese sulfate 200 150 150 180 175

Mercuric chloride pH> 6 NR 100 200 150 ID

Mercuric cyanide NR 100 150 150 ID

Mercuric nitrate 150 ID ID

Mercurous nitrate NR NR 150 ID ID

Methyl alcohol (Methanol)a ID 80 150 180 80

Methyl chloride NR NR NR NR NR

Mineral oils NR NR NR NR NR

Muriatic acid (Hydrochloric acid) NR 150 180 NR NR

Nickel acetate pH> 6 ID 100 200 150 125

Nickel ammonium sulfate

Nickel chloride pH> 6 200 150 200 150 175

Nickel nitrate pH> 6.5 100 100 200 ID 150

Nickel sulfate 200 150 200 185 200

(continued )
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Chemicals Remarks Neoprene

Soft

Natural

Rubber

Semihard and

Hard Rubber Butyl Hypalon

Niter (Potassium nitrate) 200 150 180 ID 200

pH> 6.5

Nitric acid, 5% NR NR NR 150 100

Nitric acid, 10% NR NR NR 125 NR

Nitric acid, 25% NR NR NR 100 NR

Nitric acid, 40% NR NR NR NR NR

Nitrous acid NR NR 150 NR

Oleic acid NR NR

Oleum (Fuming sulfuric acid) NR NR NR

Oxalic acid 150 NR 150 150 175

Palmitric acid NR NR NR

Paraffin NR

Perchloric acid (Dihydrate) NR NR NR ID NR

Peroxide bleach (Sodium perborate)

Petroleum oils, crude NR NR NR NR

Phenol (Carbolic acid) NR NR NR NR NR

Phosphoric acid, 85% (Over 85% use butyl) 150 150 200 185

Plating solution, brass 200

Plating solution, cadmium 200

Plating solution, chrome NR NR NR NR NR

Plating solution, copper 200

Plating solution, gold 200

Plating solution, lead 200

Plating solution, nickel 200

Plating splution, silver 200

Plating solution, tin 200

Plating solution, zinc 200

Potassium acetate pH> 6

Potassium acid sulfate

Potassium alum 200 150 200 180 200

Potassium aluminum sulfate (Alum) 150 200 175 200

Potassium antimonite 150

Potassium auricyanide 150 175

Potassium bicarbonate 200 100 180

Potassium bichromate pH> 6 150 NR NR

Potassium bisulfate 150 150 200 175

Potassium bisulfite NR NR 200 ID

Potassium borate 100 200

Potassium bromide 100 200

Potassium carbonate 200 100 200 200

Potassium chlorate 200 200

Potassium chloride pH> 6 150 150 200 180 200

Potassium chromate pH> 6 NR NR NR NR

Potassium cyanide 150 125 200 150 150

Potassium cyprocyanide 125 200

Potassium dichromate pH> 6 NR NR NR NR 175

Potassium ferricyanide NR 100 NR ID ID

Potassium hydroxide, 25% 220 150 200 185 NR

Potassium hydroxide saturated pH> 25% 220 150 150 NR

Potassium iodide pH> 6.5 150 200 150

Potassium nitrate pH> 6.5 200 150 180 180 200

Potassium nitrite pH> 6.5

Potassium oleate

Potassium permanganate pH> 7.0 NR 150 NR

TABLE 66.12. (Continued )
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Chemicals Remarks Neoprene

Soft

Natural

Rubber

Semihard and

Hard Rubber Butyl Hypalon

Potassium phosphate Mono-di- or 200 150 200 200

tribasic

Potassium salicylate 200

Potassium silicate 200 100 200

Potassium sulfate 200 150 200 105 200

Potassium sulfide 200 200

Potassium sulfite pH> 6 150 150 200

Potassium thiosulfate AMB 100 200

Propane NR NR NR NR NR

Propionic acid (dilute) NR NR

Propyl alcohol 100 150

Rochelle salts (Potassium

sodium tartrate)

100 200 200

Sludge acids

Soap solutions 100 180

Sodium acid sulfate

Sodium aluminum sulfate 200

Sodium antimonate 200

Sodium bicarbonate 200 100 200 200

Sodium bichromate pH> 6 150

Sodium bisulfate 170 150 200

Sodium bisulfite

Sodium borate 100 200

Sodium carbonate 200 150 200 200

Sodium chlorate

Sodium chloride pH> 6 200 150 200 185 200

Sodium cuprocyanide

Sodium cyanide 150 100 200 150

Sodium dichromate pH> 6 NR NR 150

Sodium ferricyanide NR 100 ID

Sodium fluoride NR NR

Sodium hydroxide, 25% 200 150 200 185 NR

Sodium hydroxide, saturated pH> 25% 200

Sodium hypochlorite pH> 9 NR NR NR 100

Sodium nitrate pH> 6.5 200 150 180 180 200

Sodium nitrite pH> 6.5 150

Sodium oeate

Sodium perborate 200 150 150

Sodium permanganate pH> 7.0 NR 200 NR

Sodium peroxide NR NR

Sodium phosphate Mono-di- or tribasic 200 150 200 185 200

Sodium salicylate 200

Sodium silicate 200 150 200

Sodium sulfate 200 150 200 150 200

Sodium sulfide 100 200

Sodium sulfite pH> 6 150 150 200 150 150

Sodium thiosulfate 150 200

Soft drink syrups and concentrates NR NR NR

Stannic chloride pH> 6 150 200 125

Stannous chloride pH> 6 NR 150 200 150

Stearic acid NR NR NR

Sulfate liquors

Sulfite liquors

Sulfur dioxide, wet 150

(continued )
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Loose linings are fabricated bymaking cylinders by

using butt fusion machines. Axial welding of the

cylinders is performed by hot air welding. Nozzles are

welded either by butt fusion or hot air welding. Flaring

of the nozzle is performed after the liner is inserted in

the housing.

Performance for loose linings has been fair in larger

vessels. For obvious reasons this system is not used for

vacuum service. Such linings have been used in service

with fluorobenzene.

5. Molded Linings. For components like pumps and

valves, melt-processible fluoropolymer linings are

often formed by transfer molding. Sizes are limited

by the capacity of the transfer molding equipment,

polymer rheology, and other factors.

Special molding technology is used to form PTFE

linings for components and piping. Although PTFE is

a thermoplastic, it is so viscous in the melt that

conventional molding techniques cannot be used. To

line components, the resin is pressed in housings,

usually by isostatic pressure applied by inflating rubber

tooling. The resulting “green form” is sintered at high

temperature so that it coalesces into a solid shape.

Isostatic molding is also used to form PTFE shapes

for pumps and other components. In most cases, these

shapes require machining to meet required tolerances.

Some PTFE pipe linings are formed by a paste

extrusionprocess.Theresin ismixedwithahydrocarbon

extrusionaidandextrudedas tubing.Theextrudedshape

is sintered to drive off the hydrocarbon and coalesce

Chemicals Remarks Neoprene

Soft

Natural

Rubber

Semihard and

Hard Rubber Butyl Hypalon

Sulfuric acid, 5% 180 100 185 185 175

Sulfuric acid, 25% 170 100 175 175 175

Sulfuric acid, 50% 75 NR 150 150 150

Sulfuric acid 75% NR NR NR NR

Sulfurous acid NR NR 200 150

Tannic acid 1D 100 150

Tartaric acid 100 150 200 175 125

Tin chloride Ph> 6

Trichloroethylene NR NR NR NR NR

Triethanolamine

Trisodium phosphate pH> 6 200 150

Turpentine NR NR NR NR NR

Urea

Urea ammonia liquor

Urec acid

Vegetable oils NR

Water, acid mine 150 100 150

Water, fresh 150 185 100

Water sea or salt 200 150 200 200 200

White liquor

Wood pulp and pulp liquors

Zinc acetate

Zinc chloride pH> 6 150 150 200 185 150

Zinc nitrate

Zinc sulfate 150 130 200 185 175

aNo harmfull impurities.

TABLE 66.13. General-Purpose, Thick Thermoplastic Sheet Liningsa

Material Forum Description

Polypropylene Rubber-backed sheet 0.060-in.-thick Polypro on 0.060 in. rubber

Plasticized PVC Sheet 1
16
in., 3

32
in and 3

16
in. thick

Unplasticized PVC on plasticized PVC Laminated sheet 0.085 in. thick

aRoot pass welding followed by capstrip covers is used.

TABLE 66.12. (Continued )
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TABLE 66.14. Fluoropolymer Physical Propertiesa

Property Test Method Units PTFE FEP PFA ETFE ECTFE PVDF

Tensile strength D638 psi� 1000 (MPa) 3–5 (21–35) 3.4 (23) 3.6 (25) 5.8–6.7(40–47) 4.2–4.3 (28.9–29.6) 6.8–8.0(46.9–55.2)

Elongation D638 % 300–500 325 300 150–300 200 50–250

Flexural modulus D790 psi� 1000 (MPa) 72 (500) 85 (600) 85 (600) 170 (1200) 240–245(1655–1689) 165–325(1138–2241)

Hardness D2240 Shore D 50–65 56 60 63–72 75 77

Melting point DTA, E-168 �F (�C) 621 (327) 500 (260) 582 (305) 473–512 (245–267) 464 (240) 320–338 (160–170)

Upper service temp. UL746B �F (�C) 500 (260) 400 (204) 500 (260) 300 (150) 300 (150) 275 (135)

Arkema sells PVDF as Kynar�.
aSources: DuPont (PTFE, FEP, PFA, ETFE) and Solvay Solexis (ECTFE, PVDF). DuPont sells PTFE, FEP, and PFA as Teflon� fluoropolymer resins and ETFE as Tefzel� fluoropolymer resin. Solvay Solexis

sells ECTFE as Halar� and PVDF as Hylar�.

9
4
3



 

the resin. Other processes for PTFE are ram extrusion

and tape-wrap, where layers of tape are built up on a

mandrel to the required thickness before sintering.

6. Dual Laminates. Structures are made of FRP built up

on fluoropolymer sheeting that serves as a lining.

Dual-laminate structures combine the technology

of fluoropolymer fabrication with the technology of

FRP (see Section G for self-supporting structures).

This lining is fabricated by machine and hand weld-

ing of fabric-backed fluoropolymer sheets like those

described above for adhesive-bonded and loose

linings. The fabric aids in bonding the sheeting to

the FRP.

Dual laminate construction involves fabricating

the thermoplastic shell using the welding techniques

described earlier for adhesive bonds and loose linings.

The FRP shell is then wound on the thermoplastic

structure followed by welding of the nozzles and an

FRP overlay on the joints.

Some commonly used liners are PVDF, ECTFE, ETFE,

FEP, and PFA.

TABLE 66.15. Chemical Resistance of Partially Fluorinated Fluoropolymer Manufacture Recommended

Maximum Service Temperature

(continued )
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Table 66.17 compares the five technologies of Fluoropo-

lymer lining.

G. SELF-SUPPORTING STRUCTURES:

PROCESS VESSELS, COLUMNS, AND PIPING

G1. Thermoplastics

The use of thermoplastic polymers in self-supporting struc-

tures is limited to piping. The exceptions are rotomolded

polyethylene and welded polypropylene tubs.Materials used

for piping are PVC, CPVC, PE, and PP. On rare occasions

PVDF piping is also encountered. These materials are

extruded for piping that is available up to 356mm (14 in.)

diameter.

G1.1. Design of Piping. Thermoplastic piping is designed

on the basis of the hydrostatic design basis (HDB), which

involves carrying out short-term burst tests at various pres-

sures and recording the time to failure. The stress versus time

to failure is extrapolated to an arbitrarily chosen long-term

TABLE 66.15. (Continued )

(continued )
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value called the HDB. A factor of safety is applied to

calculate the maximum allowable stress and pressure.

G1.2. Joining of Pipe. Joining of piping products such as

lengths and fittings is done by welding (for PE, PP, and

PVDF) and solvent cementing for PVC. Solvent converting is

a quick and easy way to join pipe lengths and fittings through

couplings. Welding requires qualified personnel using stan-

dardized industry practices.

G1.3. Welding of Thermoplastics. There are three principal

methods of welding thermoplastic materials. Welding is

needed to join piping ends on edges of sheet such as in lining:

Hot air (hand) welding

Extrusion welding

Butt fusion (hot plate or heated tool) welding

Flow fusion welding

Cap strip welding

TABLE 66.15. (Continued )
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Hot air and extrusion welding are similar except that

extrusion weld is used for sheets thicker than 1/8 in. In both

cases aweld rod is fused between the two sheets to be joined.

In the case of hot air welding the weld rod is manually

pressed in a V-groovewhile hot air or nitrogenmelts the skin

of the sheet and the rod. Sheet linings for fluoropolymers,

adhesively bonded, PP and PVC use this technique. In

extrusion welding the filler rod is extruded in the groove

by an extruding screw.

Butt fusion welding is most used for welding pipe ends of

both single- and double-wall piping. A special machine

capable of properly aligning the pipe ends and melting the

ends and pressing them together is used. This technique also

used for axial welds of sheets for linings. How fusion welding

is a variation of the butt fusion welding where a special

machine is used which melts and fuses the edges of sheets

together. This technique is used formaking longitudinalwelds

in loose fluoropolymer linings as well as dual-laminate liners.

TABLE 66.15. (Continued )
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Cap strip welding is used to cover hand welds in the

bonded linings (fluoropolymers, PVC, and PP) aswell as dual

laminate. It is similar to hand (hot gas) welding except a strip

is used instead of a rod.

Regardless of the welding technique used, successful

welds have the following in common: controlled heat input,

consistent and right level of pressure, and the time for

which heat and pressure are maintained. Figure 66.11

shows the schematic of a welding gun used for any free

hand welding including extrusion welding. Figure 66.12

shows how free hand welding is done using a gun and the

weld rod. Fluoropolymers are welded with an electric weld

gun using a speed welding tip. (Fig. 66.13). Figure 66.14

shows root pass welding followed by cap strip welding.

Currently the industry follows AWS (American Welding

Society) and DVS (German Welding Institute) standards

TABLE 66.15. (Continued )
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for weld quality and qualification. Following are some of

the standards used:

Weld qualification

DVS certification program per DVS 2212

AWS B 2.4 (2006)

Weld evaluation

DVS 2203 Part 5 (bend test)

DVS 2203 part 4 (tensile creep test)

AWS G 1.10M (2001)—visual examination

EN 12814-7, Tensile test with waisted test specimen

G1.4. Welded Vessels. Using the hand (hot gas) welding

techniques PP tubs are fabricated and are widely used for

pickling operations. By far the most commonly used vessels

are rotomolded PE (HDPE as well as crosslinked) per

ASTM D 1198. These are economical and find use in HCl

and H2O2 storage.

G2. Thermosetting Materials: FRP (RTP)

The bulk of self-supporting structures are made of reinforced

thermosetting materials commonly known as fiber-

reinforced plastics (FRPs or reinforced thermosetting plas-

tics (RTPs.) Resin constitutes the continuous phase (matrix)

and fibers (continuous or chopped strand as well as mat or

woven roving) form the reinforcement. Resin provides the

needed chemical resistancewhile the reinforcement provides

the needed mechanical and physical properties such as

strength, elongation, and insulation.

G2.1. Resins. The resins used are generally known as

polyesters. In reality, resins belong to the following broad

classifications:

Bisphenol A fumarate

Chlorendic anhydride

Epoxy vinyl esters

Epoxy Novalac–based vinyl esters

Modified vinyl esters

Furan

Table 66.18 shows the building blocks of these resins.

TABLE 66.15. (Continued )

TABLE 66.16. Permeation Rules of Thumb

Change Permeation

Voids in polymer + +
Polymer crystallinity * +
Polymer chain stiffness * +
Polymer interchain forces * +
Polymer temperature + +
Permeant size/shape * +
Permeant concentration + +
Polymer thickness * +
Permeant temperature + +
Voids in polymer * *
Permeant/polymer chemistry + Similarity +
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TABLE 66.17. Fluoropolymer Lining Systemsa

Lining System Lining Materials Maximum Size Design Limits Fabrication

Adhesive bonding Fabric-backed PVDF, PTFE,

FEP, ECTFE, PEA

No limit Pressure allowed. Full vacuum

only at ambient temperature.

Smallest nozzle is 2 in.

(51mm). Maximum

temperature limited by

adhesive, typically 275�F
(135�C)

Neoprene or epoxy adhesive,

sheets welded. Heads

thermoformed or welded

Dual laminate Same as adhesive bonding 12 ft (3.7m) dia. No pressure allowed. Vacuum

rating not determined

Linear fabricated on mandrel.

FRP built up over liner

Sprayed dispersion FEP, PFA, PFA w/mesh and

carbon, PVDF, PVDF w/glass

or carbon fabric

8 ft (2.4m) dia., 40 ft (12.2m)

length

Pressure allowed. Vacuum rating

not determined

Multicoat application. Each coat

is baked

Electrostatic

spray—powder

ETFE, FEP, PFA, ECTFE, PVDF 8 ft (2.4m) dia., 40 ft (12 .2m)

length

Pressure allowed. Vacuum rating

not determined

Multiple coats applied by

electrostatic spraying. Each

coat is baked

Rotolining ETFE, PVDF, ECTFE 8 ft (2.4m) dia., 22 ft (6.7m)

length

Pressure allowed. Vacuum rating

not determined

Rotationally molded

Isostatic molding,

paste extrusion

PTFE Pressure allowed. Vacuum rating

depends on lining thickness

PTFE performed under pressure

or paste extruded, then sintered

Loose lining FEP, PFA Determined by body flange Pressure allowed. No vacuum.

Gasketing required between

liner and flange face

Liner with nozzles hand or

machine welded

aNondestructive spark testing should be used, along with visual inspection for all systems except loose linings. Adhesive bonding can be done in the shop or field; other systems are shop only.
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Styrene is added to these resins as a reactive diluent.

Styrene serves two purposes: First, it helps in adjusting the

viscosity of the resin mix for ease of fabrication and, second,

it lowers the cost of the resin. The final structure is a

copolymer of styrene and the polyester resin.

Choice of resin will depend on chemical resistance,

temperature resistance, flexibility, and ease of fabrication.

Resin manufacturers routinely publish chemical resistance

information as well as mechanical properties. Bis A

fumarate resins offer the best resistance to caustic solutions

but lack the flexibility of modern resins. These resins were

the early workhorse in CPI and have been virtually replaced

by the more versatile vinyl ester resins which offer a variety

of combinations of chemical resistance, flexibility, high-

temperature resistance, and ease of fabrication. The

chlorendic anhydride family is principally used for chlo-

rine-handling applications while furans are used for solvent

resistance. Currently, vinyl ester resins account for the

largest number of applications in the CPI.

G2.2. Reinforcements. The FRP laminates are hetero-

geneous (i.e., the type and the amount of reinforcement

varies across the thickness.) The surface against the chemical

is reinforced by a glass or synthetic veil (polyester or carbon)

and is resin rich (90% resin, 10% glass). Next are two or four

layers of chopped strand mats with a somewhat lower resin/

glass ratio (70% resin). Together, the veil(s) and mats form

the corrosion barrier. The structural thickness that follows is

either by alternating layers of mat and woven roving known

as contact molding (hand layup) or continuous strand roving

FIGURE 66.11. Electrically heated welding gun.

FIGURE 66.12. Welding positions.

SELF-SUPPORTING STRUCTURES: PROCESS VESSELS, COLUMNS, AND PIPING 951



 

interspersed with uniaxial fabric and spray up (filament

wound construction). [see Figs. 66.15(a) and (b)].

G2.3. Other Additives. For fire retardancy, resins are bro-

minated. Antimony trioxide is also added.

G2.4. Curing Systems. There are three principal curing

systems used for FRP. Methyl ethyl ketone peroxide (MEKP)

is by far the most common. For higher crosslink density and

the consequent increase in chemical resistance, benzoyl

peroxide (BPO) with dimethylaniline (DMA) is used. For

thicker sections, where a slower cure is desired, cumine hydro

peroxide (CHP) is used.Curing refers to the resin crosslinking

process caused by free radicals formed by the curing agents.

Sometimes postcuring is required to increase the degree of

crosslinking which enhances the chemical resistance. Hard-

ness measurements by the Barcol tester or the acetone

sensitivity test measure the degree of crosslinking and the

chemical resistance.

G2.5. Selection of Resin and Laminate Composition. Se-

lection of resin is currently done by the ASTM C581 test.

It involves plotting the retained flexural strength of coupons

against time. The resin is accepted if the curve levels off at no

more than 50% reduction. Currently, efforts are underway to

develop enhanced resin selection techniques. Quite often,

the selection of resin and the laminate design is determined

by successful case histories in the industry or actual field

tests. Table. 66.19 indicates general chemical resistance of

FRP resins.

G2.6. Materials for Dual-Laminate Construction. Dual

laminate refers to FRP structure with a bonded thermoplastic

liner on the inside. The liner materials range from low-end

PVC through PP, PVDF (Kynar�), ECTFE (Halar�), ETFE

(Tefzel�), FEP (Teflon�), and PFA.When using the low-end

thermoplastics such as PVC and chlorinated polyvinyl

chloride, it is possible to use low-grade isophthalic polyester

resins. This practice is quite common in Europe and to a

lesser extent in Canada. In the United States, the cost of

standard vinyl ester resin is considered to be insignificant in

proportion to the total cost of the dual-laminate structure.

Additionally, the higher grade resin provides some protection

in the event of failure of the thermoplastic liner.

G2.7. Selection of Thermoplastic Liners. Selection of the

thermoplastic depends on the chemical and temperature

resistance required, weldability of the thermoplastic, and

cost. Dual laminates must be considered in conjunction with

FIGURE 66.13. Electric gun with speed welding tip.

FIGURE66.14. Root pass and cap stripwelding for fluoropolymer

lining.
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other alternatives such as metals and ceramics. Manufac-

turers of thermoplastics publish chemical resistance data.

In the event that testing is needed, dunk tests of thermo-

plastic materials are carried out for weight change and

retained mechanical properties. More appropriately labora-

tory (ASTM C868) or field blind flange tests should be

carried out. Loss of adhesion from FRP, color change,

embrittlement, and stability of welds should be examined.

G2.8. Design and Fabrication of FRP Vessels and Col-
umns. The FRP structures are designed on the basis of

operating condition temperatures and pressures (imposed as

well as hydrostatic) as well as other loads such as seismic,

wind, snow, attachedpiping, and agitator. Design is carried out

by established industrial practices and standards such as

ASTM D3299, D4097, RTP-1, and ASME Section X. Com-

plete design includes shell and head thicknesses, typeof heads,

joints for shell sections, nozzles to shell, and shell to heads.

Design of lifting, support lugs, and anchors is also included.

The FRP vessel fabrication is performed by one of the

following two techniques.

G2.8.1. Contact Molding (Hand Layup). This technique

involves sequential layup of layers saturated with resin on

FIGURE 66.15. Chemical resistant structural laminate: (a) Filament wound; (b) hand lay up.

TABLE 66.18. Building Blocks for FRP Resins

Generic Acid Glycol Unsaturated Acid Trade Namesa

ISO Orthophthalic Ethylene Fumaric Atlac 400

Isophthalic Propylene Maleic anhydride

Terephthalic Diethylene

Dipropylene

Neopentyl

Bis A furmarate Bisphenol A Ethylene oxide Fumaric acid Atlac� 382

Propylene oxide

Vinyl ester Bisphenol A Epichlorohydrinb Methacrylic acid Atlac 580

Derakane� 411

Hetron� 922

Epoxy Novoloc Vinyl Phenol formaldehyde Epichlorohydrinb Methacrylic acid Derakane� 470

Hetron� 970

Ester Chlorendic anhydride Chlorendic acid Ethylene oxide Maleic anhydride Hetron� 92

Propylene oxide

aAtlac� is a registered trade name of Reichhold Co. Hetron� and Derakane� are registered trade names of Ashland Chemical Co.
bNot a glycol.
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TABLE 66.19. Chemical Resistance of FRP

Bisphenol

A Epoxy,

Amine Cured

Bisphenol A Epoxy,

Anhydrous Cured

Bisphenol A

Vinyl Ester Novolac VE

Bisphenol A

Fumarate

Polyester

Chlorendic

Acid Polyester Furan

Isophthalic

Acid Polyester

Orthophthalic

Acid Polyester

Up to Temperature (�F) 120 210 120 210 120 210 120 210 120 210 120 210 120 210 120 180 120 150

Acetaldehyde N N N N N N R N N N N N R R N N N N

Acetaldehyde, aq. 40% N N N N N N N N N N N N R R N N N N

Acetic acid, glacial C N N N N N C N N N C N N N N N N N

Acetic acid, 20% (25) R C R C R R R R R R R R C C R N N N

Acetic acid, 80% C N N N C N R R N N N N N N N N N N

Acetic anhydride C N N N N N C N N N C N R R N N N N

Acetone, 10% N N N N N N R N N N N N N N N N N N

Adipic acid C N C N R N R N

Alocohol, ally1 N N N N N N N N N N N N N N N N

Alcohol, benzy1 C N N N N N C N N N N N R N N N N

Alcohol, buty1

(n-butanol)

C N C N C N R N N N N N R N N N N

Alcohol, buty1

(2-butanol)

C N N N C N R N N N N N R N N N N

Alcohol, ethy1 R C C N C N C N C N N N R R R N N N

Alcohol, hexy1 R C R C C N R C N N N N R N N N N

Alcohol, isopropy1

(2-propanol

R N C N R N R N N N N N R N N N N N

Alcohol, methy1 C N N N N N C N N N N N R R C N N N

Alcohol, propy1

(1-propanol)

R N R N C N R N N N N N R N N N N

Allyl chloride N N N N N N N N N N N N R R N N N N

Alum R C R C R R R R R R R R R R N N

Ammonia, gas C N C N C N C N N N N N R R R N N N

Ammonia, liquid N N N N N N N N N N N N N N N N

Ammonia, aq. 20% R N R N C N N N N N N N

Ammonium salts, except

fluoride,

R C R C R R R R R R R C R R R R R R

Ammonium fluoride,

25%

R N R N R N R N R N R N N N N N N N

Amyl acetate C N N N N N R N N N N N N N N N

Amyl chloride R N R N N N R N N N N N N N N N

Aniline N N N N N N N N N N N N R R N N N N

Aniline hydrochloride R N R N R N R N R N N N R R N N N N

Antimony trichloride R C N N R C R R R N N N

Aqua regia N N R N R N N N N N

Arsenic acid, 80% C N C N C N C N N N N N N

Aryl-sulfonic acid R R R R R R R R R R N N N N N N
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Barium salts R C R C R R R R R R R C R N R N N N

Beer R N C N R N N N N N N N N N R N N N

Beet sugar liquor R N R N R N R N R N

Benzaldehyde, 10% N N N N N N R N N N N N

Benzaldehyde, 10–100% N N N N N N N N N N N N R N N N N N

Benzene (benzoil) R N C N N N C N N N N N N N N N N N

Benzenesulfonicacid,10% R C R R R R R R R C R C R N R N N N

Benzenesulfonicacid,50% R N C N R N R N R R N N R N N N N N

Benzoic acid R R R R R R R R R R R R R R R N N N

Black liquor––paper R R R C R R R R R R N N N N

Bleach, 12.5% active

chlorine

C N C N R N R N R N N N N N N N N N

Bleach, 5.5% active

chlorine

C N C N R N R N R N N N N N R N N N

Borax R R R R R R R R R R R N R N R N N N

Boric acid R R R R R R R N R R N R N R N N N

Brine R R R N R R R N R N R N R N R R R N

Bromic acid, <50% C N N N R N R N N N N N

Bromine, liquid N N N N N N N N N N N N N N N N N N

Bromine, gas, 25% N N N N N N N N N N N N N N N N

Bromine, aq. C N N N R N R N

Butane R R R R R R R R R R R R R R R R R R

Butanetriol (erythriol) R C R R R C R N N N N

Butanediol N N R R N N N N R R N N N N

Butyl acetate C N N N N N N N

Butyl phenol N N N N N N N N N N N N N N N N

Butyric acid, <50% R R R R R R R R N N N N N R N N N N

Calcium salts, aq. R R R R R R R R R R R R R N N N

Calcium hypochlorite R N C N R N R N R N R N N N R N N N

Calcium hydroxide, 100% R R R R R R R R R N R N N N R N N N

Cane sugar laiquors R C R N R N R C

Carbon disulfide C N N N N N N N N N N N N N N N N N

Carbon dioxide R C C C R R R R R R R R R R R N N N

Carbon dioxide, aq. R C C C R R R R R N R R R R R N

Carbon monoxide R C R C R R R R R R R R R N R R R R

Carbon tetrachloride R N R N R N R N N N R N R R N N N N

Casein R R R R R R R R R R R R R R R R R R

Castor oil R N R N R N R N

Caustic potash (KOH) R N C N R N R N R N N N N N N N N N

Caustic soda (NaOH) R C C N R N R N R N N N N N N N N N

Chlorine, gas, dry R C R C R R R R R N R N R N N N

Chlorine, gas, wet N N N N R R R R R N R R N N N N

Chlorine, liquid N N N N N N N N N N N N N N N N N N

Chlorine, water C N C N R N R R C N C N N N N N

Chlorocetic acid R N R N R N R N N N N N N N N N N N

(continued )
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Chlorobenzene C N N N N N C N N N N N R R N N N N

Chloroform N N N N N N N N N N N N N N N N N N

Chlorosulfonic acid,

10%

N N N N N N N N N N N N N N N N N N

Chromic acid, 10% N N N N R N R N

Chromic acid, 30% N N N N N N N N N N R N N N N N N N

Chromic acid, 40% N N N N R N N N N N N N N N N N N N

Chromic acid, 50% N N N N N N N N N N R N N N N N N N

Citric acid R R R R R R R R R R R R R R R N N N

Coconut oil R R R N R N R R R N R N N N R N N N

Copper salts, aq. R R R R R R R R R R R R R R R R N N

Corn oil R R R C R C R R R N

Corn syrup R R R R R R R R R N N N R R N N

Cottonseed oil R R R R R R R R R N N N R R N N

Cresylic acid, 50% N N N N N N N N N N N N N N N N

Crude oil R R R R R R R R R N R R R R N N R N

Cyclohexane R N R N R N R N N N R N R N R R N N

Cyclohexanol R N R N R N R N R N R N N N N

Cyclohexanone N N N N N N N N N N N N

Diesel fuels R R R N R N R R R N R N R N R N C N

Diethyl amine N N N N N N N N N N N N R R N N N N

Dioctyl phthalate R R R C R N R R R N N N N N

Dioxane- 1,4 N N N N N N R R N N N N

Dimethylamine N N N N N N N N N N N N N N N N

Dimethyl formamide N N N N N N N N N N N N N N N N N N

Detergents, aq. R R R R R R R R R R R R R R N N

Dibutylphthalate R C R N R N R R R N N N R N N N N N

Dibutyl sebacate R N R N R N R N R R R R R R R R N N

Dichlorobenzene C N N N N N R N N N N N R R N N N N

Dichoroethylene N N N N N N N N N N N N N N N N

Ether (diethyl) C N N N N N N N N N N N N N N N

Ethyl halildes C N N N N N N N N N N N N N N N

Ethylene halibes N N N N N N N N N N N N N N N N

Ethylene glycol R R R R R R R R R R R R R R R R N N

Ethylene oxide N N N N N N N N N N N N R R N N N N

Fatty acids R C C R R R R R R R R R R R R R N N

Ferric salts R R R R R R R R R R R R R R R R N N

Fluorine, gas, dry N N N N N N N N N N N N R C N N N N

Fluorine, gas, wet N N N N N N N N N N N N N N N N

TABLE 66.19. (Continued )

Bisphenol

A Epoxy,

Amine Cured

Bisphenol A Epoxy,

Anhydrous Cured

Bisphenol A

Vinyl Ester Novolac VE

Bisphenol A

Fumarate

Polyester

Chlorendic

Acid Polyester Furan

Isophthalic

Acid Polyester

Orthophthalic

Acid Polyester

Up to Temperature (�F) 120 210 120 210 120 210 120 210 120 210 120 210 120 210 120 180 120 150
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Fluoroboric acid, 25% R R R R R R R R N N N N N N N N

Fluorosilicic acid, 10% C N C N R N R N N N N N R N N N N N

Formaldehyde C N C N R N R N N N R N R N R N N N

Formic acid C N C N N N C N N N N N N N N N N N

Freon, F11, F12, 113,

114

C N N N N N N N N N N N N N N N

Freon, F21, F22 C N N N N N N N N N N N N N N N

Fruit juices and pulps R C N N C N N N N N N N N N R N N N

Fuel oil R C R C R N R R N N R N R R R N R N

Furfural N N N N N N N N N N N N R R N N N N

Gas, natural, methane R N R N R N R N R N R N R R R N N N

Gasoline R C N N C N R C C N C N C N R N N N

Gelatin R N R N R N R C R N N N N N R N N N

Glycerine (glycerol) R R R R R R R R R N R N R R R N N N

Glycols R R R C R R R R R R R R R R R R N N

Glycolic acid C N C N C N C N R N R N R N R N N N

Green liquor-paper R N R N R N R N R N N N N N N N

Haptane R C R R R R R R R N R N R N R N N N

Hexane R N R N R N R N R N R N R N R N N N

Hydrobromic acid, 25% C N C N R N R N R N R N R N N N

Hydrochloric acid R C C N R R R R R R R R R N N N

Hydrofluoric acid, 10% R N R N R N R N N N N N N N C N N N

Hydrofluoric acid, 60% N N N N N N N N N N N N N N N N N N

Hydrofluoric acid, 100% N N N N N N N N N N N N N N N N N N

Hydrocyanic acid R N R R R N R N R N N N N N

Hydrogen peroxide, 50% N N N N N N N N N N N N N N N N

Hydrogen peroxide, 90% N N N N N N N N N N N N N N N N

Hydrogen sulfide, dry R R R R R R R R R N R R R R R N N N

Hydrazine N N N N N N N N N N N N N N N N N N

Hypochlorous acid, 10% N N N N N N R C N N N N N N N N N N

Jet fuel, JP4 and JP5 R R R N R N R N N N R N R N R N N N

Kerosene R N R N R N R N R N R N R R R N N N

Lactic acid, 25% R R R R R R R R R R R N R R R N N N

Lauric acid R R R R R R R R R R R R R N N N

Lauryl chloride R R R R R R R R R R R N R N N N

Lauryl sulfate R R R R R R R R R R R R R N R N N N

Lead salts R R R R R R R R R R R R R R R R N N

Linoletic acid R R R N R N R R R N R N R N N N

Linseed oil R R R R R R R R R N R R R N R N N N

Lithium salts R R R R R R R R R N R N R N R N N N

Lubricating oils R R R N R N R N R N R N R N R N N N

Machine oil R R R N R N R N R N R N R N R N N N

Magnesium salts R R R R R R R R R R R R R R R R N N

Maleic acid R R R R R N R R R N R N R N R N N N

Manganese sulfate R R R R R R R R R N R N R R R N N N

(continued )
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Mercuric salts R R R R R R R R R R R R R R R N N N

Mercury R R R R R R R R R R R R R N R R N N

Methane R R R R R R R R R R R R R R R R R R

Methyl acetate N N N N N N N N N N N N R N N N N N

Methyl bromide (gas) N N N N N N N N N N N N N N N N

Methyl cellosolve N N N N N N R N N N N N

Methyl chloride N N N N N N N N N N N N N N N N

Methyl chloroform N N N N N N N N N N N N N N N N

Methyl cyclohexanone N N N N N N N N N N N N N N N N N N

Methyl methacrylate N N N N N N N N N N N N N N N N

Methylene bromide N N N N N N N N N N N N N N N N N N

Methylene chloride N N N N N N N N N N N N N N N N N N

Methylene iodide N N N N N N N N N N N N N N N N N N

Milk R R R R R R R R N N N N N N R N N N

Mineral oil R R R R R R R R R N R N R N R N N N

Molasses R R R N R N R N R N R N N N R N N N

Monochlorobenzene N N N N N N C N N N N N R R N N N N

Monoethanolamine N N N N N N N N N N N N N N N N N N

Motor oil R R R R R R R R R R R R R R R R N N

Nephtha R R R N R N R R R N R N R N R N N N

Nephthalene R R R R R R R R R N N N R R R N N N

Nickel salts R R R R R R R R R R R R R R R R N N

Nitric acid, 0–20% C N N N R N R N N N R N N N N N N N

Nitric acid, 21–100% N N N N N N N N N N R N

Nitric acid, fuming N N N N N N N N N N N N N N N N N N

Nitrobenzene C N N N N N C N N N N N N N N N N N

Nitrous acid R N R N R N R N N N R N R R N N N N

Oleic acid R R R R R R R R R N R N R N N N

Oleum N N N N N N N N N N N N N N N N N N

Olive oil R R R R R R R R N N R N N N R N N N

Oxalic acid R R R R R R R R R R R R N R R N N

Ozone, gas, 5% C N C N R N R N N N N N N N N N

Palmitic acid, 10% R R R R R R R R R R R R R N R R N N

Palamitic acid, 70% R R R R R R R R R R R R R N R R N N

Paraffin R R R R R R R R R R R R R R R R R R

Pentane R N R N R N R N R N R N R N R N N N

Perchloric acid, 10% R C R C R N R N N N N N N N N N N N

Perchloric acid, 70% R C R C N N R N N N N N N N N N N N

Perchloroethylene R C R C N N R N N N N N N N N N

TABLE 66.19. (Continued )
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Petroleum, sour R R R R R R R R R N R R R R R N N N

Petroleum, refined R R R R R R R R R N R R R R R N R N

Phenol, 88% N N N N N N N N N N N N R N N N N N

Phenylcarbinol N N N N N N N N N N N N R N N N N

Phenylhydrazine N N N N N N N N N N N N N N N N

Phosphoric acid R C C R R R R R R R R R R R R C N N

Phosphorus, yellow N N N N N N N N N N N N N N N N N N

Phosphorus, red N N N N N N N N N N N N N N N N N N

Phosphorus trichloride N N N N N N N N N N N N N N N N N N

Phthalic acid R R R R R R R R R R R R R R

Potassium salts, aq. R R R R R R R R R R R R R R R R N N

Potassium

permanganate, 25%

C C C C R R R R R N R N R N N N

Propane R R R R R R R R R R R R R R R R R R

Propylene dichloride N N N N N N N N N N N N N N N N

Propylene glycol R R R R R R R R R N R N R R R N N N

Propylene oxide N N N N N N N N N N N N R R N N N N

Pyridine N N N N N N N N N N N N N N N N N N

Rayon coagulating bath R N R N R N R N R N R N N N

Sea water R R R R R R R R R N R N R N R R R N

Salicyclic acid R N R N R N R N R N R N R R R N N N

Sewage, residential R R C N C N R C N N C N N N R N C N

Silicic acid R R R R R R R R R R R R R N N N

Silicone oil R R R R R R R R R R R R R R N N

Silver salts R R R R R R R R R N R R R R R R N N

Soaps R R R R R R R R R R R R R N R R R N

Sodium hydroxide R C N N C N N N

Sodium salts, aq. except R C R C R R R R R R R R R R R R R N

Sodium chlorite, 10% R N R N R N R N

Sodium chlorate R R R R R R R R

Sodium dichromate, acid R R R R R R R R

Stanic chloride R R R R R R R R R N R N R R R N N N

Stanous chloride R R R R R R R R R R R R R R R R N N

Stearic acid R R R R R R R R R R R R R R R R N N

Sulfite liquor R R R C R R R R R N R N R N N N

Sulfur R N R N R N R R R N R N R N R N N N

Sugars, aq. R R R R R R R R R R N N R R R N

Sulfur dioxide, dry R R R R R R R R R R R R R R R R N N

Sulfur dioxide, wet C C C C R R R R R R R R R R R R N N

Sulfur trioxide, gas, dry R R R R R R R R N N N N N N

Sulfur trioxide, wet N N N N N N N N N N N N N N N N N N

Sulfuric acid, < 26% R C R N R R R R R N R N N N R N N N

Sulfuric acid, 26–80% C N C N R N R N N N R N N N N N N N

Sulfuric acid, 81–100% N N N N N N N N N N N N N N N N N N

Sulfurous acid, 10% R N R N R N R N N N R N N N N N N N

(continued )
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Tall oil R R R R R R R R R N R N R N R N N N

Tannic acid R R R R R R R R R R R R R R N N

Tartaric acid R R R R R R R R R R R R R R R R N N

Tetrachloroethane C N C N N N R N N N N N R R N N N N

Tetrahydrofuran N N N N N N N N N N N N N N N N N N

Thionyl chloride N N N N N N N N N N N N N N N N N N

Thread cutting oil R R R N R N R N R N R N R N R N N N

Terpineol R R R R R R R R R R R R R R N N

Toluene R C C N N N R N N N N N R R N N N N

Tributyl phosphate R N R N R N R N N N N N N N N N

Tricresyl phosphate R N R N R N R N N N N N N N N N

Trichloracetic acid C C C C R R R R R N N N N N N N

Trichloroethylene N N N N N N N N N N N N R N N N N N

Triethanolamine R N R N R N R N N N N N N N

Triethylamine R N C N R N R N N N N N

Turpentine R N R N R N R R N N R N N N N N

Urea, 50% R N R N R N R N R N R N R R R N N N

Urine R N R N R N R N R N R N R N R N N N

Vaseline R R R R R R R R R R R R R R R R R R

Vegetable oils R R R R R R R R R R R R R R R R R N

Vinegar R R R R R R R R R N R R R R R N N N

Vinyl acetate N N N N N N N N N N N N N N N N

Water, distilled R C C N R N R R R N R N R N R N N N

Water, fresh R C R N R R R R R N R N R N R R R N

Water, mine R R R N R R R R R N R N R N R N N N

Water salt R R R N R R R N R N R N R N R R R N

Water, tap R C R N R N R R R N R N R N R R R N

Whiskey R C R N R N R N N N N N N N R N N N

Wines R C R C R N R N N N N N N N R N N N

Xylene R N C N N N R N N N N N R R N N N N

Zinc salts R R R R R R R R R R R R R R R R N N

R=Generally resistant, N = generally not resistant, C = less resistant than R but still suitable for some conditions.
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a mandrel. A typical sequence is application of mold release

agent, polyester film, buildup of corrosion barrier (veil and

mat) followed by the structural thickness (mat and

woven roving). A pigmented final coat for ultraviolet (UV)

protection completes the fabrication. Contact molding is

used for complex shapes as well as simple cylindrical forms

such as tank shells. This process makes vessel heads, flanges,

nozzles, pads, and secondary bonds.

G2.8.2. Filament Wound. Filament winding consists of

using a winding machine on which resin-saturated continu-

ous-strand roving is applied. Wind angle varies from 54�

(considered to be ideal) to almost 90�. Structures wound

at higher angles usually require axial reinforcement.

The corrosion barrier is still made by the contact molding

process.

Filament-wound laminate is stronger than hand layup and

is easier and quicker to make. However, due to the absence of

continuous paths, hand layup laminate is more forgiving

of flaws.

G2.9. Design and Fabrication of FRP Piping. The FRP

piping is classified into two broad classes: custom made and

commodity (also known as off-the-shelf or machine made).

Custom-made piping is specified completely by the user.

Resin, cure system, composition of the corrosion barrier, and

so on, are determined by the user. Commodity piping is

designed by the manufacturer and sold as a product line with

trade names. Commodity piping usually has smaller corro-

sion barrier thicknesses and incorporates flexibilizing agents

for ease of fabrication. Usually the fittings are compression

molded with bulkmolding compound. For these reasons, it is

important to verify the chemical resistance of these products.

The design of FRP piping (both custom and commodity)

follows the same rules of HDB. For custom piping, the

maximum allowable stress is determined to be 1500 psi

(150 kg/cm2) per ASTM D2992. For commodity piping the

maximum allowable stress is 0.5–1.0 times the HDB deter-

mined per ASTM D2992 by the manufacturer by short- and

long-term tests. The factor 0.5 is used for static applications

and 1.0 for cyclic applications.

Table 66.20 shows a comparison of custom and commodity

piping.Assumingthatthelaminateisproperlychosen,failureof

FRP piping is mostly at the joints, particularly for commodity

piping.Theeconomicadvantagesofcommoditypipingmaybe

offset by a variety of joint problems. The result is that com-

modity piping is generally not used for severe service.

Some reasons for commodity piping joint failure are listed

below:

Contamination of joining surfaces

Excessive adhesive thickness

Inadequate cure of adhesives

Exceeding the pot life of adhesive

Exceeding the shelf life of adhesive

It is a common experience that more failures occur at field

joints than at shop joints.

H. SEALS AND GASKETS

Seals and gaskets are used for flange joints and mechanical

seals. Seals usually refer to nonflat sealing devices such as O

rings. Two broad classes of materials are used: elastomers

and fluoropolymers.

H1. Gaskets

Gaskets are classified in three broad categories: metallic,

semimetallic, and nonmetallic. Metallic gaskets are not

included in this chapter.

Semimetallic gaskets include envelope and spiral-wound

types. The envelope is always a fluoropolymer, usually

PTFE. The reinforcing can be metallic, elastomeric, or

composites. Spiral-wound gaskets are typically constructed

from metals incorporating a fluoropolymer material.

Nonmetallic gaskets usually include sheet gaskets.

Materials include elastomeric and thermoplastics. Elasto-

meric sheet gaskets are used either as plain sheets or scrim-

reinforced sheets. Commonly used thermoplastic gaskets

include expanded, filled, and virgin fluoropolymers. The

most frequently used fluoropolymer is PTFE. Fillers include

calcium sulfate, barium sulfate, and graphite. Each helps to

enhance creep performance of the gasket.

The success of a bolted flange connection using gaskets

depends on the right choice of gasket, type and quality of

mating flanges, and bolts used. Additionally, the right bolt

torque to achieve an appropriate level of gasket stress is very

TABLE 66.20. Comparison of Custom and Commodity Piping

Custom Commodity

Resin Large choice of resin Usually vinyl ester only

Manufacturing Filament wound or hand layup Centrifugal cast, filament wound

Corrosion barrier 100mils, min w/choice of veil Varies from 50mils. May not have a corrosion barrier

Joints Butt and wrapped Bell and spigot, socket

Fittings Filament wound or hand layup Compression molded
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important. The gasket stress needs to be adequate to achieve

proper seal yet not be so high that the flanges or the gasket are

damaged. In this regard there are two distinct approaches,

one for fluoropolymer gaskets and the other for others such as

the elastomeric gaskets.

Fluoropolymer gaskets require higher compressive

stress to achieve a seal. These materials also creep, which

results in stress relaxation. To maintain a leak-tight joint,

retorqueing after 24 h is necessary. The Pressure Vessel

Research Council (PVRC) has established guidelines

whereby fluoropolymer gaskets can be compressed to

achieve the tightness parameter required. Torque tables are

also published by the manufacturers of gaskets which show

torque values for pipe sizes for a given flange.

Elastomeric gaskets do not creep and require a much

lower level of preload to achieve a seal. Usually 20–25%

compression is adequate to achieve the required level of

tightness. Elastomeric gaskets are usually used on full-face

flanges and cannot be used on raised-face flanges.

H2. Seals

The word “seals” refers to compression molded T seals,

O rings, V rings, and U cups. High-performance elastomers

(fluoroelastomers) and PTFE are usually the materials of

choice for such seals where high temperatures and corrosive

or hazardous chemicals are involved. These are most com-

monly used in mechanical seals, valves, and pumps.

Design of the groove for the O ring is just as important as

the selection of the material. Proper groove design enables

optimum compression for a tight seal.

H3. Selection of Seals and Gaskets

Compression set (sometimes known as permanent set) is the

key data by which seals and gaskets are selected. These

numbers are, however, generated in air and cannot be trans-

lated to a situation where the seals and gaskets are exposed to

chemicals. The material is thus selected by immersing

coupons in chemicals under operating conditions and eval-

uating properties such as tensile strength, 100% modulus,

elongation, volume swell, weight gain, and hardness.

Combining this information with the compression set data

selection is made. Table 66.22 gives guidance on the possible

damage mechanisms based on the combination of property

changes.

Attempts are being made to expose gaskets and O rings

to chemicals while under compression using the apparatus

shown inFigure66.16.Multiple samples canbefitted between

the parallel plates such that exact compression is achieved.

The whole apparatus is immersed in the chemical.

Table 66.10B shows the chemical formulas for high-

performance rubber seals and gaskets. Tables 66.21A and

66.21B list their properties and general chemical resistance.

I. FAILURES AND FAILURE ANALYSIS

Failure of a unit is defined as a conditionwhere it is not able to

function due to some form of damage to the structure or the

internal or external surfaces. Failure is also defined as a

condition where the continued operation of the unit is likely

to lead to a release of a chemical or creating some form of

safety or environmental hazard. In either case the interaction

of the unit and the exposure forces have resulted in a

conditionwhichmakes it impossible for continued operation.

Under such conditions the unit has to be shut down and the

cause is investigated.

In general failures occur due to the following factors:

Improper selection—material, thickness, and fabrication

technique

Inadequate attention to supplier selection

Lack of quality assurance program during fabrication

Operating beyond the parameters

Permeation, cycling (pressure and temperature)

Absence of a condition assessment (in-service inspection)

program

Failure analysis is based on a methodology as well as data

on known polymer–chemical–stress interactions. Failure

analysis begins with visual observations of the part. These

observations are common to all materials and are listed in

Table 66.23 along with the possible causes. Specific failure

modes and damage mechanisms for FRP are listed in

Table 66.24 Following also are some specific manifestations

of failures of some other components:

Piping. Sagging or general deformation is due to inade-

quate pipe supports. This is particularly true for solid

thermoplastic piping such as PE, PP, and PVC. Leaky

joints in FRP—a frequently occurring problem—is

usually due to improperly made butt and wrap joint.

Lined piping, especially fluoropolymer piping, is sus-

ceptible to liner collapse due to temperature cycling.

Valves. The most commonly occurring problem in lined

valves is swelling of the liner leading to seizing of the

ball or plug. Swelling is caused by permeation and is

usually countered by a different type of valve. Butterfly

valves usually fail due to the elastomer backing being

attacked by the permeants. Swelling of the plate liner

becomes evident.

Hoses. The most common problem with hoses is the

failure of the end connection to the liner–carcass

assembly. Qualification of the assembler and rigid

quality assurance usually counters this problem.

Expansion Joints. Expansion joints fail due to exceeding

manufacturers’ limits on linear, bending, and torsional

movement. Tearing in the body of the joint results.
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If analysis beyond visual observation is needed, a variety

of tools are available. The methodology of correlating

such information to the failure mode is not very well

established.

The first step in the analysis is identification of the

polymer backbone, if it is not already known, through

infrared (IR) spectroscopy along with thermogravimetric

analysis and melting point determination where applicable.

TABLE 66.21A. Mechanical Properties of General Chemical Resistance of High-Performance Elastomer Sealing Materials

ASTM Designation FKM TFE/P FVMQ FFKM

Trade Namea Viton� Aflas� Fluorosilicone Kalrez�

Common Name Fluorinater

Hydrocarbon

PTFE/Polypropylene

Copolymer Fluorosilicone Perfluoroelastomer

Min. continuous-use temp (�F) � 20 to � 70 � 20 � 90 to � 112 � 36

Max. continuous-use temp(�F) 440 400–446 450 554–600

Tensile strength (� l03 psi) 0.5–3.0 2.0–3.2 0.5–l.4 0.5–l.5

Tensile modulus at 100% elongation 200–2000 900–2500 900 0.9–1.9� 103

Hardness (durometer) 50A–95A 60–100A 35A–80A 65A–95A

Compression set 9–16, 70h 25, 70h 17–25 22h 20–40, 70h

(ASTM D395,3%) at75�F at 200�F at 300�F at 70�F
Elongation % 100–500 50–400 100–480 60–170

aViton� and Kalrez� are trademarks of DuPont Dow. Aflas� is a trademark of the Green Tweed.

FIGURE 66.16. Apparatus for immersing seals and gaskets while under compression.
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For composite materials, a burnout test will define the

proportions of resin and reinforcement or filler.

Failed linings should be examined for loss of adhesion and

discoloration or other evidence of permeation and absorp-

tion. The contents of a blister can be removed for analysis

with a hypodermic needle. Useful nondestructive measure-

ments include hardness and spark testing. Measuring tensile

properties of a sample of the lining is an excellent means of

determining its condition.

Visual analysis is still themost useful method for studying

failures. Surface etching or cracking indicates that the poly-

mer has been chemically attacked. Swelling is evidence of

absorption of organics. How well the substrate surface was

prepared prior to lining can be determined by microscopic

examination of the back of the lining specimen.

After a failurehasbeenanalyzed, repairmaybeconsidered.

The degree of repair difficulty depends on the age and quality

of thematerialandtheseverityof thedamage.For linings,a test

patch should be spark and adhesion tested. If thermoplastic

welding is required, as for fluoropolymers, testing for weld-

ability isnecessary.DamagedFRPcanberepairedbyexposing

an undamaged surface and laying up new material.

J. CONDITION ASSESSMENT, FITNESS

FOR SERVICE AND REPAIRS

Condition assessment of polymeric materials in chemical

handling is an evolving field. Condition assessment implies

TABLE 66.22. Interpretation of Test Data Results

Root Cause of Property Damage

(a) (b) (c) (d) (e)

Property change

Process Medium

absorption

Extraction of

compound

ingredients

Medium attack

on filler system

Attack and degradation of crosslinks and/or

polymer backbone

Hardness Decrease Increase Usually decreases Increase (hard/brittle) Decrease (soft/gummy)

Volume Increase Decrease Increase Increase Increase

Tensile stress at break Decrease Increase Decrease Decrease Decrease

Modulus Decrease Increase Decrease Increase Decrease

Elongation at break Increase Decrease Increase Decrease Increase or decrease

Notes: 1. Dependent upon the elastomer compound, process media, and conditions, more than one of these phenomena may occur simultaneously.

2. Property changes (increase or decrease) represent trends often observed for most families of elastomers. There may be exceptions.

TABLE 66.21B. Mechanical Properties of General Chemical Resistance of Midperformance Elastomer Sealing Materials

ASTM Designation

Trade Namea

Common Name

EU

Adiprene

Polyurethane

CR

Neoprene

Polychloroprene

CSM

Hypalon�

Chlorosulfonated

Polyethylene

EPR

Nordel�

Ethylene Propylene

Min. continuous-use temp. (�F) – 65 – 80 – 65 – 75

Max. continuous-use temp. (�F) þ 250 þ 300 þ 275 þ 325

Tensile strength (�103 psi) 0.3–3.5 0.5–4.0 — 0.3–3.5

Tensile modulus at 100% elongation 100–3000 100–3000 450–500 100–3000

Hardness (durometer) 30A–90A 15A–95A 40A–100A 30A–90A

Compression set 20–60,70h 20–60h 38–80, 22h 20–60, 70h

at 212�F at 212�F at 212�F at 212�F
Elongation % 100–700 100–800 100–700 100–700

aHypalon� and Nordel� are trademarks of DuPont.

TABLE66.23. Visual Evidence of Failure andPossible Causes

Defect Possible Causes

Swelling Sorption, permeation

Blistering Permeation, localized polymerization

Discoloration Chemical reaction with additives, permeation

Cracking Stress cracking and environmental

stress cracking

Deformation Creep, stress overload

Debonding from

a substrate

Permeation and adhesion failure

Loss of thickness Chemical attack, abrasion

Spalling Lack of adhesion, thermal shock

Pinholes Lack of proper curing or coverage

General

degradation

Chemical attack—oxidative, hydrolysis,

de-crosslinking, depolymerization
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online monitoring and inspection/evaluation. In both these

areas tools and techniques that give measurable quantita-

tive results are rare and the end user is limited to a great deal

of visual observation and experiences in on-line monitor-

ing. Two systems have been evaluated one of which consists

of embedding probes at different thickness in the laminate.

The changing electrical resistance is measured at different

times. The second system consists of using a conductive

fabric in the laminate usually at the end of the corrosion

barrier. This conductive layer is connected to a measuring

device which measures the changing electrical resistance of

the corrosion barrier.

Nondestructive testing (NDT) techniques applicable to

metals, such as ultrasonics, radiography, magnetic parti-

cles, and eddy current, are not applicable for polymeric

materials. Acoustic emission testing has proved to be the

most effective for FRP. In many applications destructive

testing is used to assess the condition of the material.

Examples are pull testing of linings for loss of adhesion

and mechanical property retention of FRP and other struc-

tural materials. Destructive testing is usually carried out on

easily replaceable parts such as a manway cover, a blind

flange, or a pipe spool. Interpretation of such results for

remaining life prediction is done on the basis of experience.

Condition assessment for the purpose of determining the

fitness for service of a component consists of inspection of

the unit and recording the visual observations followed by

microscopic where appropriate. Where possible, other NDT

techniques are employed.

J1. FRP

Acoustic emission (AE) is used to determine the general

integrity of a vessel. This technique involves installing

sensors on the outside of the vessel and subjecting it to a

hydrostatic load. Resin or fiber breaks are detected as events

which are analyzed for type and intensity. Accurate locations

of the breaks are also possible. Repairs are carried out as

needed or the vessel is rerated for a lesser capacity.

Microwave probes have been used to detect blisters in

FRP structures with limited usefulness. Blisters containing

water in HCl storage vessels have been detected with good

confidence. For other type of damage more work needs to

be done.

Laser shearography offers great potential, but more work

needs to be done. This technique involves stressing the tank

either by internal pressure or by some other means and

observing the stress patterns of the structure by a laser

TABLE 66.24. FRP and Chemical Interaction

Chemical Appearance (Failure Mode) Nature of Interaction (Damage Mechanism)

Sodium

hydroxide

Swells, resin disappears Glass attack and hydrolysis (de-esterification) of

polymer backbone

HF Resin disappears Glass attack only (higher temperature may cause resin

attack?

HCL May turn greenish color, blisters, may become brittle Glass attack only (higher temperature may cause resin

attack?)

H2SO4 May turn reddish, blister depending on concentration,

>80% becomes black, swells

Oxidative attack of resin

NaOCl Resin disappears Oxidative attack of resin; glass attack and

hydrolysis (de-esterification) of polymer

backbone

HNO3 Resin disappears or reaction products Oxidative attack of resin

O3 Resin disappears Oxidative attack of resin

H2O2 Resin disappears Oxidative attack of resin

Chromic acid Severe cracking Oxidative attack of resin

DI water Blistering, severity depends on temperature Hydrolysis (de-esterification) of resin

Gasoline See comments for aliphatic solvents, below;

dependent on components and amount

Glass resin interface physical attack due to

permeation

Aliphatic

solvents

Swelling dependent on temperature and size of

molecule; Derakane 411 recommended up 160�F
for 100% hexane

Glass resin interface physical attack due to

permeation

Chlorobenzene Swelling leading to resin tearing (cracking)—

excessive weight gain

Glass resin in interface physical attack due to

permeation

Methanol Swelling leading to resin tearing (cracking)—

excessive weight gain

Glass resin interface physical attack due to permeation

Courtersy of Dupont Company.
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camera. Localized damaged areas are detected and repaired.

Although this technique is successfully used in FRP pressure

containers for the defense industry, it has not been evaluated

for chemical handling.

FRP damage is described at various levels starting with

visual descriptions (blisters, discoloration, cracking, chem-

ical attack, etc.) followed by determining whether the dam-

age is occurring to resin, glass, or the resin–glass interface.

Finally the nature of the chemical or physical interaction

between the laminate and the liquid being contained is

described (oxidative, hydrolysis etc). Table 66.23 describes

the current method of describing such interactions for some

commonly used chemicals.

Destructive testing of the FRP laminate is carried out in

an extreme case where visual or acoustic emission does not

yield satisfactory information. A blind flange or a manway

cover is chosen and is destructively tested for retained

mechanical properties, extent of permeation, and loss of

corrosion barrier.

FRP linings are inspected for blisters, spalling, cracking,

and discoloration. Retained adhesion to the steel substrate

is determined by a peel pull test. Corrosion of the substrate is

evaluated by ultrasonic testing from the outside.

Current generally accepted guidelines for the type and

frequency of internal examinations are as follows. However,

a better approach would be to use the risk-based inspection

strategy for FRP developed by the Materials Technology

Institute, St. Louis, Missouri.

All equipment should be inspected after one year of

operation:

After the first inspection: every 18 months for:

. Equipment handling severe chemicals (e.g., NaOCl,

HCl, HNO3, H2SO4)

. Equipment operating above 180�F

. Equipment handling abrasives

. Critical pieces (stacks, scrubbers, etc.)

. Dual-laminate structures

After the first inspection: every 36 months for:

. Storage vessels (50,000 gal and above) for waste

. Equipment for organic solvents

. Equipment operating over 150�F
After the first inspection: every 48 months for:

. Waste wells

. Agitated vessels

. Equipment subjected to high-temperature

differentials

Repairs of FRP are done after careful engineering eval-

uation for structural integrity followed by determination of

the required layup for strength and corrosion resistance.

A bond test for adhesion is essential as is proper cleaning

and decontamination.

J2. Thermoplastic Linings

Thermoplastic linings are mainly examined from the inside

of the vessel for tears, particularly in the welds if the liners

are of welded construction. Bulging and blisters are also

noted. Because these materials have high elongation and are

not generally subject to embrittlement, blisters and bulges

are not considered failures unless they interfere in the

functioning of the unit. Ultrasonic testing of the substrate

from the outside should be carried out when concerned with

corrosion of the substrate. Spark testing should be done only

as a last resort and that too at a reduced voltage. Attempts are

being developed to test the lining by helium leak test under

the lining with good promise.

Repairsof the liningsusually require someformofwelding.

Use of qualifiedwelders (AWSorDVS) and qualifiedwelding

procedures is essential. Equally importantly test for weldabil-

ityonausedsurface is important.Thisusually takes the formof

running a weld bead and pulling it to test its bond. Inadequate

bond may mean decontamination of the surface or relining.

J3. Elastomeric Linings

Rubber linings are subject to progressive hardening due to

exposure to certain acids. Organic solvents or wastewaters

containing organic solvents can soften these materials.

Internal examinations should look for surface cracking,

blistering, and hardening of the rubber. Spark testing is also

recommended.However, unless there is reason to believe that

there is a problem, it is best to leave the rubber lining alone. In

an extreme situation where the bond of the lining to the

substrate is in question, a peel pull test of the lining is

undertaken. Usually a manway cover is selected for the test

and a 1
2
-in.wide strip is pulled at 180� and the force to separate

is measured. The type of separation (adhesive, cohesive) is

noted. A break in the lining itself (cohesive failure)

is preferred. An arbitrary width of 10 lbf per lineal inch is

agreed upon as the minimum required bond strength.

Figure 66.17 shows a typical risk-based inspection logic

diagram for rubber lining in HCl service.

Repair of the rubber lining is relatively easy. After re-

moving the damaged rubber a fresh patch is applied and

chemically cured. Steam vulcanizing is not considered

necessary. Durometer hardness for an appropriate level of

hardness and spark test should be done.

K. ECONOMIC DATA

Tables 66.25A, B, and C provide guidelines for cost estima-

tion purposes.
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Flow Diagram & Decision Logic for Rubber Lining

START

Warranty

New Lining
or

Relining @
Vendor

Notes:

Lining of unknown age, when
inspected for the first time, should
be introduced at the appropriate
point in the chart.

Any + ve indication by spark testing
must be repaired immediately.

It is conceivable that the lining may
“jump” category, le, go from A to C
for example, It should then be
introduced at the appropriate point
in the chart.

This chart is only a guide.
Judgement may be needed on
an individual case basis.
Consult a specialist.

*The decision between reiine and major repair
is determined by the overall condition of
rubber and economic analysis of the options.
In and case. if the caracking is greater than 50%
of thickness, the car should be relined.
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No

No

No

No
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FIGURE 66.17. Flow diagram and decision logic for in-service inspection of rubber lining.
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TABLE 66.25A. Relative Installed Cost of Piping Systems

2-in. Piping 6-in. Piping

Carbon steel Sched. 40 welded A-53 seamless Grade B 1.00 1.00

Polypro Sched 80 screwed 1.05

PVC Sched. 80 glued 1.64 0.78

CPVC Sched. 80 glued 1.09

FRP (commodity) 1.53 1.42

FRP (custom) 1.91 1.81

Stainless steel 304 Sched, 10 1.51 1.11

Aluminum Sched 40–3003 0.82 0.89

Cast iron, flanged

Cast iron, bell and spigot

Rubber-lined steel 2.52 1.932

Polypro-lined steel 2.43 2.673

PVDF-lined steel 3.09 4.02

“Teflon” FEP-lined steel 4.15 5.57

“Teflon” TFE-lined steel

Glass-lined steel 4.43 5.27

Titanium––Sched. 5 5.95 9.31

Hastelloy Bor C 7.83

TABLE 66.25B. Comparison of Costs of Tanks; Steel vs. Lined Steel vs. FRP vs. 304 Stainless

Estimated Installed Cost, $ ft2

10M 20M 70M 70M 05M 305M

Material for Tanka GAL GAL GAL GAL GAL GAL

Carbon steel (C/S) 1/4 in. 17 13 17 14 16 16

C/S þ thin chemically cured lining (Plasite 7155 or Plasite 7122) 20 16 21 21 18 20

C/S þ thick heat cured lining (Plastic 3066) 21 17 23 23 20 22

C/S þ thick plastic lining (1/8 in. Ceilcote lining 74) 26 23 27 24 26 26

C/s þ thick elastomer lining (1/4 in. natural rubber) 28 24 23 30 32 32

Glass fiber-reinforced polyester (std. filament wound) 13 21

Type 304 stainless steel 45 33 25

aPlasite is a trademark of Plasite Corp.

TABLE 66.25C. Cost Estimate for Lining Tanks

Installed Cost, $/ft2

Lining Thickness Field Shop

1. Elastomeric sheet
. Natural rubber: soft natural,

semihard, triflex, chlorobutyl

1
4
in. 25–30 20–24

. Synthetic

Precured neoprene 1
4
in.

Spray applied hypalon 12–20mils 20–24 20–24

spray-applied neoprene 12–15mils

2. Fiberglass-reinforced vinyl ester

(spray or trowel applied)

Variable thicknesses (60–125mils) 30–34 25–30

3. Epoxy or phenolic spray-applied thin linings
. Chemically cured 10–12mils 20–24 18–20
. Heat cured 6–8mils
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L. CONCLUSION

Polymeric materials have proved to be very effective in

corrosion control. In many applications they are the only

acceptablematerials due to their chemical inertness.However,

developments in the area of accelerated testing and condition

assessment need to take place to meet the challenges of

increasingly stringent environment and safety restrictions.
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A. INTRODUCTION

The application of paint films to metal is the oldest means of

corrosion control and dates back to antiquity. Not until the

second quarter of the twentieth century, however, was the

role of such paint films understood and their mechanism of

protection suitably categorized in terms of corrosion science.

Up until that time, it was assumed that protection with paint

films was based simply on insulation of the metal from

the corrosive environment, specifically water and oxygen,

thereby depriving the cathode reaction of fuel. Although

certain pigments, such as red lead, had long been known and

valued for enhancing the protection of iron and steel, the role

of such inhibitors remained ill defined.

The fallacy of the insulation assumption was revealed in

the late 1940s. Researchers determined that most practical

paint films (including those known to provide protection in

the field) allowed far more moisture (and, in most instances,

more oxygen) through their continuum to the metal than

those levels of such reactants that would be necessary to

sustain the cathode reaction (Table 67.1) [1, 2].

During this same period, the introduction of new anticor-

rosive pigments (such as zinc potassium chromate) and

tentative experiments with high loaded zinc (rich) primers

fulfilled predictable enhancements in protection and these

advances gradually led to a more organized understanding of

control by coatings in terms of corrosion science [3, 4].

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.

†Retired.
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B. FUNDAMENTAL MECHANISMS OF

CORROSION CONTROL BY COATINGS

Corrosion control by coatings may be subclassified into

control by any of three (possibly four) techniques [5]:

1. Barrier coatings that protect by one or more of two

mechanisms:

a. Resistance inhibition: the paint film acting as an

ionicfilter andensuring that anymoisture accessing

themetal through the paint film continuum is, at the

paint film–metal interface, of a sufficiently high

electrical resistance to mitigate current transfer

between anodic and cathodic sites [1, 2, 6].

b. Oxygen deprivation: where suitably formulated

paint films are able to exclude sufficient

oxygen from the metal to impede the cathodic

reaction [7–10].

2. Cathodic protection, wherein the paint film protects a

metal substrate by preventing current discharge from

the metal to the environment [11, 12]. This effect is

accomplished by applying to the metal a film pigmen-

ted with a more anodic metal (usually zinc, for protect-

ing iron and steel). Loadings of the anodic zinc dust

pigment must be high enough to ensure a continuous

current flow through the film itself and across the

interface [11, 13] (i.e., between anodic film and ca-

thodic metal substrate). All discharge occurs at the

paint film, and as long as the conductivity of the model

is sufficient to just sustain current flow from the film to

the environment, the steel remains protected.

3. Inhibitive primers that control corrosion by modifying

the interfacial (primer/metal) environment so that

passivation (or inhibition) of the substrate metal may

be achieved and maintained [14, 15]. In this case, the

design device of the formulation encourages moisture

access into the film, so that soluble inhibiting moieties

supplied from the coating film may be carried to the

metal where they may stimulate the establishment of

passive (or inhibitive) films.

Each design device dictates its own requirements in terms

of the necessary formulatory response (the selection and

apportionment of desired pigments, binders, additives, and

solvents). These responses are generally quite specific,

and formulatory approaches toward optimized corrosion

resistance via any one mechanism may be entirely incom-

patible with (even counterproductive to) approaches neces-

sary for protection via a second mechanism. The use of

hydrophilic inhibitive pigments in barrier primers, for ex-

ample, is quite counterproductive. In addition, the formula-

tion of primer coats, intermediates, and finishes that are used

together to make composite paint systems may or may not

themselves have conflicting requirements.

We now review each of the three types of coatings in more

detail.

C. BARRIER COATINGS

Whether protecting by resistance inhibition or oxygen dep-

rivation (Fig. 67.1), the fundamental requirements of the

barrier systemare that the coating should (1) be impermeable

to ionic moieties [6, 7, 15] and, if possible, to oxygen [7–9,

16] and (2) maintain adhesion (to the metal) under wet

service conditions [17, 18]. As noted above, sufficient

TABLE 67.1. Transmission of Water and Oxygen through Protective Coating Films

g of Water/m2/day mL of Oxygen/m2/day

25mm film 100mm film @85% RH,

@95% RH and 38�C 23�C and 1 atmos O2

Threshold quantity of water necessary

to support corrosion rate of 70mg

Fe/cm2/yeara

0.93

Chlorinated rubber primer 20� 3 30� 7 Chlorinated rubber primer

Chlorinated polymer 26� 5 33� 2 Chlorinated polymer

Coal tar epoxy 30� 1 213� 38 Coal tar epoxy

Aluminized epoxy mastic 42� 6 110� 37 Aluminized epoxy mastic

575 Threshold quantity of oxygen

necessary to support corrosion

rate of 70mg Fe/cm2/yeara

Titanium dioxide pigmented alkyd 258� 6 595� 49 Titanium dioxide pigmented alkyd

Red lead/linseed oil primer 214� 3 734� 42 Red lead/linseed oil primer

aCorrosion rate of unprotected mild steel in typical industrial environment (Motherwell and Sheffield, U.K.).

Data from J. C. Hudson, The Corrosion of Iron and Steel, Chapman and Hall, London, 1940, p. 66.
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impermeability to water is not possible except in very thick

films (>20 dry mils). Impermeability to ionic solutions and

oxygen is an entirely more practical objective, however, and

this factor is thought to be rate determining for corrosion

beneath barrier films. Permeability of the film to water is

generally thought to have greater direct consequence on

deadhesion, leading subsequently to corrosion.

C1. Binders for Barrier Coatings

C1.1. Thermoplastic Binders. Impermeability is ensured

primarily by the molecular structure of the binder [19,

20], although the selection of pigments and other compo-

nents of the coating (volatiles as well as nonvolatiles) can be

critical [21, 22]. Dense, molecularly tight films (thermoset-

ting films of uniform high crosslink density or relatively

crystalline thermoplastics) that are hydrophobic and give

optimized resistance to the ingress of water, oxygen, and

ionic material are the preferred binders.

High-molecular-weight hydrocarbons, particularly halo-

genated species (fluoropolymers, polyvinyl chloride, etc.),

are particularly suited to this employment. Unfortunately,

because of the high crystallinity of these systems, the poly-

mers are not soluble in conventional solvent systems, and,

where they are, the low concentration of the polymer at

practical solution viscosities excludes their use in many

applicationswhere restrictions apply to the amount of solvent

whichmay be employed. Their use in the form of dispersions

fromwater and as powder coatings has beenwidely practiced

in coil coatings, container coatings, and so on, although these

systems cannot readily be employed in field applications

because of thermal curing requirements.

Such is the cohesive strength of many of these polymers

(e.g., polyvinyl chloride) that adhesion under conditions of

field-applied stress may be tentative unless the polymer is

suitably modified. At some compromise with performance,

chemically engineered modifications to the polymer (plas-

ticization, copolymerization, introduction of carboxylic

acid groups, etc.) and reductions in molecular weight im-

prove both solubility and adhesion. These modifications

enable coatings based on such polymers to be applied as

lacquers and dried in the field by evaporation of the solvent

carrier. Nevertheless, these systems often fail to satisfy

modern environmental requirements that limit the amount

of volatile solvents in the coating. Additional difficulties

with chlorinated polymers are related to the propensity of

such materials to undergo heat- and light-induced dehydro-

chlorination, producing HCl and chlorides at the substrate

that effectively short circuit the barrier properties of the

film. Finally, solvent retention in applied thermoplastic

lacquers may adversely affect the impermeability of the

film to water, where retained solvents are hydrophilic.

Such hydrophilic solvent entrapment will reduce the glass

transition temperature Tg and may induce osmotic blistering

failure.

C1.2. Thermosetting Binders. In consequence of all these

things, with the possible exception of high build bituminous

cutbacks, most modern barrier systems are based on ther-

mosetting polymers (epoxies, polyesters, vinyl esters, and

polyurethanes) [4]. These take the form of two-pack systems

that are polymerized in situ from low-molecular-weight

oligomeric and monomeric precursors or single-pack

thermosets (epoxy/phenolics, amino formaldehyde resin

crosslinked acrylics, etc.) applied as premixed systems and

polymerized by baking after application. Single-pack,

thermally cured, thermosetting powder coatings may also

be used, where practical, although the corrosion resistance

FIGURE 67.1. Corrosion control by barrier coatings.
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properties of these systems are often poorer than their two-

pack, solvent-based counterparts.

All of these systems allow the deposition of higher solids,

environmentally more desirable films of much higher thick-

ness than is possible with the thermoplastics. With many of

these systems, simultaneous control over cure kinetics and

solvent release allows for enhanced adhesion and imperme-

ability as does polymer structure (the presence of polar

groups) and the mechanism of cure, that is, polymerization

after (but not before) application. Some systems (vinyl esters,

unsaturated polyesters), as well as those binders crosslinking

via condensation-type polymerization mechanisms (pheno-

lics and other formaldehyde-based systems), exhibit high

internal stress from shrinkage on polymerization (especially

when applied at excessive film thicknesses) and this may be

disadvantageous to sustained adhesion [23, 24]. Epoxies,

however, curing by addition polymerization, shrink less and

exhibit much improved adhesion, making very valuable

binders for barrier coatings. Some thermosets (epoxies and

polyurethanes) are modifiedwith crude, highly hydrophobic,

bituminous-based thermoplastics (coal tar resins) and give

adhesive and highly impermeable multicoat systems for

optimum performance under immersion and below grade

service [4, 25].

With all of these thermosets, as with the prepolymerized

thermoplastics, design objectives are to create a dense hy-

drophobic molecular matrix through which the transport of

water and oxygen is minimized and that of ionic species is

entirely prevented [26, 27]. These requirements are at best

satisfied by polymeric films having high uniform crosslink

density, high Tg, and molecular structures that are either

nonpolar or derived from non-water-attracting moieties [28].

Mayne and coworkers [29, 30] showed that in thin barrier

films ionic ingress to the substrate occurs at areas of low

crosslink density (in otherwise high-crosslink-density films)

and it is at these sites of reduced crosslink density that

corrosion is initiated. In film areas having high crosslink

density, the film picks up only water.

C2. Pigments for Barrier Films

In practical paint films, it may be anticipated that the transfer

of both water and ionic solutions into the film is also favored

by the presence of other hydrophilic components (pigments

and additives with high water solubility, solvents with high

water miscibility). These materials should be excluded from

the formulation. Pigments, as well as other components

(additives, etc.), should be selected so as to enhance hydro-

phobicity. Wherever possible, adhesion across pigmentary/

binder interfaces should also be maximized and pigment

flocculation minimized. Impermeability is enhanced by the

use of flat platey pigmentations, especially aluminum flake,

glass flake, stainless steel flake, and micaceous iron oxide. In

wet films, these pigmentations orient themselves parallel to

the substrate and both laterally reinforce the film and present

a more tortuous path for the penetration of any corrosive

agent through the film [20]. Pigmentation levels for barrier

coatings are less critical than are pigmentation levels for zinc

and inhibitive based primers, being normally much lower

(see Fig. 67.2). Excessive pigmentation levels should be

avoided, especially where the metallic pigmentation is ca-

thodic to the metal substrate. This maintains the electrical

resistance of the film and prevents pitting at uncoated pin-

holes, which act as anodes.

FIGURE 67.2. Pigment volume criteria for classes of anticorrosive coatings.
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C3. Solvent Systems for Barrier Films

Solvent systems should be designed so that lateral orientation

of the pigment in the film is optimized but so hydrophilic

solvents evaporate and diffuse from the film rapidly, if

possible, before cure is complete and certainly before the

film is put into service. Slow solvents that readily wet the

substrate and provide enoughmotility in thewet film to allow

the flat, platelike, barrier pigments to settle flat against the

substrate are to be preferred. However, slow-drying hydro-

philic solvents, especially those having high affinity for the

binder or those which have nonplanar complex structures,

tend to be held within the drying film for long periods. They

may, in service, attract water into the film osmotically,

reducing the electrical resistance of the interfacial area and

leading to blistering. The presence of water and/or associa-

tions of solvent and water within the film tend to plasticize

and swell the film, reducing Tg and thereby facilitating the

ingress of additional water. This causes further decrease in

Tg. Optimally, therefore, high-boiling solvents that are last to

leave the film should be hydrophobic, free of functional

groups, and planar in structure. Here, some compromise

with possible conflicting requirements, such as binder sol-

ubility and the need for defect-free films, may be necessary.

Care should also be taken in the selection of nonvolatile

additives (pigment dispersants, surfactants, thixotropes, and

flow control agents) as many of these materials may be

excessively hydrophilic.

C4. Wet Adhesion

It has been noted that corrosion beneath a barrier film can

begin only after deadhesion has taken place, and if adhesion

can be maintained under wet service conditions, then pro-

tection is assured [31]. Adhesion is also optimized by

polymer design. Most coatings must rely on secondary

valency bonding for adhesion. A limited number of polymer

types form primary valency bonds with the metal. In both

cases, adhesionmay be optimizedwhen the polymeric binder

is richly endowed with polar groups (hydroxyls, carboxylic

acid groups, etc.) on their molecule. It is because of this that

epoxies, alkyds, and polyesters show their characteristic high

levels of adhesion to metals. These groups readily associate

with metal oxide groups on the exposed metal surface.

In designing systems for optimized impermeability and

maximized adhesion, there is some dichotomy of pur-

pose [31, 32]. As noted above, those polymers bearing polar

groups that encourage adhesion (hydroxyls, carboxylic acid

groups) tend to be hydrophilic and attract water into the film.

Polar ester groups (e.g., in alkyds and other oxidizing sys-

tems) and, to a lesser extent, amide groups (urethanes) are

also vulnerable to alkali-induced hydrolytic cleavage and

may in consequence be attacked by alkalinity developed at

the cathodes of corrosion cells. The effect is seen in the

peripheral areas around corrosion spots and breaks in these

sensitive films in service, where both cohesive loss (via

saponification) and adhesive loss at the coating–metal inter-

face will result.

The dichotomy of need for increased adhesion and min-

imized water takeup and alkali resistance is resolved to some

extent by the use of multicoat systems. Here adhesion

becomes of primary importance in barrier primers (perhaps

at some compromise to maximized impermeability) while

impermeability (and the use of less polar components)

becomes paramount in barrier-type finish coats [28]. Adhe-

sion of topcoats to primers is, if recoating is done soon after

priming, more readily secured than is the adhesion of the

organic primer to the metal substrate. Ester group sensitivity

is best resolved by avoiding polymers based on these types of

binders or at least in seeking tomaximize alkali resistance via

the selection of polymers with suitable polymeric architec-

ture. Not all ester-based coatings have the same degree of

vulnerability to hydrolysis as do alkyds and oxidizing sys-

tems. Polyesters, vinyl esters, and ester-based polymers

prepared from polyols bearing no hydrogen on the carbon

atom that is beta to the hydroxyl are very often quite resistant

enough for successful service in alkaline environments.

If the hydroxyl group of a barrier coating binder is bound

to a relatively rigid polymeric backbone, molecular mo-

bility after cure is much reduced. Optimally, the hydroxyls

in the interfacial layer of the primer would orient them-

selves against the metal (associating with metal oxides on

the substrate) so that they are less available for hydration,

and the substrate is therefore more protected. Moreover,

such rigid systems are molecularly too fixed to facilitate

readily the transfer of water to the substrate because of the

reduced kinetic energy of the molecule [32]. The oppor-

tunity available for access of water to the substrate is

therefore limited.

On the other hand, during application and wetting (while

the paint film is still heavily solvated) the same hydrophilic

groups should display high mobility so that substrate wetting

is maximized and molecular orientation with available metal

oxide groups on the surface of the metal is favorably en-

hanced. Thus, barrier film binder design is optimized in

systems having high molecular mobility in the wet stage but

high immobility when the film is cured. These characteristics

may be maximized where low-molecular-weight polar

monomers and oligomers are applied in wet films that may

soak into the substrate before converting to high Tg films of

limited mobility after cure [33].

C5. Effects of Structure on Oxygen

Impermeability

It has been shown that polymers rich in hydroxyls have

greater impermeability to oxygen than do nonpolar poly-

mers [19, 20]. As the control of oxygen transport would
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appear more readily achievable in practical systems than the

control of water transport, it may be argued that the presence

of hydroxyl groups is not entirely incompatible with good

corrosion control where oxygen deprivation is the desired

mechanism.

C6. Film Thickness

One of the most effective strategies by which good barrier

protection may be assured is found in the application of

additional thicknesses of paint. This may be done as high-

build single-coat applications, as are often employed in

protection of buried structures with bituminous cutbacks, or

more effectively in multicoat systems. In the latter case,

finish coats applied over primers and primer/intermediate

coat combinations render additional service, that is, either

enhanced impermeability (coal tar epoxies) or for other

reasons (e.g., light-stable aliphatic urethanes over high-build

epoxy primers for improved weathering resistance). As film

thicknesses increase, so the transfer of moisture, oxygen, and

ionic species to the substrate is greatly diminished, if not the

absorption of such penetrants into the film.

High film thicknesses may be one of the primary defenses

for corrosion where engineering structures must be buried

or subject to long-term immersion. In these applications,

coatings are often used in tandem with cathodic protection

systems, and the coatings effectively reduce the area of the

exposed metal requiring cathodic protection. Thus, cathodic

protection current requirements are lowered. In these sys-

tems especially, high levels of alkali resistance are necessary

if adhesion of the coating is to bemaintainedwhile the coated

metal remains under cathodic protection.

Light-stable barrier finishes that are resistant to ultraviolet

light (UV)–induced changes (degradation) in the mechanical

properties of the film also prevent gloss loss, microcracking,

and other age-related film defects, which lead to reduced

long-term corrosion resistance of the total system.

Multicoats have practical advantages over single coats in

that the superimposition of several films does much to

eliminate the possibility that pinholes, holidays, and mis-

applications of single coats may allow direct access of the

environment to the metal. It is statistically unlikely that holes

in one coat will coincide with similar faults in the next,

although pinholes can telegraph through two coats.

Perhaps, more importantly, certainly with thermosetting

(chemically curing systems) internal stress development on

drying, arising from solvent release and/or from polymeri-

zation, will increase as film thickness increases [24, 34].

The stress produced by the conversion of thick films (even

strongly adherent epoxies) is capable of overcoming the

adhesion of the coating, even over abrasive blasted surfaces.

In less extreme cases, residual internal strain left in a coating

after curingwill inevitably reduce the amount of tensile stress

from other sources (service stresses, thermal stresses on

cooling, etc.) that the film is able to withstand before under-

going brittle failure (either cracking or delaminating) at some

later epoch in the life of the system. These untoward stress

conditions may be ameliorated by reducing the amount of

film applied in any single coat [24]. Flat, platelike pigments

also tend to reduce the amount of internal stress buildup in

coating films [23]. These considerations become singularly

more critical when the original adhesion of the coating to the

metal is in any way compromised. This is one of the primary

motivations for metal scarification and the establishment of a

viable anchor pattern before the primer is applied. On smooth

surfaces (particularly thin gauged substrates where flexing

and thermal distortions are maximized), high film thick-

nesses should not be applied. In these cases (coil coatings,

aircraft skins, container coatings, etc.) thin-film systems

based on barrier primers (or inhibitive primers) are preferred

to high-build barrier systems.

D. SACRIFICIAL COATINGS

Perhaps the most effective corrosion control coatings are the

zinc-rich primers [12, 35, 36]. As this type of composition

requires intimate contact with the steel being protected, these

coatings are used exclusively as primers and, although many

types are self-recoatable, they can never be employed over

other types of coatings. Protecting steel cathodically

(Fig. 67.3), these primers require high volumes of zinc

pigment in order to ensure an electrical pathway across the

film (the anode of the artificial galvanic cell) as well as

between the film and the substrate (the cathode). The zinc

pigment employed in these coatings is in the form of a

spherical dust of between 3 and 20mm in diameter (usually

�7mm).Contact necessary tomaintain current transfer is thus

tangential (Fig. 67.4) between individual spheres of pigment

and between the particles of pigment and the metal surface.

In order to sustain the electrical continuity requirements

of the primer, the spherical zinc dust particlesmust be packed

sufficiently close together to ensure this contact [11]. This

configuration allows for little binder, and formulations are

quite critical in order to maintain electrical conductivity

without depriving the film of the level of binder necessary

to maintain adhesion and acceptable physical properties.

Two fundamentally different classes of zinc-rich primer

have been developed, the organic zinc-rich primer and the

inorganic zinc-rich primer [36].

D1. Organic Zinc-Rich Primers

Organic zinc-rich primers are based on a variety of resin

systems, including epoxy/polyamides, high-molecular-

weight linear epoxies, moisture-cured urethanes, high-

styrene resins, chlorinated rubbers, and epoxy esters, and

the chemical and physical properties of the film in part reflect
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the resin system used. Such primers, employing an organic

binder, are not, in fact, radically different from other organic

paint films except for their very high volumetric concentra-

tion of pigment (�65% zinc by volume of the total dry film

volume). The formulation of organic zinc-rich primers has

been treated at length by several authors [13, 37, 38]. In this

type of primer, each individual sphere of zinc is lightly

encapsulated with a monomolecular layer of binder that

facilitates film cohesion and provides adhesion to the sub-

strate.While it is necessary that all zinc particles bear at least

a monomolecular layer of binder on their surface to ensure

adhesion and film cohesion, it is important that the presence

of the binder sheath around each particle of paint does not

introduce levels of electrical resistance that are too high.

Conductivity must be high enough to support the necessary

unidirectional flow between cathode and anode. Control of

the volumetric ratio of conductive pigment to dry noncon-

ductive binder ensures that the binder sheath around each

particle of pigment (zinc) does not become so thick that the

current transfer is too greatly reduced or so depleted that

cohesion and film strength are lost [37]. Optimum loadings of

zinc will actually depend on the specific formulation, the

presence of auxiliary pigments (thixotropes, coloring agents,

inhibitors, etc.), and the geometries of the pigment packing

within the dried film [11, 13].

D2. Inorganic Zinc-Rich Primers

The inorganic zinc-rich primers are fundamentally different

from the organic [11]. Instead of employing a binder which

encapsulates the zinc, these materials employ a reactive

binder, usually an inorganic silicate (either an alkaline

FIGURE 67.3. Fundamentals of zinc-rich protection.
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FIGURE 67.4. Electrical conduction in zinc dust pigmented primer.
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silicate, such as sodium, potassium, lithium, or a quaternary

ammonium silicate, or a partially hydrolyzed alkyl silicate,

such as ethyl silicate) [35, 36]. Such silicate binders convert

on mixing with zinc dust to hard, cohesive films that are

virtually wholly inorganic in nature.

Reactions involve loss of solvent or water and hydrolysis

of the silicate to the reactive acid (silicic acid), which then

undergoes self-condensation and chemically reacts with zinc

atoms on the zinc dust surface, forming a primary valency

bonded matrix of tetrahedrally linked (poly) silicon oxide

bridges between adjacent particles of zinc (Fig. 67.5) [35].

Although the reaction paths are somewhat different depend-

ing upon the silicate type used (alkaline or alkyl silicate), the

eventual structures of all films are probably quite similar. For

specifics on the reactions involved, the reader is referred

to [12, 35, 36]. (A bonding similar to that which occurs

between the silicate and zinc is also thought to occur across

the interface with the iron in the steel surface [35], although

this has never been definitively proven.)

The resultant film matrix is entirely inorganic, open, and

muchmoreporous than the organic zincfilm. Inpractice, films

may also contain unhydrolyzed material (alkyl silicate or

alkaline silicate), which may remain within the film for

months after the material has originally dried. Subsequent

reaction of residual binder with carbonic acid from the

atmosphere probably completes the conversion of residual

silicate to silicic acid and adds to film cohesion. In service, the

open film may become saturated with corrosive electrolyte,

such as brine, which is readily absorbed into the film

porosities. This will also form zinc corrosion products that

will further convert the film. The presence of brine solutions

within the filmwill add conductivity to the film, and, as long as

sufficient zinc remains to act as an anode, even in the presence

of chloride solution, the primer will retain its ability to protect

steel at least in the short term. Unless given the opportunity to

dry out, however, zinc reaction products may be dissolved or

eroded away leading to a more linear loss of zinc.

Inorganic zinc-rich films are harder, stronger, and farmore

adherent than are the organic zinc-rich films [35]. As the film

matrix is entirely inorganic, these primers also have better

resistance to solvent and to heat than the organic zinc-rich

primers and may be used for tank linings and applications

involving temperatures as high as 400�C (750�F).
The lack of encapsulating binder in inorganic zinc-rich

primers means that zinc loading concentrations are not as

critical to galvanic conductivity as they are in the case of

organic zinc-rich primers, although reduced anode loadings

will inevitably produce some reduction in performance. For

the most part, performance levels realized from the inor-

ganics are superior to those realized from the organics,

although surface preparation and application requirements

(especially application of the alkaline silicate-based materi-

als) are more exacting. Also vulnerable is the security of

intercoat adhesion between organic topcoats and the inor-

ganic primers, especially in the case of the alkaline silicates.

Alkaline silicates based on sodium silicate, in the absence of

high baking temperatures, are cured by the postapplication of

amine phosphate solutions, residues of which must be

FIGURE 67.5. Stylistic representation of postulated structure of inorganic zinc-rich film in which

silicate vehicle is primary valency bonded to zinc atoms on particles of zinc dust pigment. There is no

encapsulation, and film is porous to ingress of electrolyte. This affords good film strength, adhesion,

electrical conductivity, and cathodic protection.
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carefully removed if subsequent deadhesion of topcoats is to

be avoided.

D3. Postgalvanic Protection Phenomena

In both organic and inorganic zinc-rich primers, the duration

of cathodic activity is finite, and the effects of zinc polari-

zation and the generation of zinc corrosion product gradually

convert protection from the galvanic mechanism to one that

is, at least in part, a barriermechanism [11, 12]. The corrosion

product blocks and seals the porosities of the film with a

dense inorganic coat. In the case of the organic, this polar-

izing film is most usually a surface phenomena. In the more

porous inorganic, zinc corrosion product occurs within the

interparticulate spaces, building up and more completely

sealing the film. Other postgalvanic phase mechanisms have

also been suggested, including inhibition from zinc pro-

ducts [39], locally elevated pH, and control of oxygen

reduction [40]. Most authorities, however, ascribe long-term

protection to barrier effects [4, 11, 12, 38]. The interval of

galvanic protection before conversion to the secondary pro-

tecting mechanism depends on the type and composition of

system and the nature of the environment. Galvanic activity

in alkyl silicates has been recorded after three years under

atmospheric conditions. In epoxy zinc-rich primers, the

cathodic protection phase is briefer [41].

E. INHIBITIVE PRIMERS

E1. Pigmentation

Inhibitive primers are typified by traditional compositions

based on red lead and linseed oil, alkyd resins pigmented

with zinc yellow (zinc potassium chromate), and, more

recently, the many proprietary epoxy, alkyd, urethane, and

latex systems that rely on modified phosphate, borate, and

molybdate pigments [15, 42, 43]. While traditional chro-

mate pigments are still being employed where inhibitive

primers are used for the most demanding service (aircraft

coatings, automotive primers, coil coating primers, etc.),

the press of environmental and toxicological concerns

threatens to eventually eliminate their employment in all

coatings in the same manner that led to the removal of lead-

based pigmentations.

All of the above pigment types either have some direct

limited solubility in water [44] or form reactive products (of

limited solubility) with certain binders or their degradation

products [45]. Several reviews of the many traditional and

newer offerings of these types of pigments have been pub-

lished [14, 15, 42, 46]. Nevertheless, the exact mechanism

whereby these various inhibiting species inhibit corrosion

remains imprecisely understood and is probably not the same

for all inhibitors.

It is, however, believed that chromates, and possibly

molybdates, function by decreasing the oxidizing thresh-

old at which passive films are naturally formed [44]. While

oxygen alone will effectively passivate steel at high en-

ough concentrations, those concentrations required for the

passivation of steel (unlike the case with aluminum)

exceed the levels of oxygen that dissolve in water at

neutral pH. Oxidation levels high enough to induce pas-

sivation on steel are possible using oxidizing inhibitors,

such as the chromates, however, which are thought to form

passive films of complex chromic and ferric oxides on the

metal [47].

Auxiliary pigmentationswhich increase the basicity of the

film (zinc oxide, wollastonite, etc.) increase the pH of the

interfacial environment, and at these levels of alkalinity,

oxygen concentrations necessary for passivation fall nearer

to those levels of oxygen that will dissolve in water [48]. It is

thought, therefore, that these auxiliaries act in tandem with

the inhibitor, reducing the amount of inhibitor necessary to

achieve passivation under any given set of conditions. In

many of the more popular binder systems for this type of

product (e.g., alkyds, oils, and other fatty acid–based sys-

tems), these same basic pigments (both inhibitive and aux-

iliary) may react with acid groups on the binder, acting as

pigmentary “crosslinking centers,” introducing unwanted

embrittlement into the film. These effects must be controlled

by judicious balancing of the formulation.

Active ions from other inhibitors are thought to act to

reinforce the naturally occurring oxide layer rather than

establish a passive film themselves. Lead cations from

lead-based inhibitors, as well as the modified zinc phosphate

inhibitors, are thought to plug up discontinuities in the natural

oxide layer, reinforcing it and thereby preventing ionic egress

from themetal to the electrolyte. In spite of their long history,

inhibition from lead-based pigments is itself incompletely

understood. It ismost generally thought to be attributed to the

reaction of certain acidic moieties (azeleic acid, pelargonic

acid, and other long-chained mono- and dicarboxylic acids)

from oxidizing binders with lead monoxide giving soluble

azelates and pelargonates which serve as a continuous

source of inhibitive lead cations [45, 49]. Binders that

produce higher concentrations of lower molecular weight

acids (e.g., acetic acid), in lieu of the azelates, give much

less effective protection [49], as do pigments such as lead

dioxide [15]. These components appear to be corrosive rather

than inhibitive.

E2. PVC/CPVC and Controlled Permeability

Inhibitive metal primers are designed with relatively high

pigment volume concentrations. This design facilitates

sufficient water absorption into the film, so that soluble

inhibitive ions may be released by the pigment (or its salts

with the binder) and carried to the metal surface beneath
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the primer where passive films may be established. Formu-

lation devices are designed so that enough water is able to

penetrate the film and dissolve sufficient inhibitor to provide

ionic concentrations high enough to achieve passivation at

the subfilm metal (Fig. 67.6). The permeability to ionic

solutions must not, however, be so great as to allow depassi-

vating ions (chloride, sulfates, etc.) into the film from the

environment. These depassivators raise the inhibitor thresh-

old necessary to achieve passivation [50]. Where depassi-

vator concentrations are high enough, it may not be possible

to achieve passivation with even the strongest inhibitor.

Fortunately, in normal primer films, the relative ionic im-

permeability of the coating films and the presence of the

source of passivating ion within the film encourage favorable

passivator/depassivator ratios at the substrate and preserve

protection.

Selection of the pigment/binder composition should be

such that the inhibitor is not so soluble or the film so

permeable that excessive release of soluble inhibitive ions

leads to the premature exhaustion of the film’s available

inhibitive reservoir and, in consequence, loss of primer

effectiveness [51]. (Additional dangers with the use of very

soluble inhibitors in paint films are the propensity of such

films to exhibit osmotic blistering in high-humidity and

freshwater conditions, especially when inhibitive primers

are employed beneath lower permeability finishes.) Alter-

natively, the binder should not be so impermeable (or the

pigment not so insoluble) that insufficient inhibitive ions

are released to establish or sustain protection. This condi-

tion will lead to little effectiveness as an inhibitive primer,

although such systems may make rather inefficient barrier

films.

There remain unanswered questions concerning these

mechanisms, for it is difficult to understand how passivating

films may form on metals bearing tightly adherent organic

films. It has been suggested that inhibition may not become

established until some initial adhesive breakdown in a quasi-

barrier protection has occurred [32].

E3. Water-Based Inhibitive Primers

Recent emphasis on minimizing volatile organics released

from the application of coating films has encouraged the use

of water-based systems.With some important exceptions [9],

the films deposited using such technologies are more water

sensitive than are those deposited from solvent-based sys-

tems. Thus the films do not generally make good barrier

coatings. They do, however, make more suitable binders for

inhibitive primers.Water-based primers of this type are based

on acrylic latexes, epoxies, and water-borne alkyds. In these

systems, the inhibitor exists in contact with the water carrier

in the can prior to the application of the paint, and this

constitutes a special case. Here, the inhibitive ions are

already in solution at the time of application, and, where

passivating filmsmay form on the steel before thewet primer

film dries, the initial passive film may be established without

the access of water through the coating in the field [51]. Thus,

classical inhibition from the access of external water to the

pigment in service is presumably necessary only to sustain

the passive film.

FIGURE 67.6. Corrosion protection by inhibitive primer.
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F. SURFACE PREPARATION

Although the primary foci of this chapter are themechanisms

by which coating films may be employed to control metallic

corrosion, such discussions cannot be considered complete

without some reference to the preparation of the metal

surface prior to coating application. The relevance of good

surface preparation to the effectiveness of applied coating

systems on steel has been well recognized since the work of

Hudson in the 1930s, 1940s, and 1950s [52]. Since then,

numerous other researchers have reaffirmed the singular

importance of good practice in this regard, whether we are

considering the sandblasting of structural steel, the anodizing

of aluminum, or the pickling of nickel surfaces [53–55].

Morcillo [56] emphasizes the particular importance of good

surface preparation to the performance of modem corrosion-

resistant coating systems on steel.

The contribution of surface preparation to coating system

performance may be reduced to one or more of the factors

described in the following paragraphs.

F1. Removal of Interference Material

The presence of numerous and diverse conditions and con-

taminations on practical metal surfaces is virtually axiom-

atic. Oils, greases, and other organics may reduce the surface

energy of normally high-energy metal surfaces from values

near 400 dyn/cm to values <20 dyn/cm, thereby reducing

wetting and impeding or even eliminating adhesion of the

film. Insoluble inorganics (dirts, soils, and other powders)

prevent the necessary close association between the binder

and metal surface necessary for good adhesion, regardless of

the nature of the bond (primary or secondary valency

bonding). The required distance between attracting moieties

on the metal (oxides and hydroxides) and on the coating

polymer (acidic groups, hydroxyls, etc.) is very small [of the

order of �0.5 nm (5 Å)] [57]. On this scale, dirt particles

present very large obstructions. Soluble inorganics (e.g.,

salts), which also interfere with adhesion, may have more

serious consequences [58]. Chlorides and sulfates, for ex-

ample, act as depassivators and shut down passivation from

inhibitive primers. Beneath barrier primers [50], the same

salts dramatically decrease the electrical resistance of the

interfacial region, therefore nullifying resistance inhibi-

tion [5]. In both types of systems, the presence of these salts

beneath a film in freshwater immersion or in high-humidity

environments will result in osmotic blistering failure.

Removal of these contaminants by one of the multiple

cleaning techniques noted in Table 67.2, or by scarification

techniques, such as abrasive blasting and pickling, eliminates

these conditions.

F2. Activation of Metal Sites for Subsequent

Adhesion of Coatings

On exposure to the environment, metal surfaces react rapidly

with components of that environment, producing surface

conditions in which these sites are blocked by reaction or

corrosion products, for example, oxide scale (mill scale)

which forms on new steel during hot rolling processes. In

many instances, the corrosion products that saturate the

reactive sites on the metal are poorly adhesive, insufficiently

cohesive, or otherwise unstable.

If a coating system is to achieve full adhesion to the metal,

these saturating moieties must be removed from the metal

surface before the coating is applied. Various techniques are

TABLE 67.2. Prepainting Cleaning and Surface Preparation Processes

Solubilizationa For removal of soluble inorganics with water and soluble organics with solvent

Emulsificationa For removal of insoluble and/or water-immiscible inorganics by emulsification with detergent solutions

Saponificationa For removal of ester and amide based organics and inorganic salts by chemical hydrolysis with alkaline

solutions

Chelation and sequestrationa For removal of metal ions from solutions and surfaces by chelation or complexation reactions

Deflocculationa For wetting and dispersion of soils with surfactants, suspension of soil residues in order to prevent

resedimentation, and recontamination on metal surface

Picklingb For removal of surface contaminations, rust scale, mill scale, and other boundmoieties (including surface

layers of metal itself) by chemical dissolution with acids or alkaline deoxidation with or without the

application of an electric current

Mechanical scarificationc For removal of surface contamination, rust scale, mill scale, and other bound moieties (including surface

layers of metal itself) by wet or dry abrasion, erosion, and/or cavitation processes

aCleaning processesmay involve spray, dip, wipe, and brush application. Solvent cleaning by vapor degreasing is very common and efficient. Processes generally

become more efficient with increasing temperature and pressure (e.g. steam cleaning). Surface neutralization may be necessary with some processes

(saponification). Final rinsing step with clean water or solvent is mandatory.
bNeutralization and/or rinsing with clean water is always necessary.
cAbrasive blasting (air nozzle or centrifugal) is preferable to hand tool grinding, brushing, and so on, which are slow and inefficient.Wet blastingwithout abrasive

does not produce an anchor pattern.
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employed for this task, many employing mechanical or

chemical scarification of the metal itself. Abrasive blasting

(in the field) and (in the shop) acidic deoxidation (pickling)

are typical of such procedures. The coating, if applied

sufficiently rapidly after such removal, may itself satisfy a

sufficient number of these newly freed sites to maximize

adhesion. Such coatingsmay be prepaint conversion coatings

such as phosphate coatings on steel, anodized coatings or

chromate conversion coatings on aluminum, or amorphous

oxide coatings on zinc, or they may be the organic primer

itself. The conversion coating (often more porous than the

metal) improves themetal surface for subsequent adhesion of

the organic coating film.

Unremoved, the original species, contaminating themetal

surface, may not only reduce the adhesion of the organic

paint primer but, depending on its nature, may also interfere

with subsequent performance of the applied system. Mill

scale, noted above, is cathodic to steel and can induce

corrosion of the metal where the mill scale is ruptured [4].

It is also smooth, so that coatings tend to delaminate under

stress more easily than with a rougher sandblasted surface.

Mill scale may also, under stress, delaminate from the metal

itself (thus carrying away the coating system as it

delaminates).

Where steel surfaces bear reacted salts (e.g., ferrous

sulfate), these materials, if not removed, will not only

interfere with adhesion but may, if trapped beneath a barrier

film, be sufficiently water soluble to short circuit all resis-

tance inhibition, leading to the establishment of conductive

electrolytes beneath the coating system. With inhibitive

systems, these same salts, unless removed, will act as

powerful depassivators, changing the ratio of passivating

ions (from the film) to depassivating ions (from the substrate)

in an unfavorable direction.

F3. Increased Surface Area

In scarifying a metal surface prior to coating, whether by

mechanical or chemicalmeans, the surface is roughened [59].

It is changed from one in which the real (microscopic)

surface area equates fairly closely with the apparent (mac-

roscopic) area to one in which the real surface area is very

much greater than the apparent area. In accomplishing this

roughening, the number of active sites on the metal surface

(which may subsequently serve as reaction sites for coating

film adhesion) is greatly increased. Initial adhesion is thus

much improved by scarification. As the lower areas of the

film are also mechanically “reinforced” by the peaks and

irregularities of the induced metal profile, the long-term

adhesion and resistance to stress-induced delamination is

also greatly improved. Under extreme stress, it is more likely

that the cohesive integrity of the system above the peaks of

the anchor pattern will fail before actual deadhesion of the

system at the interface will occur.

F4. Surface Normalization

In designing a coating system for corrosion control on metal,

the design engineer assumes that the metal surface will

approximate that surface he or she conceives. In practice,

this may or may not be the case, for numerous anomalous

conditions are inevitable on practical surfaces, derived from

fabrication mispractice to contamination incurred in trans-

portation, storage, processing, and/or erection. This contam-

ination, moreover, may not be entirely uniform across the

entire surface. Surface preparation, in removing all of the

contamination that may be present and in establishing a

pristine surface which is, from an engineering standpoint,

greatly enhanced, also produces a substrate that is at once a

more uniform and a better replicate of that surface originally

conceived by the design engineer. The entire coating system

(substrate/paint film) thus becomes more consistent with

the theoretical model, and performance is therefore more

predictable.
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A. INTRODUCTION

Coatings have been used for many years to provide corrosion

protection for metal structures that are buried or submersed.

Unlike most above-ground coatings these coating materials

are normally used for corrosion control and therefore do not

have to meet appearance requirements. These coatings are

normally applied much thicker than on above-ground struc-

tures and must be able to withstand an entirely different

environment. The amount of corrosion protection provided

by a particular coating system depends on many variables.

Various types of pipelines, underground storage tanks,

and subsea structures made from a variety of metals make

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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up the large percentage of structures that are normally

coated for corrosion control. Many tanks, pipelines, and

other structures are also internally coated for corrosion

protection, but these coatings will not be discussed in this

section (even though many of the same principles are used

for these coatings). When selecting a corrosion coating for

the external surfaces of structures, there are many criteria to

be considered. The following is a brief discussion of some

of these criteria.

B. CRITERIA FOR SELECTION OF

COATINGS FOR UNDERGROUND OR

SUBMERSED STRUCTURES

B1. Safety

Safety should always be the first consideration when select-

ing any material. The application of many coating systems

involves potentially hazardous or dangerous processes. Some

coatings emit hazardous fumes or particles. Others involve

high temperatures, hot liquids, open flames, or dangerous

moving equipment. The type of surface preparation needed

for a particular coating can be a safety problem. Safe removal

and disposal of an existing coating system or disposal of

waste materials after application must also be considered.

Designing a coated structure that will operate safely for the

life of the structure without leaks or failures protects the

surrounding community and the environment.

B2. Cost

Cost is always an important part of any selection criteria, but

it is important to look past the initial cost of providing a

coating for the structure. The coating cost for most projects

is minor when compared to the total project cost, yet

frequently a “cheaper” coating or surface preparation is

selected to save money. A coating must be selected that

will perform in that environment for at least the projected

life of the system. Many systems operate well beyond their

projected life. For example, there are several pipeline sys-

tems in use today that have operated many years beyond the

projected life. Systems that use the right coating for

the environment, ensure proper installation and handling

of the coated structure, and do not exceed the operating

requirements for the coating can operate safely for many

years beyond the design life. Other systems fail before the

design life because the coating did not perform properly.

The reasons for coating failures include improper coating

selection for the environment, poor surface preparation, and

poor coating application. Failed coating systems require

continuous maintenance on the structure and the coating.

For these reasons, the long-term cost must be considered

when determining the coating system to be used.

B3. Environment

The type of environment the coating systemwill be placed in

is very important. When placed in soils, the most critical

factor to consider is soil stress. Heavy clays and gumbo-type

soils can cause severe coating damage, especially on pipe-

line, as shown in Figure 68.1. Coatings that stretch easily can

wrinkle or move on the pipeline. Elongation, shear strength,

and pull-off tests all help to determine if a coating will be

affected by soil stress. Coatings with little or no elongation

but with good shear strength and adhesion to the pipe surface

are less susceptible to soil stress. Twenty-eight U.S. and

Canadian operators who responded to a 1989 survey said that

disbondment (39% of total responses) and soil stress (27% of

total responses) were their greatest concerns relative to coal

tar, tape, and asphalt coatings [1].

Sandy soils in hot environments can cause some types of

coatings to sag or move. Wet–dry environments, such as

“subka sand,” can affect some types of coatings. Seamud and

brine soils can cause other coatings to fail. Moving water,

such as in rivers, or tidal waters carry debris and other

substances that can erode and damage many types of coat-

ings. This has been a serious problem in the “splash zone” of

offshore structures, as shown in Figure 68.2. Areas such as

bogs, tundra, and swamps have bacteria that may use some

coating materials for a food source, thereby causing coating

failure. Cold or arctic conditions cause some coatings to

perform poorly. Contaminated soils and other environments

must be considered when selecting a coating because some

types of contamination have an adverse effect on certain

types of coatings.

B4. Operating Temperature

The operating temperature of the system is critical in select-

ing a coating system. Maximum and minimum operating

temperatures of the systemmust be considered. The data and

FIGURE 68.1. Soil stress effects on a coal tar coating. (Photo

furnished by Lone Star Corrosion Services, Lancaster, TX.)
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test results of each coating to be considered for a particular

application must be assessed and compared at these tem-

peratures. Coatings that perform well at higher temperatures

usually perform well at lower temperatures but may not

perform well in very cold temperatures. The same reasoning

applies to coatings that may perform well in very cold

temperatures but may not perform well at high temperatures.

Operating temperatures >65�C (l50�F) can cause most

adhesives, which some coatings use as the main bonding

mechanism, to flow and move toward the lower parts of the

structure. When this happens on pipe, a loose shell of the

outermaterial is left on the top half of the pipewith no bond to

the pipe. Many tapes, shrink sleeves, and extruded polyole-

fins are susceptible to this problem. This process may take

only a few months to several years to occur, according to the

temperature and the type of coating. If water penetrates this

space, corrosion becomes a problem. When high tempera-

tures are encountered, polypropylenes instead of polyethyl-

ene are normally used. Coal tar and asphalt based coatings

can slowly flow with gravity, leaving the top part of the

structure exposed.

Fusion-bonded epoxy (FBE) coatings can absorb more

water than normal at higher temperatures but do not flow or

move on the structure. If undertfilm contaminants are pres-

ent, FBE coatings can blister or disbond, as shown in

Figure 68.3.

B5. Surface Preparation

It is widely recognized that surface preparation is the most

important single factor in coating performance [2]. Many in

the coating industry agree that two-thirds the cost of any

coatings job should be spent on surface preparation of the

structure to be coated. One should always prepare the best

surface possible for a given coating situation. Blasting using

the correct material and method not only cleans the metal

surface but also provides a surface profile (anchor pattern) for

coating adhesion. Other methods of surface preparation

include the use of hand tools, power tools, water blasting,

and wire brushes. The Steel Structures Painting Council and

NACE International are both excellent resources for infor-

mation on surface preparation in the coating industry.

Field repairs or coating replacements do not always allow

for the best surface preparation. When the proper surface

preparation is not possible, replacement coatings are selected

that are more tolerant to poor surface preparation.

Coating tests performed on a variety of prepared surfaces,

as well as past experiences with coatings that performed well

in a particular condition, should be used to help select the best

coating for the situation. For field repairs, leaving the structure

uncoated (if adequate Cathodic Protection (CP) is available)

may be a better choice than to apply a coating that may not

bond to the structure because of poor surface conditions. This

is especially true during cold or damp weather or if the

structure is sweating or cold. Hot applied coatings should

never be applied on a cold structure. Petrolatum-based coat-

ings are sometimes used on cold or wet structures. If a

structure is left uncoated or if a poor coating condition exists,

this part of the structure should be monitored and properly

coated when the conditions are more suitable.

Most plant-applied coatings require more stringent sur-

face preparations. Surface preparations are much easier to

control and perform in plant setting, as shown in Figure 68.4.

Some of the common surface preparation mistakes made in

plants are:

Using the wrong type of blast material

Using contaminated blast material

Improperly using surface treatments

Using rinse water that contaminates the steel surface

FIGURE 68.2. Splash zone coating damage and corrosion on

offshore platform. (Photo furnished by Lone Star Corrosion Ser-

vices, Lancaster, TX.)

FIGURE 68.3. Blistering of FBE coating on hot pipeline (180�F).
(Photo furnished by Lone Star Corrosion Services, Lancaster, TX.)
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Allowing foreign materials, such as dust and debris, to

accumulate on the structure surface

Using air that may be contaminated with oil or water;

debris, tape, and other contamination on conveyors,

wheels, and supports

Some coating processes require that a chromate and water

mixture be applied to the structure before the corrosion

coating is applied. Chromate is a conversion coating that

reacts with steel to change the surface chemistry. Too much

chromate can cause a buildup that may affect the coating

bond.

Weather conditions should always be considered whether

in the field or a plant. Flash rusting after surface preparation

but before coating application can occur if the humidity is too

high. Flash rusting can cause some coatings to fail. Oil or

grease contamination must be removed with proper solvents.

Blasting will only spread the oil or grease on the structure

surface. The original surface condition of the structure must

be considered. New pipe or structural steel may have mill

lacquers, mill scale, or other surface contaminants. Stored or

in-service structures may have considerable corrosion, scale,

or other contamination. Leaking product can contaminate

surfaces of in-service pipes or tanks in leak locations.

B6. Application Methods

Field and plant application techniques vary considerably for

each coating system. Plant applications are usually much

faster, and each step can be controlled more easily. The

coating itself is usually applied with automatic equipment on

a production line. Inspections and more sophisticated testing

can easily be performed. Storage, handling, and transporta-

tion can present a problem for plant-coated structures, as

shown in Figure 68.5.

Field applications are by hand or machine but are usually

labor intensive. Applying coatings in the field requires

training and practice with the particular coating and appli-

cation method chosen.

Tape coatings for pipelines appear to be easily applied.

Too many times, tape coatings are applied over the wrong or

uncured primer with improper tension or not enough overlap.

Shrink sleeves can be over- or under heated, be unevenly

heated, leave air pocket, or allow debris to be blown between

the sleeve and the pipe.

Brushable or sprayed coatings must be allowed to prop-

erly cure before applying the second coat or before the

structure is back-filled or submersed. Frequently, these coat-

ings are applied too thin or thick. Liquid coatings must be

mixed properly, especially two-part coatings, such as

epoxies. Urethanes and polyurethanes are very susceptible

to moisture and humidity and require specialized equipment

and training for application.

Any coating applied in the field must be compatible with

any existing coating. The transition from one coating to

another is a very critical area. Many coating failures have

occurred at the transition area.

B7. Weld Area, Joint, and Additional

Component Coatings

Whether the main coating is plant or field applied, there are

areas around girth welds (called field joints on pipelines),

flanges, bolts, and other joined areas where the structure is

connected together that must be considered when choosing

the primary coating. In some cases, a very good coating is

used on the main structure, but then an inferior or poorly

applied coating is used in the areas where connections are

made in the field. Field connections are the most critical area

on many systems. Heat-affected zones and other stressed

FIGURE 68.4. Inspection for and grinding of surface defects after

blasting in FBE. (Photo furnished by EB Pipe Coating, Inc., Panama

City, FL.)

FIGURE 68.5. Proper handling of FBE coated pipe with padded

forks. (Photo furnished by EB Pipe Coating, Inc., Panama City, FL.)
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areas around welds can corrode quickly when exposed to an

electrolyte. Bolted or riveted connections can have crevices

and other areas that can easily corrode or cause stress points

where cracking can occur.

The best field connection coating for a particular system is

usually the same as or better than the coating used on themain

structure. Any field connection coating must be compatible

with the previously applied coating. The field connecting

process should cause very little or no damage to the existing

coating. Prequalification testing of the applicator will help to

ensure thecrew is capableof applying thecoatingas specified.

B8. Repairs

Any coating selected must be easily repaired with a material

that is compatiblewith, or the same as, the parent coating [3].

Many times repair coatings are improperly applied, not

allowed to cure, or incorrectly mixed. Many of the problems

mentioned above for field connections and field-applied

coatings are the same for repair coatings as well. Once again,

testing and experience are important when choosing a repair

coating.

B9. Cathodic Protection

Since corrosion always requires the presence of an electro-

lyte (moisture) in contact with the metal, if a metal could be

coated with a material which was absolutely waterproof and

absolutely free from holes, all attack would be stopped [4].

Always assume “there is no perfect coating”! Even if it were

possible to apply and install a “perfect” coating, deteriora-

tion, soil stress, environmental factors, and damage from

outside forces would soon cause portions of the coating to

fail. For this reason, cathodic protection must be applied and

properly maintained. This synergistic relationship is well

proven and documented.

Cathodic protection can affect all coatings. The hydrogen,

hydroxyl ions, and other electrochemical reactions caused by

cathodic protection currents at the cathode may cause blis-

tering or cathodic disbondment of the coating. Hydroxyl ions

are one of themost aggressive chemical species and nearly all

organic binders are capable of reacting with them [5]. Ca-

thodic protection can cause loss of adhesion between the

coating and themetal, leaving a void between the coating and

the structure. The surrounding environment and the level of

cathodic protection at a particular site determine the extent of

cathodic disbondment. The amount of cathodic protection

needed to cause cathodic disbondment is very difficult to

determine. There are several rules of thumb but little data to

actually use for determining the level that affects a particular

coating in a certain environment.

The amount of cathodic protection needed to achieve

adequate protection varies greatly for each type of coating.

The effective electrical strength of a coating is often

expressed as the resistance per average square foot of coat-

ing [6]. Determining the actual amperes per square foot

needed to protect the coated pipe after installation can

provide valuable information for future projects. There are

charts, tables, and computer programs used for determining

the amperes of current per square foot needed for a particular

coating system. Current requirements or current density

measurements are related to coating conductance [7]. One

must also consider the coating breakdown factor. How long

will it take the coating to deteriorate before cathodic pro-

tection has to be increased? At 10, 20, or 30 years after

installation, what percent of the structure will be exposed

because of deteriorated or damaged coating?

Coatings that incorporate an electrically insulating outer

layer, such as polyolefin tape coatings, can preclude effective

CP from reaching the pipe surface in disbonded areas [8].

Some research and considerable debate have not fully an-

swered the question of whether cathodic protection can be

provided under disbonded coating. There is some informa-

tion available that indicates some protection can be achieved

when the electrolyte present under the disbonded coating has

very low resistance (e.g., saltwater environments). The use of

pulsed cathodic protection has also been studied to determine

its benefits (if any) for providing cathodic protection under

disbonded coatings.

When selecting a coating system to be used with cathodic

protection, the “nonshielding” or “fail-safe” characteristics

of that coating may be more important than other issues that

are normally considered [8a]. Nonshielding means if the

coating system adhesion fails andwater penetrates, corrosion

on the metal is significantly reduced or eliminated when

adequate CP is available. Fusion-bonded epoxy is a non-

shielding coating.

B10. Handling, Storage, and Transportation of

Coated Pipe

Coating materials selected must be able to withstand the

rigors of handling, storage, and transportation for a particular

project. Coated pipes and other structures should be handled

with padded forks, hooks, or other equipment that will not

damage the coating. Stacking and storage should be accord-

ing to structure weights, with the proper separation materials

between each piece. The separation material should not

damage the coating in any way. When coated structures are

stored outside, separation helps to protect the coating by not

letting debris settle in openings and crevices.

During transportation, the coated structures must be prop-

erly strapped down with soft straps, not chains or bands that

may damage the coating. Coated structures should also be

loaded and fastened in a manner that does not allow the

coated structures to shift or slide during transportation. Once

again, proper separation and support should be used between

the structures. Rocks and other road debris can damage
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coatings during transportation. Mud flaps and protective

shields help eliminate most of these problems during truck

or rail transportation.

Outside storage can cause problems with all coatings.

Ultraviolet (UV) rays damage most materials with time.

Polyolefin coatings become brittle and crack. The FBE

coatings can chalk. This chalking is usually only 1 or 2 mils

in depth, but rain canwash off the “chalked” layer and expose

new FBE to the sun. Coal tar coatings tend to crack with

exposure. Heat and cold can cause some coatings to contract

or expand or cause the adhesive to flow.

B11. Specialty Coating and Overcoats

Coatings may be specific for a particular situation. One may

involveweight coatings. Concrete is applied over coated pipe

to provide enough weight to sink the pipe or provide it with

mechanical protection. Other “overcoats” are applied to

provide mechanical protection when pipe or other structures

are pulled through road or river bores, put inside casings, or

installed in rocky terrain or for other unusual circumstances.

Other special “overcoat”material may be used in splash zone

areas of subsea structures. These overcoats can shield the

cathodic protection if they disbond from the metal surface. If

the reinforcement in concrete coated pipe or structures

contacts the pipe, the cathodic protection will protect the

reinforcement but not the pipe.

C. COATING TYPES FOR UNDERGROUND

OR SUBMERGED STRUCTURES

This discussion covers the variety of coatings available to

industry at this time. The information provided about each

system comes from numerous tests, specification writing and

reviews, coating inspections, field applications and evalua-

tions, literature reviews, and plant applications. Each coating

being considered for use on an underground or submerged

system should be evaluated using the above criteria and any

other criterion thatmay affect the performance of the coating.

C1. Coal Tar Based Coatings

C1.1. Application. Coal tar based coatings were one of the

first types to be successfully used as a corrosion coating.

These coatings are made of coal tar mixed with various

blends or formulations of fillers and extenders. As with most

types of coatings, there are several grades of coal tar coatings

available. One must study the different types available to

ensure the best choice.

Coal tar mixtures have been widely used on steel under-

ground storage tanks. Most are applied at the tank

manufacturing facility by spraying or brushing the coal

tar epoxy or mastic onto clean, primed surface. Surface

preparation normally involves brushing or blasting. A rein-

forcing wrap may be used to add mechanical strength. These

tanks are not always carefully handled during transportation

and construction. Coating damage is easily repaired by clean-

ing the area and applying a coal tar based epoxy or mastic.

Coal tar coatings have also been successfully used on

subsea structures, such as offshore platforms and pipelines,

submersed bridge structures, docks, and other submersed

metal structures.

Plant-applied coal tar enamels have been used for many

years on underground pipelines, Coal tar is applied to a

blasted and primed pipe surface. The surface is usually grit

blasted in accordance with SSPC-SP6 after any dirt, oil,

grease, and so on, are removed. The pipe is preheated to

remove any moisture and keep the steel temperature above

the dewpoint. A heated [50�C (120�F) or less] type A or type

B primer is applied by spraying as the pipe rotates down the

conveyor line. The type A primer is made from coal tar. Type

B is a fast-drying synthetic and is normally specified.

The coal tar normally used for plant application contains

fully plasticized enamels. Hot coal tar enamel flows onto a

prepared pipe as it rotates down a conveyor. After the coal tar

flows onto the pipe, a felt wrap is applied to reinforce the

coating.This isnormally toppedwithwhitewashorkraftpaper

to provide ultraviolet protection. The thickness of the

coal tar and felt wrap is normally � 2:4 mm 3
32

in:
� �

ð�0:8 mm 1
32

in:
� �Þ Early felt wraps contained asbestos, but

in the 1980s most of the industry changed to felt that is

fiberglass reinforced. There are other methods for plant

application of coal tar, but this method is the most common.

Coal tar coatings are not as popular as they once were but are

still a major part of the coating industry.

Variations of coal tar enamels, epoxies, mastics, and

urethanes are used for field applications and repairs. Coal

tar enamels are hot-applied materials that are usually applied

with wraps containing coal tar coated fiberglass felt. Coal tar

epoxies are solvent-cured coatings that are usually brushed or

hand applied in multiple layers. Coal tar urethanes are

multicomponent applied mixtures that are normally used for

large-scale rehabilitation projects. Coal tar mastics are hand

applied and are used for a variety of irregular shaped

structures.

C1.2. Pluses. Coal tar enamelcoatingshavea longhistoryof

corrosion protection. Many coal tar coated pipelines have

been in service for over 50 years and are still in very good

condition. Coal tar coatings are easily repaired with field-

applied coal tar enamel, coal tar epoxy, or tape coatings. Coal

tars are thick coatings that have excellent electrical insulating

properties, have low water permeation properties, resist bac-

terial attack, and have the solvent action of petroleum oils.

C1.3. Minuses. Even thoughmany pipelines arewell coated

and still perform as intended, many pipelines have major
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coal tar coating failures. Much of the failed coal tar was

applied over the ditch, on pipe surfaces that were not well

prepared, or in undesirableweather conditions. Inmany cases,

plant-applied coal tar was not applied using an acceptable

method. Handling during transportation, storage, and con-

struction also contributed to these failures.

If the temperature is not properly maintained, both the

application and future performance of coal tar enamel coat-

ing are compromised. Coal tar epoxy is a multicoat appli-

cation that requires time for solvents to evaporate before

burying or submersing. Coal tar urethanes require sophisti-

cated equipment andwell-trained individuals for application.

Application of urethanes is not recommended in high-

moisture situations.

Coal tar enamel coatings are subject to soil stress that may

cause the coating towrinkle, crack, disbond, and expose steel

surfaces. If water penetrates under the disbonded coating,

cathodic protection shielding can become a problem. Ca-

thodic protection requirements normally increase as the coal

tar coatings age. Operating temperatures of pipelines coated

with coal tar are normally limited to 65�C (150�F) or less,
Coal tar enamels can “cold flow,” leaving the top of the pipe

without adequate coating, especially on high-temperature

pipelines.

There are safety concerns with hot-applied coal tar en-

amels. Not only are there the problems associated with the

dangers of hot application, but, in addition, the fumes may be

toxic. The early use of asbestos felt has been a problem for

those removing and disposing of these coatings. Each of

these problems can be studied and handled with proper

education and precautions.

C1.4. Improvements. During the 1990s, there have been

improvements in coal tar enamel coatings, including an effort

to make these coatings more tolerant to higher temperature

operations.

C2. Fusion-Bonded Epoxy

C2.1. Application. Fusion-bonded epoxy pipeline coatings

have been used successfully since the late 1960s. A typical

FBE formulation consists of epoxy resins, curing agents

(hardeners), catalysts and accelerators, prime and reinforcing

pigments, control agents (for flow and stability), and spe-

cialty ingredients [9]. The first FBEs were applied over a

primer, but later developments allowed them to be used

without a primer. Originally, FBEs were applied much

thinner than the 12–16 mils normally specified in 1999. The

FBE has been used to coat rebar used in bridge, road, and

building construction to help prevent corrosion of the rebar in

concrete.

The application process for FBEs is one of the most

stringent and complicated in the industry. Because of the

thin film and potential for water absorption, the surface

cleanliness must be very good. The pipe is moved through

the plant on a series of inspection racks and conveyors. Oil,

grease, or other contaminants are removed from the pipe. The

pipe is then preheated to keep it above the dewpoint during

the surface preparation phase. After blasting to SSPC-SP10

(NearWhite),most companies now require a phosphoric acid

wash and rinse to further clean, etch, and provide surface

energy to the pipe that helps to attract and bond the FBE to the

steel surface.Many companies (especially in Europe) require

the application of a chromate solution for an additional

surface treatment.

After the surface preparation, the pipe is heated to a

range of 232�C (450�F) to 260�C (500�F) by either heat

induction coils or gas-fired heaters. The FBE powder is

applied to the hot pipe by a dry air spray system. Electro-

static gun are used to attract the optimum amount of powder

to the pipe surface. The FBE powder melts, gels, and cures

as the pipe rotates down the conveyor line. Gel times are

usually in a range of 10–30 s at these application tempera-

tures. Once the powder has gelled, the FBE on the pipe is

hard enough to support the weight of the pipe on the

conveyor tires. After the FBE is cured (usually 30–100 s)

a water-quenching system cools the coated pipe. The coated

pipe is then inspected for acceptance, rejected, or placed on

hold for necessary repairs.

C2.2. P1uses. The FBE coating has the best bond (adhe-

sion) to steel of any pipe coating. The bond is mechanical as

well as chemical. TheFBE is veryflexible and allows for field

bending of pipelines or rebar. The FBE mostly cures by the

time it is in the quench, so it can be handled immediately after

the process. Repairs are made easily with two part epoxies or

patch sticks. The water absorption of FBEs is a plus when

disbondment occurs. Unlike thick coatings that have high

electrical resistance, FBE (because of the water absorption)

will allow enough cathodic protection current through the

film to protect the pipe under the coating. Therefore, corro-

sion and pitting are rarely encountered under disbonded

FBEs if adequate cathodic protection is provided. Unless

severe failure occurs on an FBE coated structure, the cathodic

protection requirements normally do not increase signifi-

cantly as the FBE ages. Stress corrosion cracking has been

studied extensively and has never been observed on FBE-

coated pipelines [10].

The FBE coatings handle well during transportation and

construction activities. Comments have been made by some

in the industry that they do not use FBE because it is easily

damaged during construction, compared to thick coatings.

When FBE coatings are damaged, the damage is easily found

and repaired. The thicker coatings may “hide” damage that

has occurred and disbondment may not be seen in some cases

until the pipe fails.

Multilayer coatings with FBE as the base or primer coat

have been very successful when properly specified and
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applied. These coatings have been used successfully on

pipelines with internal operating temperatures up to 150�C
(300�F) or pipelines in critical areas. These systems are

discussed further in Section C3.

C2.3. Minuses. The FBEs require more stringent surface

preparation and application techniques than most plant-

applied coatings, thus requiring more attention during the

coating process. Slivers and other steel imperfections can

cause “holidays” that may not be a problem on thicker

coatings. Field joints are expensive if FBE is used for the

field joint coating (even though FBE is the preferred coating).

Higher temperatures can cause water to be absorbed more

quickly and cause disbondment if surface contaminants are

present. For pipelines operating at temperatures between

65�C (150�F) and 85�C (l85�F), thicker, up to 800 mm
(32 mils), FBE should be used. Flexibility during bending

can be a problem when using thicker FBE coatings. When

stored outside, UV rays can cause the FBE to “chalk” and

become grainy in the first few mils of coating. Multilayer

coatings with FBE as a base coat are expensive but offer an

excellent coating.

C2.4. Improvements. Recent changes in FBE coatings in-

clude the development of FBEs that will perform better in

high-temperature operations. Each manufacturer offers sev-

eral formulations of FBE. Each formulation has specific uses

and they usually vary in gel, cure time, application technique,

and test results. The FBE-based multilayer systems have

become an important part of the FBE market.

New formulations of FBEs are being tested that can be

applied and cured at much lower temperatures to reduce the

amount of energy required and to accommodate the higher

strength steels that may be affected by higher application

temperatures.

C3. Polyolefin Coatings

Plant-applied polyolefin coatings have been used for pipeline

coatings since the early 1960s. Because of application tech-

niques, plant-applied polyolefins are not normally used on

other structures. Since polyolefins do not bondwell to steel, it

is normally applied over an adhesive or other product that

provides the bond to the steel. Polyethylene has been the

polyolefin of choice for most extruded coatings, but poly-

propylene is normally used for higher temperature [>65�C
(150�F)] operations. For many extruded polyolefins, an

adhesive that is usually a rubber-modified asphalt adhesive

or a butyl rubber compound provides the bond to the steel.

Three-layer systems use an epoxy primer or a coating quality

FBE for a base coating to the steel; then an ethylene

copolymer or terpolymer adhesive is used for the “tie” layer.

Some of these multilayer systems are now using chemically

modified polyolefins for the topcoat or the tie layer. These

chemically modified polyolefins chemically and mechani-

cally bond to the FBE base coat.

C3.1. Polyolefin over Adhesive. Polyolefins essentially

have no adhesion to steel [11]. When adhesives are used as

the bond to steel, the process usually involves heating the

pipe to a temperature above the dewpoint. The pipe is then

blasted and the heated adhesive is applied by flood coating

onto the pipe. One method uses a crosshead extrusion die

system that extrudes the melted polyolefin over a rubber-

modified asphalt adhesive coated pipe as it travels down a

nonrotating conveyor system.

Another method uses a rotating conveyor system and side

extruders to apply the adhesive and the polyolefin. After

preheating and blasting, the pipe rotates down a conveyor

where the molten butyl rubber adhesive is spirally applied by

the side extruder. The molten polyolefin is then side extruded

over the adhesive. This process allows the layers of adhesive

and polyolefin to fuse together and produce a theoretically

seamless pipe coating.

C3.2. Polyolefin over Epoxy Primer. Three-layer systems

using a liquid epoxy primer or powder epoxy primers also

use a rotating conveyor system for the application process.

These primers are sprayed onto the hot pipe as it rotates

down the conveyor. The co-terpolymer is then side extruded

over the primed pipe as the “tie” layer between the epoxy

and polyolefin. The polyolefin is then side extruded over the

co-terpolymer. This system has been used in Europe and

the Middle East for over 20 years with excellent results. The

three-layer coating evolved from the extruded two-layer

(co-terpolymer adhesive plus polyethylene) polyethylene

coating first used in Europe in about 1960 [12]. The

addition of the epoxy primer improved the cathodic dis-

bondment characteristics of these coatings. Many three-

layer systems now use powdered epoxies or FBE for the

primer coating.

C3.3. Polyolefin over FBE. Today, the trend for many

multilayer coatings is to use a thicker 300–625 mm
(12–25-mil) FBE base coat. The FBE is then topped with

a chemicallymodified polyolefin (CMP) as either the topcoat

or the middle layer of a three-layer system. This is an

improvement over the traditional three-layer systems be-

cause of the thicker FBE quality base coat and use of the

CMP. The bond of the CMP to the FBE is normally much

stronger than the bond of the co-terpolymer to the FBE. The

bond of the CMP to the FBE is both chemical andmechanical

and will not allow a separation between the two when

properly applied.

When a three-layer system is used, the hot CMPwill bond

well to the top layer of polyolefin, making a coating system

that is excellent. Some of these coating systems now use a

powdered CMP for the middle layer of a three-layer system
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or top layer of a two-layer system. These have been very

successful coatings when applied properly.

C3.4. Pluses. Plant-applied polyolefin coatings are overall

excellent coatings. Polyolefins are among the best materials

to prevent water permeation. The “slick” surface of plant-

applied polyolefins is not normally affected by soil stress.

These systems handle easily during transportation and con-

struction activities. Polyolefins are resistant to many chemi-

cals, environments, and bacterial attack. The polyolefin over

FBE systems is an excellent pipeline coating system for high-

temperature service. Test results show that coating systems

consisting of polypropylene (PP) over FBE can be used

successfully when internal operating temperatures reach

150�C (300�F) [13]. Even though polyolefin over FBE

coating systems can be more expensive than other coatings,

they provide an excellent overall coating system when

specified and applied properly.

C3.5. Minuses. One of the problems with polyolefins over

adhesive coatings is that the adhesive layer provides the only

bond to the steel. Adhesive can allow the polyolefin to shrink

and expand on the pipe surface as the temperature changes. If

this movement occurs, steel can be exposed or it can cause

problems with field joint coatings. If the polyolefin is dam-

aged while in service, it can disbond or split and allow water

penetration between the polyolefin and pipe (Fig. 68.6.)

Since the polyolefin has very high electrical resistance,

cathodic protection is shielded. Underfilm corrosion can then

become a significant problem, since the primer does not offer

much corrosion protection. External damage can allowwater

to permeate the polyolefinmore easily even though the film is

not broken enough for the holiday detector voltage to pen-

etrate. This external damage can also break the bond between

the adhesive and the polyolefin. This is especially true of the

crosshead die extrusion process.

The co-terpolymer tie layer for some polyolefin over

epoxy primer coatings also allows the top layer to shrink

and expand as the temperature changes. Many times, the

epoxy primer used is very thin, 80–130mm (3–5 mils), and

may not provide corrosion protection if the top layers are

damaged. If water were to penetrate between the polyolefin

and the primer, the thick polyolefinwould shield the cathodic

protection.

One of the major disadvantages of all polyolefin coatings

is coating selection for use on repairs, field joints, valves, and

other components. Most tapes and shrink sleeves have pro-

blems with soil stress, do not bond well to the polyolefin, or

have application problems that may cause failures at the

repair or field joint. It is difficult to coat bends and other

components with most tapes and shrink sleeves. Liquid

epoxies, mastics, and other such coatings do not bond well

to the polyolefin, possibly allowing water to penetrate at the

junction of the two coatings. One system coats the bends and

many of the other components with an FBE covered with a

powdered chemically modified polyolefin. This system

works well with the polyolefin over FBE two-and three-layer

systems. Since high temperature is required for this appli-

cation, the heat can affect the plant-applied coating if this

process is used for the field joints. These coatings are

expensive when compared to most other plant-applied

coatings.

C3.6. Improvements. Recent developments include pro-

viding better repair and field joint coating systems for the

three-layer systems. The use of thicker, high-quality FBE for

the first layer and chemically modified polyolefins as the tie

layer has improved the overall quality of these coatings.

Flame spraying of thermoplastics and othermaterials is being

developed to provide another method of applying these

coatings to field joints, bends, and other components.

C4. Tape Coatings

Several types of hand- and plant-applied tapes are used for

corrosion protection on underground or submersed metals.

Though some systems were developed earlier, most were

developed in the late 1950s and early 1960s. Most have been

used on buried piping systems, but some have been used for

other applications. Tapes are normally applied over a primed

surface, but some companies are promoting a “primerless”

tape that does not require a primer. Polyethylen-backed tape

systems have been the most widely used type of tapes in the

pipeline industry. Other types of tapes are made from coal tar

with special fibers, petrolatum, polyvinyl chloride (PVC), or

polyolefin fiber mesh with compound. The proper selection

and use of tape product depend greatly on the environment

(e.g., soil conditions), sizeofpipe, andoperating temperature.

FIGURE 68.6. Damage to extruded polyethylene coat with

adhesive only. Also note the movement of the coating from the

field joint area. (Photo furnished by Lone Star Corrosion Services,

Lancaster, TX.)
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Polyethylene systems were developed from electrical

and general use industrial tape applications. These tapes

normally consist of one layer of polyethylene backing and

an adhesive layer bonded to the polyethylene backing. The

polyethylene backing layer in most cases is a low-density or

blend of high- and low-density polyethylene. Adhesive

compounds usually consist of elastomer butyl rubber, natural

rubber, rubberized bitumen, or coal tar derivatives. Proces-

sing oils, fillers, tackifiers, and stabilizers are added to

provide adhesion, shear resistance, and thermal and chemical

resistance. Pigments and stabilizers are added to the poly-

ethylene to provide color, UV resistance, and thermal sta-

bility and to improve aging. Polyethylene tapes come in

several thicknesses of polyethylene and adhesive com-

pounds. These tapes are usually made by one of three

different methods: extrusion, coextrusion, or calendering.

A polyethylene film is formed in a continuous sheet and the

adhesive is laminated to it as the system is produced in large

rolls. These rolls are then cut into the required widths and

lengths.

Some tapes use a woven polyolefin geotextile fabric for

the backing. This product has several advantages over the

solid polyethylene backed tapes that will be discussed later.

These tapes use the same type of compounds for adhesion to

the metal. The woven fabric provides the mechanical pro-

tection and the compound provides the corrosion protection

in these coating types.

Another type of tape is composed of coal tar base coating

material supported on a fabric of organic or inorganic fibers.

The fabric is covered on both sides by the coating materials.

These tapes must be pliable enough to unwind from the roll

during application. They are applied to the structure by

heating the tape (usually with an open flame) on the structure

side surface until the tape becomes liquid. The tape is then

wrapped or applied to the primed surface.

Many tape systems require that an outer wrap be placed

over the tape product for buried service. These outer wraps

may help to alleviate soil stresses on the coating and

provide additional mechanical protection or insulation. In

all these cases, outer wraps should be used that do not

shield cathodic protection from the metal if the coating is

damaged.

C4.1. Pluses. Tape coatings are used in the field for repair,

replacement, or base coatings. Most tape products can be

quickly back-filled or immersed after application. Ease of

application is another advantage ofmost tape products. Tapes

can be applied by hand or with a tape machine. Even though

there are a variety of tape types and prices, tape products

usually cost less per square foot to apply than other coating

products. Plant-applied systems are fast and handle easily.

When properly selected for the environment and properly

applied, tape coatings can provide an economical, easily

applied coating system.

Tape systems can be applied in several layers to provide a

thick coating when needed for certain environments. Tape

coatings are normally very flexible and can be formed to fit

many irregular shapes. Tape coatings normally have high

electrical resistance (or low conductance) and therefore low

cathodic protection requirements, especially for the polyeth-

ylene backed tapes.

C4.2. Minuses. Tape systems have been widely used for

coating pipelines and other structures, but there have been

major failures with the solid film backed tape products. Soil

stress, poor surface preparation, and poor application tech-

niques have been reasons for most tape coating failures.

Other major reasons for tape failures have been the use of an

incorrect primer, not using primer when required, or not

allowing the primer to cure properly before tape application.

There have been cases of bacterial attack on some butyl

rubber compounds used for the adhesive. At this time, tapes

have a very limited use on structures that operate at tem-

peratures >65�C (l50�F).
Soil stress effects on geotextile backed tape is much less

than on most polyethylene backed tapes. The geotextile

fabric has approximately a 20% stretch compared to the

polyethylene backings, which can have up to a 600%

stretch. When soil compresses around the pipe and forces

downward on each side of a pipe, the force can cause the

tape to wrinkle. Electrical resistance of polyethylene coat-

ings and their susceptibility for unbonded installation create

a serious problem on pipelines [14]. The electrical shielding

comes primarily from the polyethylene backing. Even with

the compound present, if water were to penetrate between

the polyethylene backing and the metal, corrosion can occur

because cathodic protection currents are shielded from the

metal. On the woven fabric backed tape, soil can compress

the compound and possibly move it to expose the metal

surface, but the woven fabric will not shield cathodic

protection currents.

C4.3. lmprovements. Recent improvements with tape coat-

ings involve the use of materials that will function effectively

at higher temperatures. The success and technology of the

fiber mesh backed tapes provide a superior product because

their stretch is minimal, and therefore, soil stress is not as

significant a problem. The woven mesh backing will not

shield cathodic protection currents even if the compound is

compressed and the metal is exposed. One company has

developed a mesh backed tape that is nonshielding to ca-

thodic protection should there be a disbondment and water

penetrate between the coating and the pipe. After 20 years of

use this coating system has had no reports of corrosion under

the coating as with other types of coatings, such as solid film

backed tape and shrink sleeves, even when improperly

applied [14a].
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C5. Shrink Sleeves

Shrink sleeve coatings are normally made from cross-linked

heat-shrinkable thermoplastic backing (usually polyethylene)

that serves as a tough permanent outer layer. Because of

radiation cross linking these materials have an elastic

memory that allows the product to be supplied in an

expanded state. When heated, the material shrinks. Similar

technology is used in the electrical connector industry.

Special adhesives, from soft sealants to highly crystalline

hot melts, are applied (similar to tapes) to the backing

material. This technology was developed in the early 1960s

and continues today.

These products were introduced to compete with cold-

applied tapes. Early shrink sleeve applications had serious

adhesion problems. Later versions havemajor improvements

in adhesion and application procedure. Even with recent

improvements, application procedures for shrink sleeves are

very critical to their performance. During inspection, poor

adhesion at the interface dual epoxy/sleeve has been detected

mainly because of the insignificant amount of heat applied to

the sleeve [15].

There are basically two types of shrink sleeve on the

market. One is a sleeve that is installed over a pipe end and

slid into place. This type requires the sleeve to be installed

before making connections. The other type is a wrap-around

sleeve with a closure strip that is normally preattached to the

sleeve for easy application. The closure has an adhesive to

help hold the sleeve in place until it is shrunk to the structure.

These sleeves have the advantage that they can be applied on

any structure (normally pipes) even after construction.

C5.1. Pluses. Shrink sleeves are quick and relatively easy to

use for field joint and repair coatings. They provide a tough,

durable coating when properly selected and applied. Shrink

sleeves are compatiblewith a variety of plant-applied coating

systems. They work best when used on new construction or

systemswhere themetal surface canbeheated to the desirable

application temperature before the shrink sleeve is applied.

C5.2. Minuses. As mentioned above, shrink sleeves must

be properly applied. Even though the process appears to be

easy, instructions must be followed. The most frequent

mistakes involve not heating the metal surface properly

before application or not using the proper heat to apply the

sleeve.Metal on in-service pipelines that are operating at low

temperatures or structures in cold weather regions may not

allow for proper metal heating before applying the sleeve. If

the structure is too cold, the adhesive next to the metal may

not melt enough to allow proper adhesion, even though the

sleeve will shrink and appear to be properly installed. Im-

proper heating usually occurs because the wrong type of

torch is used or certain areas are heated either toomuch or not

enough. Overheating can cause the sleeve to overshrink and

possibly cause the sleeve to crack or split. If not heated

sufficiently, the sleeve may not properly bond to the metal.

Shrink sleeves can have the same problems with soil stress,

cathodic shielding, and temperatures >65�C (150�F) as

polyolefin backed tapes.

C5.3. Improvements. Shrink sleeves are being developed

for use at high temperatures, which will make them easier to

apply and less affected by soil stress. The use of infrared

heaters for applying shrink sleeves has improved the process

by allowing for more uniform heating of the sleeve and pipe.

C6. Wax Based Coatings

Waxes have been successfully used for coatingmaterials on a

variety of structures. Petrolatum tape systems are made from

a combination of saturated petrolatum impregnated with a

neutral compound covering a synthetic fabric carrier for

strength. Another tape uses pure wax in combination with

synthetic fibers. As with most tapes, the proper primer must

be used. Wax based tapes are easily formed to fit irregular

shapes. Hot applied wax is normally composed of micro-

crystalline wax, fillers, and sometimes wetting agents and

corrosion inhibitors. These coatings are applied by first

melting the wax at temperatures in a range of 94–260�C
(200–500�F) and flood coating the structure. An outerwrap is
normally applied over the wax to provide mechanical pro-

tection to the pliable wax material.

Another coating is a hand-applied coal tar waxmastic that

typically consists of microcrystalline or petrolatum com-

pounds. After hand application, the mastic is usually covered

with a protective wrap to help prevent mechanical damage.

C6.1. Pluses. Wax coatings are easy to apply andwork well

on irregular surfaces. When selected and applied properly,

these coatings can provide excellent corrosion protection.

C6.2. Minuses. Wax based coatings are soft and sensitive to

high temperatures. As with any hot-applied coating, there are

safety concerns.

C7. Asphalt

Asphalt coatingswere derived from petroleum and have been

used similarly to coal tar coatings on a variety of structures.

Asphalt coatingswere cheaper than coal tar coatings, but they

did not have the same chemical resistance and bendability

and were not effective at higher temperatures. Application

was similar to that of coal tar. Asphalt mastics are used on a

variety of irregular structures. They are normally hand

applied, and, if allowed to cure properly, provide a good

coating system for certain environments.

Asphalt coatings are not widely used at this time for

underground or submersed metal corrosion protection.
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C8. Liquid Coatings

Liquid coatings for underground or submerged structures are

very diverse butmust be selectedwith caution. Thus a coating

has worked well above ground or in certain types of sub-

mersion service does not mean this same coating will per-

form well in conjunction with cathodic protection when

buried or submersed. Extensive testing should be performed

to ensure that the coatingwill provide the required protection

in that environment.

These coatings can be applied in plants or at construction

sites to a variety of structures, valves, and other components

that are not easily coated by other coating methods. Many of

these coatings are applied in the field for replacement or

repair coatings. The application methods include, but are not

limited to, brushing, air spray, airless spray, and plural

component spraying. Since the list is extensive, only the

most popular and most promising will be discussed.

C8.1. Epoxies. Coal tar epoxies, as mentioned above, have

been used for pipeline, tank, and structure coatings for many

years. They have been fairly successful coating but are not

flexible, easily crack, and are affected by temperatures over

65�C (150�F).
There are several types of 100% solids epoxy coatings

formulated for burial or submersed use in conjunction with

cathodic protection. These are excellent coatings when prop-

erly applied and used in the correct environment. These

coatings are fast-cure, high-build materials with good adhe-

sion. Epoxies of 100% solids are environmentally safe and do

not shield cathodic protection to the extent that thicker

coatings do. Some of these epoxies are formulated to perform

well on systems operating at temperatures up to 100�C
(212�F). Epoxies must be mixed in the correct ratio for the

coating to cure properly.

C9. Urethanes and Urethane Blends

Urethane and urethane blends are becoming more popular as

coatings for burial or submersed structures. These coatings

have been successfully used over FBE coatings to provide

mechanical protection during construction, in rocky areas,

and for road and river crossings. The bond to the metal is not

as strong as some other liquid coatings, but improvements are

being made. These are very fast curing, 100% solids that are

normally applied with plural component spray equipment.

Urethanes used for underground or submersion service are

normally adversely affected by moisture or high humidity.

C10. Epoxy Phenolic

One coating that has been used in other industries for years is

modified epoxy phenolic [16]. Epoxy phenolics have been

successfullyused insomeapplications, suchas the internalsof

tanks and other systems that operate at temperatures up to

121�C (250�F) with some success. Cathodic protection may

damage some of these coating applications at these tempera-

tures.Morestudyandfieldexperienceare requiredat this time.

C11. Polyurea

Polyurea coatings are new to the underground and submer-

sion coating industry. At this time, most of these aremodified

polyurea systems. They are very rapid cure even at tempera-

tures less than � 29�C (� 20�F) but have high thermal

stability, even at temperatures greater than 150�C (300�F).
Polyureas are moisture insensitive and have high abrasion

resistance. These systems are normally applied using plural

component, high-temperature/high-pressure impingement

mix application equipment. At this time, polyureas have not

performed well in cathodic disbondment and moisture per-

meation testing, but these coatings do hold promise if the

adhesion to the metal surface can be improved.

C12. Esters

Esters are normally used as polyester or vinyl esters. They are

used inareaswherehigh temperature is a concern.Estersmust

be applied to a very well prepared surface with a very good

anchor pattern to have adequate adhesion and good cathodic

disbondment and moisture permeation results. This material

is normally applied in two coats with relatively short recoat

time intervals. Mixing must be monitored closely since large

component mixing ratios (up to 64 : 1) are normally used.

D. TESTS TO EVALUATE UNDERGROUND

OR SUBMERSION COATINGS

There are many different standard tests for evaluating and

comparing the various coatings mentioned above. The tests

most often used and some of the various organizations that

provide the standards are given in this section. Frequently,

these standard tests are modified to provide test information

for particular environments or conditions. Short-term labo-

ratory testing is limited in providing longterm performance

information but is very valuable in providing information

about differences between various types of coatings. The

longer the test, the more meaningful the information. Short-

term tests are performed at coating plants during production

to determine if the application process is providing the

specified product.

Sample preparation for each type of test is very important.

When possible, samples should be taken from the actual

production or field application. When this is not possible, the

application process should match the production or field

application as much as possible. One should not rely totally

on one set of test results to select a coating system, because all
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the performance parameters of a coating system cannot be

obtained using only one type of test. One must consider all

the various conditions of application and service to select the

test criteria for a particular coating system.

Tests normally performed for all underground or submer-

sion coatings:

Cathodic disbondment test (CDT) as shown in Figure 68.7

Moisture permeation (sometimes called hot water soak or

adhesion testing)

Resistance to impact

Flexibility (sometime called bend test)

Chemical resistance

Adhesion (strength of bond of the coating to the metal)

Fusion bonded epoxies are additionally tested for:

Porosity (through film and interface)

Surface contamination (amount of contamination on the

back side of the coating surface)

Thermal characteristics by differential scanning calorim-

etry (DSC)

Tape coatings are additionally tested for:

Adhesion or peel strength

Shear, stretch, or soil stress characteristics

One should be familiar with the various organizations that

publish standard procedures for testing coatings. Some of

these are:

NACE International

ASTM (American Society for Testing and Materials)

CSA (Canadian Standards Association)

SSPC (Steel Structures Paint Council)

API (American Petroleum Institute)

The most valuable information is that taken from inspections

performed on in-service coatings. Any time a coating is

exposed after being in service for a length of time, the

coating system should be inspected and tested using many

of the same tests mentioned above. One should inspect for

blisters, disbondment, adhesion strength, discoloration, and

any other adverse effects to the coating.

Results of cathodic disbandment tests are presented in

Table 68.1.

When a coating is used in conjunction with cathodic

protection, the pH should be checked under any blisters or

disbondments. This will provide information on the effec-

tiveness of the CP system to provide protection in these areas.

This is discussed in more depth in the next section.

E. SHIELDING VERSUS NONSHIELDING

COATINGS

When using coating with cathodic protection, it is critical for

the end user to consider what potential problems could exist

if the coating system fails and electrolyte penetrates between

the coating and the metal being protected. Shielding of the

cathodic protection current by disbonded external coatings

on pipelines causes more external corrosion than any other

process in today’s pipeline industry. The resulting corrosion

cells cannot be protected by the cathodic protection system,

so corrosion will develop, as illustrated in Figure 68.8. There

have been many articles written about the problems of

external corrosion caused from disbonded and shielding

pipeline coatings [17–23].

When selecting a pipeline coating, the nonshielding char-

acteristics of the coating systemmay be more important than

other issues normally considered. To adequately protect

underground pipelines, a coating must conduct CP current

when disbondment occurs [24]. Nonshielding means if the

coating system adhesion fails and water penetrates corrosion

on the metal is significantly reduced or eliminated when

adequate CP is available, Fusion-bonded epoxy is a non-

shielding coating (Fig. 68.9). Corrosion and stress corrosion

cracking (SCC) have not been an issue under disbonded FBE

in over 40 years of service or the mesh backed tape after over

20 years of service (Fig. 68.10). Other coatings may also

provide this property but should be studied and tested to

ensure this property. This has been proven by the use of the

various in–line inspection (ILI) tools that are used to find

corrosion and other defects in pipelines.

With the use of the external corrosion direct assement

(ECDA) methods now being used, companies can evaluate

FIGURE 68.7. Cathodic disbondment test of a tape coating sys-

tem. This particular system failed the test (Photo furnished by ITI

Anti-Corrosion, Inc., Houston, TX.)
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the condition of the external coatings.When doing the ECDA

diagnosis of any failed coating and potential corrosion, one of

themost critical evaluationmethods is to check the pH of any

water under the coating. The electrochemical process of

cathodic protection will cause an alkaline area where the

current enters the metal. External corrosion may occur for

other reasons, such as AC or DC interference or shielding

from other materials that may shield the CP. The cause of

external corrosion must be properly evaluated to distinguish

between shielding and other causes.

If the coating system is nonshielding to the CP current,

the pH will typically be 9 or above, indicating that CP is

being effective even under the disbonded coating. At this pH

level, corrosion on steel surfaces will be limited or nonex-

istent since steel is protected at these levels of pH. The high

pH also indicates adequate CP is available under the

coating. Disbonded coatings that are shielding CP current

will typically have a pH of 7 or less. Many times significant

corrosion will develop under these coatings because CP

cannot be effective under these coating systems, yet the CP

potentials taken above ground will meet or exceed the

various CP criteria.

TABLE 68.1. Cathodic Disbondment Test Results Comparing Tape Coatings and Shrink Sleevesa

System 30 days 60 days 90 days

1. Two-layer tape/primer 41mm 45mm 58mm

2. Shrink sleeve/two-part primer 25mm >65mm >65mm

3. Shrink sleeve/no primer 0mm 5.6mm 0mm

4. Shrink sleeve/two-part primer >50mm >50mm >50mm

5. Tape/primer Complete failure Complete failure Complete failure

6. Tape/primer >50mm >50mm >50mm

7. Shrink sleeve/two-part primer Complete failure Complete failure Complete failure

8. Tape/two-part primer 8.3mm 6.3mm 8.9mm

9. Shrink sleeve/two-part primer Complete failure Complete failure Complete failure

10. Shrink sleeve/primer Complete failure Complete failure Complete failure

11. Shrink sleeve/primer Complete failure Complete failure Complete failure

12. Mesh-backed tape 0mm 0mm 0mm

13. Two-layer tape/primer 10.7mm 12.3mm 12.5mm

14. Two-layer tape/primer 38.3mm >50mm >50mm

15. Two-layer tape/primer >75mm >75mm >75mm

aProvided by Lone Star Corrosion Services, Ennis, TX.

FIGURE 68.8. Shrink sleeve applied in 1997 and resulting cor-

rosion found in 2006. Shrink sleeve shielded the CP. Pipe potential

met all NACE criteria.

FIGURE 68.9. Water under blisters on FBE coated pipe used for

gas transmission in central United States. Water under the blisters

had a pH of 12 with no metal loss showing nonshielding properties

of FBE. (Photo furnished by Lone Star Corrosion Services, Ennis,

TX.)
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F. CONCLUSIONS

There may be other selection criteria that are important for a

particular situation, but the ones given in this chapter are

always important. Testing of materials and judgment of

experienced individuals will help to determine the correct

coating for a particular structure and situation. Clear, precise

specifications are very important. Specifications should

be continually updated to reflect changes in the industry. It

is essential to have well-trained and qualified inspectors who

have a real passion for ensuring the best coating possible

under the circumstances.

If coatings are plant applied, preproduction meetings,

coating, and testing help to ensure that the plant understands

the specifications and can produce coated material as spec-

ified. For field-applied coatings, well-trained applicators

should be employed. Once again, preproduction meetings,

coating, and testing are advised. Company employees who

apply coatings should be trained for each particular coating

type to be used.

Many factors must be consideredwhen selecting a coating

for a particular system. Short-term testing will help to

determine which coatings will perform best in certain con-

ditions. Past experiencewith a particular coating system used

in the same environment should always be considered. Good

coating performance in one environment does not mean the

same coating will perform well in a different environment.

Once selected, the coating must be properly applied to a

clean, well-prepared surface. The coated product must then

be handled, transported, and stored properly during

the construction phase. After installation, the parameters of

the coating, such as temperature and cathodic protection

limits, should not be exceeded.

Well-written coating specifications and inspection in the

field or plant by inspectors who are well trained and pas-

sionate about what they are doing will help to ensure the best

possible coating system under the circumstances.

When selecting a pipeline coating, the shielding and

nonshielding characteristics of the coating system may be

more important than other issues normally considered.

Most of the external corrosion on pipelines today is

caused from coating that have disbanded (for a variety

of reasons), allowed water to penetrate between the

coating and the pipe, and then shield the CP current

allowing corrosions to develop. More CP does not solve

this problem; only recoating the pipe properly will solve

the problem.
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A. INTRODUCTION

This chapter presents the practical application of cathodic

protection. Various uses are shown along with the principles

of design for galvanic anode and impressed current systems.

This chapter also presents recommended steps and formulas

as well as overall information that will guide the engineer in

the choice and design of the most appropriate cathodic

protection for the structures involved. Standards and other

publications containing information on various facilities are

referenced.

Engineering of cathodic protection involves not only the

calculation of current requirements, resistances, and voltages

but also an understanding of the type and configuration of

cathodic protection to be used. The designermust consider its

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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practicability, life-cycle costs, and maintenance and opera-

tional requirements.

B. OPERATION OF CATHODIC

PROTECTION

Essentially, cathodic protection involves the application of a

direct current (dc) from an anode through the electrolyte to

the surface to be protected. This is often thought of as

overcoming the corrosion currents that exist on the structure.

That is not reallywhat happens as there is no flowof electrical

current (electrons) through the electrolyte. There is, of

course, a flow of ionic current in the electrolyte as explained

in earlier chapters on electrochemistry.

Cathodic protection eliminates the potential differences

between the anodes and cathodes on the corroding surface.

A potential difference is then created between the cathodic

protection anode and the structure such that the cathodic

protection anode is of a more negative potential than any

point on the structure surface. Thus, the structure becomes

the cathode of a new corrosion cell. The cathodic protection

anode is allowed to corrode; the structure, being the cathode,

does not corrode.

C. USES OF CATHODIC PROTECTION

Cathodic protection is widely used to protect many struc-

tures. Among these are underground structures, on-grade

tank bottoms, marine facilities and ship hulls, and water

storage tanks. It can also be used for stray-current corrosion

control. See Kumar [1] and [2] and [3, Chapter 6–8] for

further information.

Effective cathodic protection may or may not require

electrical isolation of the structure. Where the protected

structure is not electrically isolated, protective current re-

quirements are increased as some current will be lost to

interconnected facilities. Many structures such as gas distri-

bution piping, transmission lines, and small piping systems

can usually be easily isolated. Other facilities such as large

tank farms, wharves, foundation or sheet piling, and complex

piping networks often cannot be isolated economically or

with any degree of certainty.

The designer must consider the feasibility of isolation in

the overall current requirements and in the layout of cathodic

protection. The presence or absence of isolation may also

affect the typeof cathodic protection that thedesigner chooses.

D. TYPES OF CATHODIC PROTECTION

There are two types of cathodic protection: galvanic anode

and impressed current. Typical uses and selection recom-

mendations are discussed later.

D1. Galvanic Anodes

Galvanic anode protection is often called “sacrificial” be-

cause the anode is thought of as “sacrificing” itself to protect

the structure. This type of protection utilizes a galvanic cell

consisting of an anode made from a more active metal than

the structure. The anode is attached to the structure, either

directly or, to permit measurement of the anode output

current, through a test station.

Magnesium and zinc are the most common galvanic

anodes for underground use. In salt water, zinc anodes and

aluminum alloy anodes are commonly used. In freshwater,

magnesium is frequently used.

For underground use, magnesium anodes are packaged in

a backfill consisting of 75% gypsum, 20% bentonite, and 5%

sodium sulfate. The purpose ofthe backfill is to absorb

products of corrosion and to absorb water from the soil to

keep the anodes active. Magnesium and zinc are also avail-

able in ribbons and extruded rods.

Galvanic anodes require no external power. The protective

current comes from the electrochemical cell created by the

connection of the anode material to the more noble or

electrically positive metal of the structure.

D2. Impressed Current

Impressed current protection provides dc from a power

source. The current is delivered to anodes made of a material

having a very low or essentially inert dissolution rate. The

anodes serve simply to introduce the protective current into

the electrolyte.

D2.1. Power Sources. The most common power source for

impressed current protection is the transformer rectifier. This

unit, commonly called simply a rectifier, reduces incoming

alternating current (ac) voltage and rectifies it to dc. There are

also solid-state “switchmode” rectifiers that perform similar

functions without the use of transformers. Rectifiers can be

provided with constant voltage, constant current, or

structure-to-electrolyte potential control.

In areas where electrical power is not readily available,

solar power– and wind-driven generators coupled with stor-

age batteries are used, There is also some use of thermo-

electric cells, in-line turbine generators (in gas or oil pipe-

lines), and internal combustion engine–driven generators.

D2.2. Anodes. Avariety ofmaterials are used for impressed

current anodes, Among the oldest are high silicon,

chromium-bearing cast iron, graphite, and junk steel. Mag-

netite and lead–silver anodes are also used, with lead–silver

being confined to use in seawater.

Among newer materials are “dimensionally stable an-

odes,” so-called because the anode itself consists of a deposit

on an inert substrate. This deposit may be consumed, but the
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anode shape tends to remain stable. Included in this category

are platinized niobium or titanium and mixed-metal oxide

(MMO)/titanium anodes.

Underground impressed current anodes are usually back-

filled in a carbonaceous material such as metallurgical or

calcined petroleum coke. The purpose of the backfill is to

increase the effective size of the anode, thus reducing its

resistance to earth, and also to provide a uniform environ-

ment around the anode, increasing its life. Anode life is

extended by the large coke backfill column since the current

is discharged from the coke column as opposed to being

discharged from only the anode. Another advantage to

increasing the size of the anode is that the resultant reduction

in anode current density reduces acidity in the vicinity of the

anode.

E. GALVANIC ANODE DESIGN

E1. Typical Uses

Galvanic anode systems are typically used where protective

current requirements are relatively low, usually in the range

of several hundredmilliamperes to perhaps 4 or 5A.Offshore

structures, having a current requirement of many hundreds

of amperes can also be protected by large galvanic anodes

weighing anywhere from 135 to 635 kg.

Common places to use galvanic anode protection include

well-coated, electrically isolated structures, offshore struc-

tures, ship hulls, hot-spot pipeline protection, heat exchanger

water boxes, and in environments of resistivity below

�10,000W cm, although they can be used in much higher

resistivities, especially if coating and isolation conditions

are favorable.

E2. Advantages and Limitations

There are advantages and limitations to galvanic and im-

pressed current systems. The designer needs to assess the

engineering and economic aspects of eachmaking the type of

protection system to use:

Advantages of galvanic systems

. No external power required

. Little maintenance

. Relatively easy installation

. Little chance of cathodic interference

. Less inspection and recordkeeping than with im-

pressed current systems

Limitations of galvanic systems

. Lack of adjustment without resistors in anode

circuits

. Limited current output

. Possible high replacement costs

. Need for good coating

. Need for electrical isolation of protected structure

E3. Design Process

The following will serve as a guide to the designer for the

steps to follow during the design process. The example is

based on an underground pipeline. Later in this chapter the

reader is referred to publications and standards that

will provide information on other structures. Refer also to

[5], Chapter 6] for additional information on galvanic anode

design.

E3.1. Design Parameters. To begin the design, establish

the electrolyte resistivity, the protective current requirement,

the desired life of the anodes, whether or not the structure is

electrically isolated, whether or not there are any stray-

current concerns, and the physical configuration desired for

the anode.

E3.2. Current Requirement. There are two ways of estab-

lishing current requirement. If the structure is in place, one

can test it as shown in Figure 69.1. In this procedure, a test

current is applied to the structure and the resultant change

in structure-to-electrolyte potential is measured. From the

data, the current requirement can be calculated. Details on

current requirement testing are given by Peabody [4] and in

[5, Chapter 5].

In new construction, the current requirement is often

calculated from estimates such as those in Table 69.1. The

amount of bare steel depends on the assumed quality of the

coating, both to begin with and after several years of oper-

ation. A coating efficiency, for example, of 95%, equals 5%

bare metal.

The current requirement is then the total area of the pipe

times the percent bare (as a decimal) times the current per

square meter, or

Ireq ¼ A�%bare �mA=m2 ð69:1Þ

Where Ireq is the total, current requirement in milliamperes

and A is the total area of the structure in square meters.

E3.3. Anode Selection. Table 69.2 lists the characteristics

of several types of galvanic anodes. There are two types of

magnesium anode alloys, standard (H-1) alloy and high-

potential alloy. Generally speaking, high-potential anodes

are desirable if the electrolyte resistivity exceeds 8000W_cm.

There are two grades of zinc anodes, one for seawater use

and one for underground use. There are also two grades of

aluminum alloy anodes for saltwater use.

If zinc anodes are chosen, it is important that they

meet the purity required by the American Society for Testing
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and Materials (ASTM) standard B-418 Type I (MILL-Spec

A-18001) for seewater use and ASTM B-418 Type II for

underground use, Lower purity anodes will not function

properly. Zinc anodes are generally limited to environments

of resistivity below 1500W cm because of their low driving

voltage. Zinc anodes are used successfully in higher resis-

tivity soils, however, on some very well coated, electrically

isolated facilities such as underground storage tanks.

E3.4. Anode Requirement. This step involves calculation

of the resistance of the cathodic protection circuit, the

potential difference between the anode and the structure

and, from these numbers, the anode output.

FIGURE 69.1. Typical current requirement test setup. (From Advanced Course Text, Appalachian

Underground Corrosion Short Course [5]. Used by permission.)

TABLE 69.1. Typical Current Requirement for Cathodic

Protection of Bare Steela

Environment (mA/m2)

Neutral soil 4.5–16.0

Well-aerated neutral soil 21.5–32.0

Highly acid soil 32.0–160.0

Soil supporting sulfate-reducing bacteria 65.0–450.0

Heated soil 32.0–270.0

Stationary freshwater 11.0–65.0

Moving, oxygenated freshwater 54.0–160.0

Seawaterb 32.0–110.0

aData from Air Force Manual 88–9, Corrosion Control, Chapter 4, p. 203,

and [1, Table A-1].
bMay be as high as 160.0–430.0 in cold and Arctic waters.

TABLE 69.2. Galvanic Anode Characteristica

Consumption

Material

Theoretical

Output (A-h/kg)

Actual Output

(A-h/kg) Efficiency

Rate

(kg/A-year)

Potential

to CDEb

Zinc

type I 860 781 90% 11 1.06

type II 816 739 90% 12% 1.10

Magnesium

H-1 alloy 2205 551–1279 25–58% 6.8–16 1.40–1.60

Magnesium

High

Potential 2205 992–1191 7.3–8.6 1.70–1.80

Al/Zn/Hg 2977 2822 95% 3.1 1.06

Al/Zn/In 2977 2591 87% 3.3 1.11

aData adapted from Advanced Course Text. Chapter 6. Appalachian Underground Corrosion Short Course, West Virginia University, Morgantown, WV, 2008,

and from [3, p. 139].
bCopper–copper sulfate electrode.
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E3.4.1. Cathodic Protection Circuit Resistance. The re-

sistance of a vertical anode to ground can be calculated from

the following equation (after H. B. Dwight [6]), based on the

dimensions of the anode package (Eq. (69.2) [4, p. 134] and

on accompanying computer disks):

Rv ¼ r

2pL
ln
8L

d
� 1

� �
ð69:2Þ

where Rv is the resistance to earth in ohms, r is the soil

resistivity in ohm centimeters, L is the anode length in

centimeters, and d is the anode diameter in centimeters.

If the designer decides to use horizontal anodes, the

resistance to earth is different from the vertical anode and

is given by (see [6] and [1, pp. 1–8])

Rh ¼ r

2pL
ln

4L2 þ 4L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2hÞ2 þ L2

q
2dh

2
4

3
5

0
@

þ 2h

d
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2hÞ2 þ L2

q
L

� 1

1
A

ð69:3Þ

whereRh is resistance to earth in ohms, r is the soil resistivity
in ohm centimeters, L is anode length in centimeters, d is

anode diameter in centimeters, and h is depth below the

surface to the center of the anode in centimeters.

The designer will find anode dimensions given in catalogs

prepared by anode manufacturers. The packaged dimensions

are used in the calculation.

The anode is conected to an underground structure with

a lead wire. The resistance of the wire (Rw) is very small but

should be considered. Wire and cable data appear in

Table 69.3.

The resistance of the structure (Rs) to ground mayor

may not be significant. In many cases, this resistance is

small enough to be omitted from the calculation. Peabody

[4, p. 135] provides additional information on calculating

structure to ground resistance.

The total cathodic protection circuit resistance (Rt in

ohms) then is

Rt ¼ Ra þRw þRs ð69:4Þ

where Ra is the resistance of the anode to ground from

Eqs. (69.2), (69.3) or (69.9), Rw is the wire resistance, and

Rs is the structure-to-ground resistance.

E3.4.2. Anode Output. The anode output depends on the

anode circuit resistance and the potential difference between

the anode and the structure (the driving potential). The

potential difference between the anode and the structure,

DVg in volts, is the difference between the open-circuit

potential of the anode (Vga vs,) and the desired polarized

potential of the Structure (Vgs vs), or

DVg ¼ Vga �Vgs ð69:5Þ

The current output, I in milliamperes, is then calculated

from Ohm’s law:

I ¼ DVg

Rt

� 1000 ð69:6Þ

E3.4.3. Number of Anodes Required. This is calculated

from the current requirement divided by the individual anode

output:

Anodes required ¼ current requirement

anode output
ð69:7Þ

Anodes are usually spaced evenly along or around the

structure. It is also good practice to place anodes near

isolating fittings, building walls, or other locations where

an inadvertent, although likely high-resistance, contact to

another structure might occur.

E3.5. Anode Life. Calculate the life of the anode from [5],

L ¼ Th�W � E � UF

h� I
ð69:8Þ

where L is life in years, Th is the theoretical A�h/kg output

(Table 69.2),W is the anodeweight in kilograms, E is current

efficiency (Table 69.2), UF is the utilization factor, h is hours

per year (8766), and I is anode output in amperes. The

utilization factor is usually chosen as 0.85 (85%); this means

that once the anode is 85% consumed, its resistance to earth

TABLE 69.3. Copper Cable Dataa

Size AWG

dc Resistance

20�C W/1000 m

Max. dc Current

Capacity (A)

14 8.4650 15

12 5.3152 20

10 3.3466 30

8 2.0998 45

6 1.3222 65

4 0.8334 85

3 0.6595 100

2 0.5217 115

1 0.4134 130

1/0 0.3281 150

2/0 0.2608 175

3/0 0.2070 200

4/0 0.1641 230

250 MCM 0.1388 255

aData adapted from Advanced Course Text, Chapter 5, Appalachian Un-

derground Corrosion Short Course, West Virginia University, Morgan town,

WV 2008.

GALVANIC ANODE DESIGN 1005



 

begins to increase to the point that its output is reduced

significantly.

If the calculated life is insufficient, then the designer needs

to choose a heavier anode or perhaps use more anodes than

the design calculations require.Also, Eq. (69.8) can be solved

for total required anode weight for a given life. The total

weight can then be divided the individual anode weight to

obtain the required number of anodes.

E4. Grouped Anodes

There are times when the designer may desire to group

several anodes together in a bank. The anodes may then be

connected to the structure through a test station. This is

particularly useful when replacing anodes to minimize the

number of excavations required.

When placed in groups, the individual anode outputs are

reduced due to a mutual interference resistance proportional

to the anode spacing. This resistance decreases as anode

spacing increase. The resistance to earth of a group of vertical

anodes may be calculated from the Sunde equation (see

[4, p.134] and [7]):

Rn ¼ r

2pNL
ln
8L

d
� 1þ 2L

S
� ln 0:656N

� �
ð69:9Þ

where Rn is resistance of the anodes to earth in ohms, r is

soil resistivity in ohm centimeters, L is anode length in

centimeters, d is anode diameter in centimeters, N is number

of anodes, and S is center-to-center spacing of anodes in

centimeters.

E5. Anode Installation

Figure 69.2 shows a typical installation. It is good practice to

use test stations wherever possible. Test stations are neces-

sary to evaluate the effectiveness of cathodic protection on

underground structures; placing at least some anodes at test

stations permits measurement of the output current and

“instant off ” polarized potentials at that location. Knowledge

of anode current aids in evaluating anode performance and

in calculating eventual anode life. Figure 69.3 shows anodes

on a distribution pipeline.

FIGURE 69.2. Typical galvanic anode system installation. (Courtesy of Advanced Course Text,

Appalachian Underground Corrosion Short Course [5]. Used by permission.

FIGURE 69.3. Typical galvanic anode cathodic protection.
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F. IMPRESSED CURRENT DESIGN

F1. Typical Uses

Impressed current cathodic protection has wide application.

It is especially applicable when current requirements are

large, in some cases as high as 500 A or more. Then, too, a

small impressed current system putting out less than an

ampere might be used to replace a dissipated galvanic anode

system.

Common uses of impressed current include long trans-

mission pipelines, complex underground structures, pilings,

marine structures and ship hulls, replacement for dissipated

galvanic systems, large condenser water boxes, reinforcing

steel in concrete, bare or poorly coated structures, unisolated

structures, and water storage tank interiors.

F2. Advantages and Limitations

As discussed in Section E, there are advantages and limita-

tions to galvanic and impressed current systems. The de-

signer needs to assess the engineering and economic aspects

of each in making the choice of the type of protection system

to use:

Advantages of impressed current systems

. Adjustable output

. Large current available

. Applicable to poorly coated or bare structures

. Applicable to nonisolated structures

. Low-cost method of replacing spent galvanic anodes

Limitations of impressed current systems

. Constant power required

. More maintenance, inspections, and recordkeeping

than with galvanic systems, especially for regulated

tanks or pipelines

. Experienced electrical personnel may be needed for

installation

. Possibility of cathodic interference

F3. Design Process

The following will serve as a guide to the designer for the

steps to follow during the design process. This example is

based on an underground pipeline. Later in this chapter the

reader is referred to publications and standards that will

provide specific information on other structures. Refer also

to [5, Chapter 5] for additional information on impressed

current design.

F3.1. Design Parameters. To begin the design, establish

the electrolyte resistivity, the protective current required, the

desired life of the groundbed (anodes), whether or not the

structure is electrically isolated, and the physical configura-

tion desired for the groundbed.

F3.2. Current Requirement. The current requirement can

be determined by testing if the structure is in place as

explained under galvanic anode protection and as shown in

Figure 69.1 and further described by Peabody [4].

In new construction, the current requirement is often

calculated from estimates such as those in Table 69.1. The

amount of bare steel depends on the assumed quality of the

coating both to begin with and after several years of oper-

ation. A coating efficiency, for example, of 95% equals 5%

bare metal.

As described in Section E3.2 for the current requirement

in a galvanic anode system, the current requirement for an

impressed current system is also calculated by multiplying

the total area of the pipe, the percent bare (as a decimal), and

the current per square meter, or

Ireg ¼ A�% bare �mA=m2 ð69:1Þ

where Ireq is the total current requirement in milliamperes

and A is the total area of the structure in square meters.

F3.3. Anode Selection. The designer has a variety of an-

odes from which to choose and with experience will learn

which anodes perform best for the situation at hand. High

silicon, chromium-bearing cast iron, and graphite have sim-

ilar characteristics. Dissipation rate varies with the environ-

ment, but 0.5 kg/A-year is typical; steel dissipates at 9.1 kg/

A-year. Kumar et al. [1] present data on MMO anodes. For

characteristics of other anode materials, refer to the man-

ufacturer’s literature.

F3.4. Anode Requirements and Life. In determine the

number of anodes required for an impressed current

groundbed, it is best to start with the calculation of anode

life. While the dissipation rate of high SiCrFe and graphite

anodes is actually �0.5 kg/A-year or less, it is common

practice to use 1.0 kg/A-year to allow for a safety factor

(similar to the utilization factor used in galvanic anode

design). For other anode materials, the designer should

follow the dissipation information given by the manufac-

ture. The total anode weight (Wt) for the desired life

then is

Wt ¼ Dr � Ireq � L ð69:10Þ

where Wt is the total weight required in kilograms, Dr is

the dissipation rate in kg/A-year, Ireq is current require-

ment in amperes, and L is life in years.

The number of anodes required is simply the total weight

required divided by the individual anode weight.
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F3.5. Groundbed Resistance

F3.5.1. Anode-to-Ground Resistance. Since multiple an-

odes are usually involved, Eq. (69.9) is used to calculate the

resistance of the anode bed to earth (for vertical anodes), as

discussed in Section E4 for groups of anodes in a galvanic

system.

The dimensions of the coke column are used for L and d

in the equation.

F3.5.2. Cable Resistance. Figure 69.4 shows a typical

surface point groundbed layout. There are three cable resis-

tances to consider:

Negative cable to the pipeline

Positive cable to the groundbed

Positive cable in the anode groundbed

Since the current flow through the anode portion of the

groundbed cable drops as each anode is encountered, the

effective resistance of the groundbed cable is usually taken as

one-half of its length. Thus the total effective cable resistance

in ohms becomes

Rc ¼ Rð� Þ þRðþ Þ þRgb ð69:11Þ

where Rc is the total cable resistance, R(� ) is the negative

cable resistance,R(þ ) is the positive cable resistance, andRgb

is one-half of the resistance of the total length of the anode

portion of the groundbed. Cable resistances are given in

Table 69.3.

F3.5.3. Structure-to-Ground Resistance. As discussed in

Section E, the pipe-to-ground resistance is frequently neg-

ligible. Peabody [4, p. 135] provides additional information

on calculating structure-to-ground resistance.

F3.5.4. Total Circuit Resistance. The total circuit resis-

tance in ohms (Rt) is the sum of the anode to ground (Ra),

cable (Rc), and structure-to-ground (Rs) resistances, or

Rt ¼ Ra þRc þRs ð69:12Þ

F3.6. Rectifier Selection. Required driving voltage (E) is

determined by Ohm’s law:

E ¼ Ireq

Rt

ð69:13Þ

The designer should allow for some increase in current

requirement over the years; 25% is a reasonable figure, but

the designer should also rely on experience. It is prudent also

to allow for some circuit resistance increase in the future,

so the required rectifier voltage is usually multiplied by 1.5.

The designer then chooses a commercially available unit

meeting the design requirement.

F4. Other Groundbed Configurations

Adistributed anode system, shown in Figure 69.5, consists of

anodes spaced at intervals along the structure to be protected.

Typical applications include pipelines, sheet pilings, large

tank farms, and other complex networks.

FIGURE 69.4. Impressed current cathodic protection using surface point groundbed.
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Figure 69.6 shows a deep anode bed. This installation

utilizes anodes placed in a coke column vertically in the

earth. Typical depths are 60–90 m. The resistance to earth is

based on the dimensions of the coke breeze column and may

be calculated from Eq. (69.2). Lewis [8] presents detailed

information on the design and use of deep anode groundbeds.

G. DESIGN OF OTHER CATHODIC

PROTECTION SYSTEMS

Not all uses of cathodic protection can be explained in this

chapter. The following sections provide references for var-

ious applications.

G1. Marine Structures

Design of cathodic protection for marine structures in both

fresh and salt water require special techniques. Galvanic

systems usually employ zinc or aluminum alloy anodes.

Impressed current systems frequently use high silicon, chro-

mium-bearing iron, platinized niobium, or mixed-metal

oxide/titanium anodes.

The structure being protected affects the design. Station-

ary facilities such as bulkheads and support piles require

different techniques from ship hulls. Morgan [3, Chapter 7]

discusses this in detail.

G2. Heat Exchangers

Cathodic protection is often used to overcome corrosion in

heat exchanger water boxes. It is especially useful in con-

trolling galvanic corrosion between steel tube sheets and

copper or other noble metal tubes such as titanium or

stainless steel. Morgan [3, p. 398 ff] and Lane [9] present

information on this application.

G3. Steel in Concrete

Bridge decks, parking structures, and other reinforced con-

crete structures lend themselves to cathodic protection,

particularly when the concrete is contaminated with chlor-

ides from deicing salts or a marine environment. Special

techniques are required as described by Rog and Swiat [10],

NACE [11, 12] and Morgan [3, p. 242 ff].

Prestressed concrete pipelines occasionally require ca-

thodic protection. Protection must be done carefully to avoid

damage to the prestressing wire from hydrogen embrittle-

ment or stress corrosion cracking (SCC). Helpful advice is

found in [13].

G4. Water Storage Tanks

Thewetted surfaces of water storage tank interiors can easily

be protected by cathodic protection. Above thewater surface,

FIGURE 69.5. Impressed current cathodic protection using dis-

tributed groundbed.

FIGURE 69.6. Impressed current cathodic protection using a deep

anode groundbed.
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the tank must be protected by coating. Refer to Bushman and

Kroon [14] and Kumar et al. [1] for design details.

G5. Above-Ground Storage Tank Bottoms

Cathodic protection is used on both Single- and double-

bottom tanks. Many jurisdictions require such protection.

Morgan [3, p. 232 ff] provides design details.

H. OTHER DESIGN CONCERNS

H1. Electrical Continuity

In most cases, the structure to be protected must be electri-

cally continuous. This is particularly true for piping, reinfor-

cing steel, bulkheads, foundations piles, and the like.

Where electrical continuity does not exist, such as in

piping with mechanical joints or among many structures in

a complex network, joint bonds, consisting of insulated

copper cable, are necessary to ensure that all of the structures

to be protected are electrically continuous.

There are timeswhere electrical continuity is not required.

One example is the installation of galvanic anodes on existing

ductile iron pipe where anodes can be installed on individual

lengths of pipe.

H2. Shielding

In complex situations such as tank farms, industrial plants,

and other large underground and underwater structures, it is

important to lay out the anodes so that all structures receive

protection. This may require a distributed anode system or

several small installations to ensure that all areas are

protected.

H3. Cathodic Interference

This term refers to the stray-current effect that a cathodic

protection installation may have on other structures. In-

terference is seldom a problem with galvanic anode pro-

tection because of its inherent small current output and

driving voltage. With impressed current, however, stray-

current effects may occur on adjacent structure. This needs

to be taken into consideration in the design of the design of

the protection. See [15, Chapter 5] for information on this

topic.

H4. Attenuation

For long pipelinesmanykilometers in length, the attenuation,

or reduction of protection with distance, must be considered.

This becomes increasingly important as the pipeline-

to-electrolyte resistance decreases or as the linear resistance

of the pipeline increases. Figure 69.7 shows typical attenu-

ation on a pipeline. Specific information on this aspect

of cathodic protection engineering has been presented by

Morgan [3, p.201 ff].

I. CRITERIA FOR CATHODIC PROTECTION

The designermust understand the applicable criterion and the

proper test techniques. Various criteria for underground and

submerged structures are listed below. The reader must study

these criteria and associated testing techniques in detail.
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FIGURE 69.7. Typical attenuation on a pipeline.
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See [16] regarding underground and submerged structures

and Section 2 of [12] for steel in concrete.

I1. Steel and Cast Iron

A negative potential of at least 850mV to a saturated

copper–copper sulfate reference electrode (CSE) with the

cathodic protection current applied. Voltage drops other than

those across the structure to electrolyte boundary must be

considered.

A negative polarized potential of at least 850mV with

respect to CSE.

A minimum of 100mVof cathodic polarization between

the structure and a stable reference electrode. This criterion

also applies to steel in concrete.

I2. Aluminum

A minimum of 100mV of cathodic polarization between

the structure and a stable reference electrode. Precautions

must be taken to prevent overprotection of aluminum.

I3. Copper

A minimum of 100mVof cathodic polarization between the

structure and a stable reference electrode.
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A. INTRODUCTION

The causes and common means of detecting and mitigating

stray-current interference effects from direct-current (dc)

sources are reviewed in this chapter. Alternating current (ac),

which can create potential safety hazards has also been

shown to contribute to corrosion of ferrous structures. Al-

ternating ac stray current is discussed in Section E.

Stray currents are defined as electrical currents flowing

through electrical paths other than the intended paths. Stray

currents, or interference currents, are classified as either

static or dynamic.

Static interferencecurrentsare thosethatmaintainconstant

amplitudeandconstant paths.Examplesof typical sources are

railroad signal batteries, high-voltage direct-current (HVDC)

ground electrodes, and cathodic protection system recti-

fiers. Dynamic interference currents are those that contin-

ually vary in amplitude, magnitude, and electrolytic paths.

These currents can be man made (e.g., dc welding equip-

ment, dc railway systems, chloride plants, and aluminum

plants) or caused by natural phenomena. Natural sources of

dynamic stray currents, called tellurics, are caused by

disturbances in the earth’s magnetic field from sun spot

activity. Telluric effects may contribute to corrosion and, in

addition, can create measurement difficulties and interfere

with the ability to assess cathodic protection system

performance.

The lower the resistivity of the soil, the more severe the

effects of stray currentsmay be, If there is a current flowing in

the earth and a potential difference exists between points

where a metallic conductor, such as a pipeline or cable, is

located, then the conductor will readily acquire a part of the

current that is flowing. Thus, metallic pipelines and cables

can become conductors of stray currents in the earth

environment.

B. DETECTION OF STRAY CURRENTS

Static stray currents on a pipeline can be detected by ana-

lyzing pipe-to-soil potentials. The graph in Figure 70.1 shows

a pipelinewith no interference. Figure 70.2 shows a potential

plot for a coated pipeline with stray-current interference.

Interference may be suspected if:

The voltage curve profile shows abnormal variation from

previous survey graphs.

High negative values are noted remote from any cathodic

protection system on the surveyed line.

Unusual current flows are measured along the pipeline.

Low negative or positive voltages are measured.

*Adapted with permission from the Appalachian Underground Corrosion

Short Course [1, 2].

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.
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In practice, if the positive shift does not cause a potential

less negative than � 0.850 vs. Cu/CuSO4 (free of voltage IR

drop caused by current flow through ohmic resistance), then

negligible corrosion can be expected.

Dynamic stray currents are more easily detected than

static ones. Dynamic stray currents are present if the struc-

ture-to-soil potential is continually fluctuating while the

reference electrode is kept in a stationary position in contact

with the soil. These potential changes are the result of current

changes at the source of the interference.

C. LOCATING SOURCE OF INTERFERENCE

C1. Static Interference

The path of current flow in the earth can be tracked to its

source by measuring the currents in the earth using two

identical portable reference electrodes and a digital voltme-

ter. By measuring the potential difference between the two

electrodes spaced about 8 m (25 ft) apart, as shown in

Figure 70.3, the direction of current flow can be determined

FIGURE 70.1. Potential versus distance plot, no interferance.

FIGURE 70.2. Potential plot with interference; coated pipeline.
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and its path traced. With the voltmeter connected as shown,

positive potential readings would indicate current flow to-

ward the pipeline. Negative potential readings would indi-

cate that current is flowing away from the pipeline.

If there are test facilities for measuring current flow along

the pipeline, a line current survey can be conducted to

determine the areas of current pick-up and discharge. This

information can also be used to track stray currents toward

their source.

To confirm the cause of abnormal pipe-to-soil potential

readings, the effect of interrupting the suspected current

source on a potential survey along the protected pipeline or

structure should be assessed. If there is no effect on the

potential readings of the interfered structure, the search for

the current source must continue until the actual interfering

current source is located.

C2. Dynamic Stray Currents

After identifying possible sources, such as dc electrical

railway systems, mines, or industrial plants, such as alumi-

num and chlorine, the current flow should be traced along the

interfered structure to its source. One method is to observe

the current flow at intervals along the structure usingmillivolt

drop test station lead wires to determine the direction of

current flow, as illustrated in Figure 70.4.

Assume that a situation exists where a single source is

causing interference problems. Avoltmeter connection, to be

used for pipe-to-soil potential measurements, is made be-

tween the pipeline (interfered structure) and a reference

electrode within the earth current pattern of the source and

its load. Observing the fluctuating potential readings at this

point alonewould not enable one to determine if the readings

are being taken at a point where the pipeline is picking up or

FIGURE 70.3. Tracing stray-current flow.

FIGURE 70.4. Determining direction of line current flow.
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discharging current. If measurements are being taken at a

point of current pickup, a negative potential swing would be

indicated. A positive swing would indicate a decrease of

current flow and a condition of the pipe returning to its

steady-state condition. Readings observed at a discharge

point swinging in the positive direction would indicate an

increase in current leaving the line and a negative swing

would indicate a decrease in current discharge.

Test locations can be identified as pick-up or discharge

points by correlating the open-circuit voltage between the

interfered pipeline and the stray-current source and the

pipe-to-soil potential of the pipeline. A plot of these data

is called a beta plot. Figure 70.5 illustrates a typical

experimental setup to obtain a beta plot. A current pickup

area is indicated by pipe-to-soil potentials (Vg) that become

more negative as pipe-to-negative bus voltages (E1) in-

crease; Figure 70.6(a) shows the beta plot for a pickup

area. A current discharge area is indicated by pipe-to-soil

potentials (Vg) that become less negative as (pipe-to-neg-

ative bus voltages (E1) increase; Figure 70.6(b) shows the

beta plot for a discharge area.

As the connection shown in Figure 70.5 indicates, a

positive value of E1 occurs when current flows from the

stray-current source to the pipeline. Conversely, a negative

value of E1 indicates a current flow from the pipeline to

the stray-current source. The slope of a straight line through

the data points is the value of b ¼ DVg/DE. The beta curve

(slope) of dynamic stray-current data is the opposite of the

geometric slope; the geometric slopewould beDE1/DVg. This

type of testing requires that pipe-to-soil potential Vg be

measured at two or more locations. Many readings should

be taken at these locations simultaneously and the meters

used must be identical or comparison of the sets of readings

will be difficult. In most cases, a dual-channel recorder, such

as an X–Y plotter, or a multichannel data logger is used.

If the points plotted form a vertical line, a neutral curve,

there is no influence on Vg by the output fluctuations of

the current source. The point of maximum exposure to stray

currents can be determined from a plot of slopes of beta

curves versus distance along the pipeline. The location of

maximum discharge area slope (the line closest to the

horizontal) is the location of maximum exposure.

D. MITIGATION OF STRAY-CURRENT

CORROSION

D1. Controlling Stray Currents at Source

Groundbed site selection can be used to eliminate or greatly

reduce stray currents and the potential gradients that accom-

pany them. Ideally, groundbeds should be installed as far as

possible from any foreign structure in the area to minimize

the effects of the electric field from the groundbed.

In transit systems and any of the other systems involv-

ing rail returns, the rails should be installed on well-

ballasted road beds or on insulated ties or padding with

ungrounded substations. Similarly, when dealing with

equipment, if isolated positive and negative circuits can

be employed, stray-current problems will be minimized

because of the high circuit resistance to earth. When

welding is done, care should be taken to ensure that the

ground connection and the welding electrode are relatively

close together and that the electrical path between them is

of negligible resistance.

D2. Static Stray Currents

Mitigation bonds are used to mitigate the effects of stray-

current corrosion on a structure. The purpose of the miti-

FIGURE 70.5. Typical test setup used to locate point of maximum exposure.

1016 STRAY-CURRENT ANALYSIS



 

gation bond is to eliminate current flow from a metallic

structure into the earth by providing a metallic return path

for the current. This bond allows the stray current flowing

from a groundbed to the interfered structure to flow through

the structure and back to the protected structure through the

bond. The typical current flow when a drainage bond is

installed is shown in Figure 70.7. Corrosion will occur only

if the current flows from the metal surface into the earth.

To size the mitigation bond, the point of maximum

current flow between the two affected structures must be

located. Typically, this point is situated near the point of

pipeline crossing, where the circuit resistances are the

lowest, but it can be located some distance away, particularly

with well-coated pipelines at areas of coating failure or

damage.

A “trial-and-error” method can be used to determine the

correct bond resistance and current for a solution to static

stray currents. A reference electrode is placed at the point of

maximum stray-current exchange to monitor the potential-

to-soil of the interfered structure. With the current source

operating, a variable resistor is placed between the two

pipelines. When the potential-to-soil of the interferred line

with the current source operating and the bond installed

equals the pontential-to-soil of the interferred line with the

current source deactivated and with the bond disconnected,

the correct bond resistance is determined. The current flow

FIGURE 70.6. Typical beta curve: (a) pickup area; (b) discharge area.
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through the bond and the resistance of the bond can then be

measured.

The required bond resistance can also be calculated

mathematically using the following equation:

Rb ¼ E0 þDE=ISC
Ib

�RI

where Rb ¼ resistance of mitigation bond

RI ¼ resistance between structure

E0 ¼ open-circuit potential without stray-current

source operating

DE¼ change in open-circuit potential caused by

stray-current source

ISC¼ current flow from stray-current source

Ib¼ current in mitigation bond

See [1] for a detailed discussion of static stray-current

location and mitigation.

D3. Dynamic Stray Currents

Once the location of maximum exposure is determined and

its slope or beta curve plotted, the resistance of the bond can

be determined. The required size of the resistance bond is

such that its installation will cause the beta curve at the point

of maximum exposure to assume a neutral or pick-up slope.

Figure 70.8 shows a beta curve at a point of maximum

exposure as well as the required mitigation curve.

In sizing the mitigation bond, a trial-and-error solution

may be possible in relatively simple cases where a single

source of stray current is involved. The size of the resistance

FIGURE 70.7. Typical current flow through resistive bond.

FIGURE 70.8. Beta curve—discharge area (mitigation current).
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bond can be determined by installing a temporary variable

resistance and determining when stray-current corrosion has

been mitigated. The procedure is similar to that described for

static stray currents, except that a mitigation curve, such as

that shown in Figure 70.8, must be obtained.

Where a more complex interference problem exists,

which precludes the use of the trial-and-error method, a

mathematical method can be used. In this method, the

following equation is used to obtain the required resistance

of the mitigation bond:

Rb ¼ DVg=Ib
b

�RI

where Rb¼ resistance of mitigation bond, W
RI¼ resistance between structures, W
Ib¼ bond current, A

b¼ beta slope

DVg¼ change in pipe-to-soil potential caused by Ib

Using values determined experimentally by field mea-

surements, Rb, the resistance of the bond, is calculated. For

example, if

DVg=Ib ¼ 0:00169 V=A b ¼ 0:017 RI ¼ 0:070W

then

Rb ¼ 0:0294W

The bond resistance value, 0.0294W for this example, can

be a simple cable or a combination of cable and variable or

fixed resistors. The bond must also be sized to permit the

maximum current to flow and remain in the current range for

the bond. In a dynamic stray-current situation, the maximum

current can be calculated once the maximum open-circuit

voltage between the structures is known. This value is usually

obtained by measuring the park value over several operating

cycles of the stray-current source. For most stray-current

sources, the typical cycle is 24 h.

For example, if the maximum value of open-circuit volt-

age E1 (Fig. 70.5) is 12.0V, the value of the maximum stray

current through the bond can be calculated as follows:

E1 ¼ IbðRI þRbÞ Ib ¼ 120:9 A

See [2] for detailed analysis and calculations.

In many instances of stray current where rail transit

systems are involved, there may be locations where drainage

bonds are required in areas where reversals of potential could

occur. Therefore, it is often necessary to install an electrolysis

(reverse-current) switch or silicon diode into the circuit to

prevent current flow from the substation back onto the

pipeline through the bond. The resistance to the forward

flow of current created by these devices must be included in

the sizing of the bond.

D4. Galvanic Anodes

Galvanic, or sacrificial, anodesmay be used tomitigate stray-

current effects in situations where small current flows or

small voltage gradients exist. In effect, a potential gradient

produced by the galvanic anode(s) counteracts the interfer-

ence current, with a resulting net current flow to the inter-

fered-with structure. Because galvanic anodes produce

limited voltages, they can overcome only limited stray-

current voltages. In addition, resistance of galvanic anodes

to ground increases as the anodes are consumed during their

lifetime, leading to reduced current flow from the anode and

decreased voltage gradients. Galvanic anodes should be sized

to provide a sufficient anticipated life span and should be

monitored carefully.

Galvanic anode drains are commonly used in lieu of bonds

where small drain currents are involved.

D5. Impressed Current Systems

When the magnitude of stray currents is beyond the ability of

galvanic anodes to counteract, impressed current systems can

sometimes be utilized. Impressed current systems havemuch

higher voltage capacities than galvanic anodes and a greater

life per kilogram of anode material. Built-in control and

monitoring circuits in the impressed current rectifier can be

used to adjust the protective current output based on the

voltage-to-earth fluctuations of the interfered-with pipeline.

The design of galvanic or impressed current mitigation

systems is done by the trial-and-error method. Simulated

systems are placed in the field and the results measured.

Based on the results, a full-scale system can be designed.

E. STRAY CURRENT FROM AC SOURCES

Stray current from ac sources is a well-known safety hazard,

particularly in the form of ac voltages that can occur on

pipelines paralleling or crossing high-voltage ac electrical

tower lines. Recent work, however, is leading to the under-

standing that ac discharge from a pipeline may indeed cause

corrosion [3]. Both steady-state and dynamic ac stray current

may be found. See [4] for detailed information.

Steady-state ac is commonly associated with pipelines

laid in close proximity or paralleling high-voltage ac elec-

trical transmission lines. Dangerous voltages can be created

on such pipelines. Mitigation of the voltage as well as

safety grounding of test stations and above-ground appurte-

nances to buried equipotential mats are recommended if ac

pipe-to-soil potentials exceed 15V.
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Dynamic ac stray currents may be generated by ac

welding, bad building grounds, or ac electrified railroads.
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A. INTRODUCTION

A corrosion inhibitor is a chemical substance which, when

added in small concentrations to an environment, minimizes

or prevents corrosion [1].

Corrosion inhibitors are used to protect metals from

corrosion, including temporary protection during storage

or transport as well as localized protection, required, for

example, to prevent corrosion that may result from accumu-

lation of small amounts of an aggressive phase. One example

is brine in a nonaggressive phase such as oil. An efficient

inhibitor is compatible with the environment, is economical

for application, and produces the desired effect when present

in small concentrations.

Inhibitor efficiency P is given as

P ¼ w0 �w

w0

� �
� 100 ð71:1Þ

where wo is the corrosion rate in the absence of inhibitor and

w is the corrosion rate in the same environment with the

inhibitor added.

B. CLASSIFICATION OF INHIBITORS

Inhibitor selection is based on themetal and the environment.

A qualitative classification of inhibitors is presented in

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie

Copyright � 2011 John Wiley & Sons, Inc.

�HerMajesty the Queen in Right of Canada, as represented by theMinister

of Natural Resources, 2010.
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Figure 71.1. Inhibitors can be classified into environmental

conditioners and interface inhibitors.

B1. Environmental Conditioners (Scavengers)

Corrosion can be controlled by removing the corrosive

species in the medium. Inhibitors that decrease corrosivity

of the medium by scavenging the aggressive substances are

called environmental conditioners or scavengers. In near-

neutral and alkaline solutions, oxygen reduction is a common

cathodic reaction. In such situations, corrosion can be con-

trolled by decreasing the oxygen content using scavengers

(e.g., hydrazine [2]).

B2. Interface Inhibitors

Interface inhibitions control corrosion by forming a film at

the metal/environment Interface. Interface inhibitors can be

classified into liquid- and vapor-phase inhibitors.

B2.1. Liquid-Phase Inhibitors. Liquid-phase inhibitors are

classified as anodic, cathodic, or mixed inhibitors, depending

on whether they inhibit the anodic, cathodic, or both elec-

trochemical reactions.

B2.1.1 Anodic Inhibitors. Anodic inhibitors are usually

used in near-neutral solutions where sparingly soluble cor-

rosion products, such as oxides, hydroxides, or salts, are

formed. They form, or facilitate the formation of, passivating

films that inhibit the anodic metal dissolution reaction.

Anodic inhibitors are often called passivating inhibitors.

When the concentration of an anodic inhibitor is not

sufficient, corrosion may be accelerated, rather than inhib-

ited. The critical concentration above which inhibitors are

effective depends on the nature and concentration of the

aggressive ions.

B2.1.2 Cathodic Inhibitors. Cathodic inhibitors control

corrosion by either decreasing the reduction rate (cathodic

poisons) or by precipitating selectively on the cathodic areas

(cathodic precipitators).

Cathodic poisons, such as sulfides and selenides, are

adsorbed on the metal surface, whereas compounds of arse-

nic, bismuth, and antimony are reduced at the cathode and

form a metallic layer. In near-neutral and alkaline solutions,

inorganic anions, such as phosphates. silicates, and borates,

form protective films that decrease the cathodic reaction rate

by limiting the diffusion of oxygen to the metal surface.

Cathodic poisons can cause hydrogen blisters and hydro-

gen embrittlement due to the absorption of hydrogen into

steel. This problem may occur in acid solutions, where

the reduction reaction is hydrogen evolution, and when the

inhibitor poisons, or minimizes, the recombination of

hydrogen atoms to gaseous hydrogen molecules. In this

situation, the hydrogen, instead of leaving the surface as

hydrogen gas, diffuses into steel causing hydrogen damage,

such as hydrogen-induced cracking (HIC), hydrogen embrit-

tlement, or sulfide stress cracking.

Cathodic precipitators increase the alkalinity at cathodic

sites and precipitate insoluble compounds on the metal

surface. The most widely used cathodic precipitators are the

carbonates of calcium and magnesium.

B2.1.3 Mixed Inhibitors. About 80% of inhibitors are or-

ganic compounds that cannot be designated specifically as

anodic or cathodic and are known as mixed inhibitors. The

effectiveness of organic inhibitors is related to the extent to

which they adsorb and cover the metal surface. Adsorption

depends on the structure of the inhibitor, on the surface

charge of the metal, and on the type of electrolyte.

Mixed inhibitors protect the metal in three possible ways:

physical adsorption, chemisorption, and film formation.

FIGURE71.1. Classification of inhibitors: (�) Form three-dimensional layers at the interface, so they

are classified collectively as interphase inhibitors.
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Physical (or electrostatic) adsorption is a result of electro-

static attraction between the inhibitor and the metal surface.

When the metal surface is positively charged, adsorption of

negatively charged (anionic) inhibitors is facilitated

(Fig. 71.2).

Positively charged molecules acting in combination with

a negatively charged intermediate can inhibit a positively

chargedmetal. Anions, such as halide ions, in solution adsorb

on the positively charged metal surface, and organic cations

subsequently adsorb on the dipole (Fig. 71.3). Corrosion of

iron in sulfuric acid containing chloride ions is inhibited

by quaternary ammonium cations through this synergistic

effect [3].

Physically adsorbed inhibitors interact rapidly, but they

are also easily removed from the surface. Increase in tem-

perature generally facilitates desorption of physically ad-

sorbed inhibitor molecules. The most effective inhibitors

are those that chemically adsorb (chemisorb), a process that

involves charge sharing or charge transfer between the

inhibitor molecules and the metal surface.

Chemisorption takes place more slowly than physical

adsorption. As temperature increases, adsorption and inhi-

bition also increase. Chemisorption is specific and is not

completely reversible [4].

Adsorbed inhibitor molecules may undergo surface

reactions, producing polymeric films. Corrosion protection

increases markedly as the films grow from nearly two-

dimensional adsorbed layers to three-dimensional films up

to several hundred angstroms thick. Inhibition is effective

only when the films are adherent, are not soluble, and prevent

access of the solution to the metal. Protective films may be

nonconducting (sometimes called ohmic inhibitors because

they increase the resistance of the circuit, thereby inhibiting

the corrosion process) or conducting (self-healing films).

B2.2. Vapor-Phase Inhibitors. Temporary protection

against atmospheric corrosion, particularly in closed envir-

onments, can be achieved using vapor-phase inhibitors

(VPIs). Substances having low but significant pressure of

vapor with inhibiting properties are effective. The VPIs are

used by impregnating wrapping paper or by placing them

loosely inside a closed container [5]. The slow vaporization

of the inhibitor protects against air and moisture. In general,

VPIs are more effective for ferrous than nonferrous metals.

C. MECHANISTIC ASPECTS OF

CORROSION INHIBITION

C1. Environmental Conditioners (Scavengers)

In near-neutral solutions, the common cathodic reaction is

oxygen reduction:

O2 þ 2H2Oþ 4e> 4OH� ð71:2Þ

Scavengers deplete the oxygen by chemical reaction;

for example, hydrazine removes oxygen by the following

reaction [2]:

5O2 þ 2ðNH2 �NH2Þ> 2H2Oþ 4Hþ þ 4NO�
2 ð71:3Þ

C2. Anodic Inhibitors (Passivators)

The mechanism of anodic inhibition can be explained using

the polarization diagram of an active–passive metal

(Fig. 71.4) [6].

FIGURE 71.3. (a) Positively charged inhibitor molecule does not

interact with positively charged metal surface. (b) Synergistic

adsorption of positively charged inhibitor and anion on a positively

charged metal surface.

FIGURE 71.2. Adsorption of negatively charged inhibitor on a

positively charged metal surface.
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In the absence of inhibitors, the metal corrodes in the

active state at a rate corresponding to point A in Figure 71.4.

As the concentration of inhibitor is increased, the corrosion

rate also increases until a critical concentration and a critical

corrosion rate (point B, Fig. 71.4) are reached. At the critical

concentration, there is a rapid transition of the metal to the

passive state, and the corrosion rate is decreased (point C).

C3. Cathodic Inhibitors

In acid solution, the cathodic reaction is, typically, the

reduction of hydrogen ions to hydrogen atoms, which com-

bine forming hydrogen molecules:

Hþ þ e� >H ð71:4Þ

2H>H2 ð71:5Þ

In alkaline solution, the cathodic reaction is typically oxygen

reduction [Eq. (71.2)].

Cathodic inhibitors impede reduction reactions. Sub-

stances with high overpotential for hydrogen and those that

form precipitates at the cathode are effective in acid and

alkaline solutions, respectively. The effect of a cathodic

inhibitor on the polarization curves is shown in Figure 71.5.

In this case, the slope of the anodic polarization curve is

FIGURE 71.4. Polarization diagram of active–passive metal showing dependence of current on

concentration of passivation-type inhibitor [7].

FIGURE 71.5. Polarization curve in the presence of cathodic inhibitor [7].
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unaffected, but the slope of the cathodic polarization curve

is changed [7].

C4. Mixed Inhibitors (Adsorption)

Adsorption occurs as a result of electrostatic forces between

the electric charge on the metal and the ionic charges or

dipoles on the inhibitor molecules.

The potential at which there is no charge on the metal is

known as the zero-charge potential (ZCP) (Table 71.1) [8].

The charge on a metal surface in a given medium can be

determined from the corrosion potential (ECORR) and zero-

charge potential. When the difference ECORR – ZCP is

negative, the metal is negatively charged and adsorption of

cations is favored. When ECORR – ZCP is positive, the metal

is positively charged and adsorption of anions is favored.

The charge on inhibitors depends on the presence of

loosely bound electrons, lone pairs of electrons, p-electron
clouds, aromatic (e.g., benzene) ring systems, and functional

groups containing elements of group Vor VI of the periodic

table. Most organic inhibitors possess at least one functional

group, regarded as the reaction center or anchoring group.

The strength of adsorption depends on the charge on this

anchoring group [rather on the hetero atom (i.e., atoms other

than carbon, including nitrogen and sulfur) present in the

anchoring group]. The structure of the rest of the molecule

influences the charge density on the anchoring group [4].

Water molecules adsorb on the metal surface immersed

in an aqueous phase. Organic molecules adsorb by replacing

the water molecules:

½Inhibitor�solnþ½nH2O�adsorbed> ½Inhibitor�adsorbedþ½nH2O�soln
ð71:6Þ

where n is the number of water molecules displaced by one

inhibitor molecule.

The ability of the inhibitor to replace water molecules

depends on the electrostatic interaction between the metal

and the inhibitor. On the other hand, the number of water

molecules displaced depends on the size and orientation of

the inhibitor molecule. Thus, the first interaction between

inhibitor and metal surface is nonspecific and involves low

activation energy. This process, called “physical adsorption,”

is rapid and, in many cases, reversible [9].

Under favorable conditions, the adsorbed molecules in-

volved in chemical interaction (chemisorption) form bonds

with the metal surface. Chemisorption is specific and is not

reversible. The bonding occurs with electron transfer or

sharing between metal and inhibitor. Electron transfer is

typical for transition metals having vacant, low-energy elec-

tron orbitals.

Inhibitors having relatively loosely bound electrons trans-

fer charge easily, The inhibition efficiencyof the homologous

series of organic substances differing only in the heteroatom

is usually in the following sequence: P> S>N>O. An

homologous series is given in Figure 71.6. On the other

hand, the electronegativity, that is, the ability to attract

electrons, increases in the reverse order.

Adsorption strength can be deduced from the adsorption

isotherm, which shows the equilibrium relationship between

concentrations of inhibitors on the surface and in the bulk of

the solution. Various adsorption isotherms to characterize

inhibitor efficiencies are presented in Table 71.2 [10–13]. To

evaluate the nature and strength of adsorption, the experi-

mental data (e.g., corrosion rate) are fitted to the isotherm,

and from the best fit, the thermodynamic data for adsorption

are evaluated.

FIGURE 71.6. Homologous series of organic molecules (the

molecules differ only in the heteroatom.)

TABLE 71.1. Values of Zero-Charge Potentialsa

Metal

Zero-Charge

Potential, mV (SHE)

Ag � 440

Al � 520

Au þ 180

Bi � 390

Cd � 720

Co � 450

Cr � 450

Cu þ 90

Fe � 350

Ga � 690

Hg � 190

In � 650

Ir � 40

Nb � 790

Ni � 300

Pb � 620

Pd 0

Pt þ 20

Rh � 20

Sb � 140

Sn � 430

Ta � 850

Ti � 1050

Tl � 750

Zn � 630

aSee [8].
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The principle of soft and hard acids and bases (SHAB) has

also been applied to explain adsorption and inhibition [14].

The SHAB principle states that hard acids prefer to coordi-

nate with hard bases and that soft acids prefer to coordinate

with soft bases. Metal atoms on oxide-free surfaces are

considered to be soft acids, which in acid solutions form

strong bonds with soft bases, such as sulfur-containing

organic inhibitors. By comparison, nitrogen or oxygen-

containing organic compounds are considered to be hard

bases and may establish weaker bonds with metal surfaces

in acid solutions.

Whatever may be the mechanism of adsorption, the

electron density of the functional groups, polarizability, and

electronegativity are important parameters that determine

inhibition efficiency.

C5. Vapor-Phase Inhibitors

The process of vapor-phase inhibition involves two steps:

transport of inhibitor to the metal surface and interaction of

inhibitor on the surface. Either a VPI may vaporize in the

molecular form or it may first dissociate and then vaporize.

Amines vaporize in the undissociated molecular form.

Subsequent reaction with water, present as moisture at the

surface, dissociates the inhibitor. On the other hand, dicy-

clohexylamine nitrite dissociates liberating amine and

nitrous acid, which deposit on the metal surface [15]. Both

in molecular and in dissociated forms VPls adsorb either

physically or chemically on the metal surface to inhibit

corrosion.

D. EXAMPLESOFCORROSION INHIBITORS

Inhibitors used in practice are seldom pure substances but

are usually mixtures that may be byproducts, for example, of

some industrial chemical processes for which the active

constituent is not known. Commercial inhibitor packages

may contain, in addition to the active ingredients for inhi-

bition, other chemicals, including surfactants, deemulsifiers,

carriers (e.g., solvents), and biocides.

The active ingredients of organic inhibitors invariably

contain one or more functional groups containing one or

more heteroatoms, N, O, S, P, or Se (selenium), through

which the inhibitors anchor onto the metal surface. Some

common anchoring groups are listed in Table 71.3. These

groups are attached to a parent chain (backbone), which

increases the ability of the inhibitor molecule to cover a large

surface area. Common repeating units of the parent chain

are methyl and phenyl groups. The backbone may contain

additional molecules, or substituent groups, to enhance the

electronic bonding strength of the anchoring group on the

metal and/or to enhance the surface coverage. The outline

of the constitution of an organic inhibitor is presented in

Table 71.4.

D1. Inhibitors Containing Oxygen Atom

Benzoic acid and substituted benzoic acids are widely used

as corrosion inhibitors [16]. Adsorption and inhibitor

efficiencies of benzoic acids depend on the nature of the

TABLE 71.4. Constitution of an Organic Corrosion Inhibitor

Anchoring

Groupa Backbone Substituent Groupsa

Binds onto

the metal

Bears anchoring and

substituent groups

Provides surface

coverage

Supplements electronic

strength and surface

coverage

aAnchoring and substituent groups are interchangeable, that is, the substit-

uent group through which the inhibitor anchors onto the metal surface

depends on the electron density, charge on the metal, and orientation of

the molecule in a particular environment.

TABLE 71.2. Adsorption Isothermsa

Name Isothermb Verification Plot

Langmuir q/(1/q)¼ b�c q/(1 � q) vs. log c

Frumkin ½q=ð1� qÞ�efq ¼ b � c q vs. log c

Bockris–

Swinkels

q=ð1� qÞn �
½qþ nð1� qÞ�n� 1=
nn ¼ c � e�b=55:4

q/(1 � q) vs. log c

Temkin q ¼ ð1=f Þ lnK � c q vs. log c

Virial Parson q � e2fq ¼ b � c q vs. log (q/c)
aSee [10–13].
bq, %P/100, surface coverage; b, DG/2.303RT; DG, free energy of adsorp-
tion; R, gas constant; T, temperature; c, bulk inhibitor concentration;

n, number of water molecules replaced per inhibitor molecule; f, inhibitor

interaction parameter (0, no interaction; þ , attraction; and � , repulsion);

K, constant; and %P¼ 1� inhibited corrosion rate/uninhibited corrosion

rate.

TABLE 71.3. Some Anchoring (Functional) Groups in

Organic Inhibitors

Structure Name Structure Name

�OH Hydroxy �CONH2 Amide

�C¼C� -Yne �SH Thiol

�C�O�C� Epoxy �S� Sulfide

�COOH Carboxy �S¼O Sulfoxide

�C�N�C� Amine �C¼S� Thio

�NH2 Amino �P¼O Phosphonium

�NH Imino �P� Phospho

�NO2 Nitro �As� Arsano

�N¼N�N� Triazole �Se� Seleno
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substituents. Electron-donating substituents increase inhibi-

tion by increasing the electron density of the anchoring group

(�COOH group); on the other hand, electron-withdrawing

substituents decrease inhibition by decreasing the electron

density. Percent inhibition as a function of substituents is

presented in Figure 71.7.

D2. Inhibitors Containing Nitrogen Atom

Benzotriazole (BTA) and its derivatives are effective inhi-

bitors for many metals, especially copper, in a variety of

conditions [17]. At low concentrations, BTA is adsorbed

slightly on the surface. At sufficiently high solution concen-

trations, bulk precipitation of the complex on the surface

FIGURE 71.8. Dependence of inhibitor efficiency on time (benzotriazole on copper) [17].

FIGURE 71.7. Variation of inhibitor efficiency as a function of substituents (benzoic acid) (sub-

stituents with negative Hammett constants will attract electrons from the anchoring �COOH group,

thereby decreasing the efficiency) [16]. (Hammett constant is a measure of ability of the substituents

to attract or repel electrons.)
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occurs, inhibiting corrosion. Formation of this complex is a

slow process and, as a result, the inhibitor efficiency of BTA

increases with time (Fig. 71.8).

D3. Inhibitors Containing Sulfur Atom

Thiourea and its derivatives are used as corrosion inhibitors

for a variety of metals [18]. They are nontoxic and are not

an environmental hazard. The variation in the inhibitor

efficiencies of various derivatives of thiourea depends on

themolecular weight. By using lower concentrations of large

molecules, higher inhibitor efficiencies can be obtained

(Table 71.5.)

D4. Electronically Conducting Polymers

In situ polymerization of heterocyclic compounds, such as

pyrrole and thiophene (structures in Fig. 71.6) and aniline,

produces homogeneous, adhesive films on the metal sur-

face [19]. These films are electronically conducting and

have the advantage of tolerance to microdefects and minor

scratches. Conductivity can be up to 100 S/cm and can be

varied depending on the extent of oxidation, from semicon-

ductor to metal. Because of these properties, the films

repassivate any exposed areas of metal where there are

defects in the passive film. Conducting polymers are now

used as inhibitors for metal corrosion.

D5. Coordination Complexes

A variety of chelants provide either corrosion inhibition or

corrosion acceleration, depending on the structure and func-

tional groups. The chelants displaying high surface activity

and low solubility in solution are effective corrosion inhibi-

tors. If they do not have these characteristics, they stimulate

corrosion.

The 8-hydroxyquinoline molecule satisfies the structural

requirements for surface chelation, but formation of a

nonadherent film is a distinct disadvantage (Fig. 71.9). On

the other hand, pyrocatechols (Fig. 71.10), forming adher-

ent chelants on the metal surface, are effective inhibitors.

Inhibition efficiency can be increased by decreasing the

solubility through alkylation (increase in chain length)

(Table 71.6) [20].

FIGURE 71.9. 8-Hydroxyquinoline surface chelation (stable chelate complex is formed but is

soluble in aqueousmedium—no corrosion inhibition [20]. (CopyrightNACE International. Reprinted

with permission.)

TABLE 71.5. Concentration of Substituted Thioureas Required to Produce 90% Inhibitiona

Inhibitor Chemical Structure Concentration, (mol/L) Molecular Weight

Thiourea H2N�CS�NH2 0.1 76.13

Allyl thiourea H2N�CS�NH�CH2CH¼CH2 0.1 116.19

N,N-Diethyl thiourea C2H5HN�CS�NHC2H5 0.003 132.23

N,N-Diisopropylthiourea C3H7HN�CS�NHC3H7 0.001 160.28

Phenyl H2N�CS�NH�C6H5 0.001 152.21

Thiocarbamide C6H5HN�CS�NHC6H5 0.0006 228.38

Symdiotolylthiourea CH3C6H4NH�CS�NHC6H4CH3 0.0004 256.35

aSee [18].
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E. INDUSTRIAL APPLICATIONS OF

CORROSION INHIBITORS

E1. Petroleum Production

Corrosion in the hydrocarbon industries may be divided into

two types, “wet corrosion” and “dry corrosion.” At low

temperature (i.e., below the boiling point or dewpoint of

water), material corrodes due to the presence of an aqueous

phase (wet corrosion). At higher temperature (above the

boiling point of water), corrosion occurs in the absence of

an aqueous phase (dry corrosion).

Wet corrosion is inftuenced by pressure, temperature, and

compositions of aqueous, gaseous, and oil phases. In refin-

eries and petrochemical plants, the amount ofwater is usually

small, but the corrosivity is high and is localized at regions

where the aqueous phase contacts the metal. The water

may contain dissolved hydrogen sulfide (H2S), carbon diox-

ide (CO2), and chloride ions (CI� ). Corrosion may occur

even when the produced water content is as low as 0.1%, or

corrosion activity may not begin until after several years of

production.

Refineries and petrochemical industries employ a variety

of film-forming inhibitors to control wet corrosion. Most of

the inhibitors are long-chain nitrogenous organic materials,

including amines and amides. Water-soluble and water

soluble–oil dispersible inhibitors are continuously injected,

or oil-soluble and oil soluble–water dispersible inhibitors

(batch inhibitors) are intermittently applied to control

corrosion.

Film-forming inhibitors anchor to the metal through their

polar group. The nonpolar tail protrudes out vertically. The

physical adsorption of hydrocarbons (oils) on these nonpolar

tails increases film thickness and the effectiveness of the

hydrophobic barrier for corrosion inhibition [21].

Because inhibitors are interfacial in nature, they are active

at liquid–liquid and/or liquid–gas interfaces and can lead to

emulsification. As a result, foaming is sometimes experi-

enced in the presence of inhibitors.

E2. Internal Corrosion of Steel Pipelines

Gathering pipelines, operating between oil and gas wells and

processing plants, have corrosion problems similar to those

in refineries and petrochemical plants. The flow regimes of

multiphase fluids in pipelines influence the corrosion rate.

At high flow rates, flow-induced corrosion and erosion–

corrosion may occur, whereas at low flow rates, pitting

corrosion is more common.

Corrosion is related to the amount and nature of sedi-

ments. High-velocity flow tends to sweep sediments out of

the pipeline, whereas low velocity allows sediments to settle

at the bottom, providing sites for pitting corrosion. Internal

corrosion of pipelines is controlled by cleaning the pipeline

(pigging) and by adding continuous and or batch inhibitors.

E3. Water

Potable water is frequently saturated with dissolved oxygen

and is corrosive unless a protectivefilm, or deposit, is formed.

Cathodic inhibitors, such as calcium carbonate, silicates,

polyphosphates, and zinc salts, are used to control potable

water corrosion.

Water is used in cooling systems In many industries. In a

recirculating system, evaporation is the chief source of cool-

ing. As evaporation proceeds, the dissolved mineral salt

content increases. Cooling systems may consist of several

dissimilar metals and nonmetals. Metals picked up from one

part of the system can be deposited elsewhere, producing

galvanic corrosion. Corrosion is controlled by anodic (pas-

sivating) inhibitors, including nitrate and chromate, as well

as by cathodic (e.g., zinc salt) inhibitors. Organic inhibitors

(e.g., benzotriazole) are sometimes used as secondary in-

hibitors, especially when excessive corrosion of copper

occurs [22].

E4. Acids

Acids are widely used in pickling, in cleaning of oil refinery

equipment and heat exchangers, and in oil well acidizing.

Mixed inhibitors are widely used to control acid corrosion.

E5. Automobile

Inhibitors are used in an automobile for two reasons: (1) to

reduce the corrosivity of fluid systems (internal corrosion)

FIGURE 71.10. Pyrocatechols (forms insoluble chelate complex

with the metal. Efficient corrosion inhibitor; also refer to

Table 71.6 [20].

TABLE 71.6. Dependence of Inhibitor Efficiency of

Pyrocatechol on Chain Lengtha

Inhibitor

Substituent

(R value in

Fig. 71.10) % Inhibition

Pyrocatechol –H � 14

4-Methylpyrocatechol –CH3 84

4-n-Butylpyrocatechol –(CH2)3CH3 93

4-n-Hexylpyrocatechol –(CH2)5CH3 96

aSee [20]. Copyright NACE International. Reproduced with permission.

INDUSTRIAL APPLICATIONS OF CORROSION INHIBITORS 1029



 

and (2) to protect the metal surfaces exposed to the atmo-

sphere (external corrosion). Internal corrosion is influenced

by the coolants, flow, aeration, temperature, pressure, water

impurities and corrosion products, operating conditions,

and maintenance of the system. Some common inhibitors

dissolved in antifreeze are nitrites, nitrates, phosphates,

silicates, arsenates, and chromates (anodic inhibitors);

amines, benzoates, mercaptans, and organic phosphates

(mixed inhibitors); and polar or emulsifiable oils (film

formers) [23].

Atmospheres to which automobiles are exposed contain

moist air, wet SO2 gas (forming sulfuric acid in the presence

of moist air), and deicing salt (NaCl and CaCl2). To control

external corrosion, the rust-proofing formulations that are

used contain grease, wax resin, and resin emulsion, along

with metalloorganic and asphaltic compounds. Typical

inhibitors used in rust-proofing applications are fatty acids,

phosphonates, sulfonates, and carboxylates.

E6. Paints (Organic Coatings)

Finely divided inhibiting pigments are frequently incorpo-

rated in primers. These polar compounds displace water and

orient themselves in such a way that the hydrophobic ends

face the environment, thereby augmenting the bonding of

the coatings on the surface. Red lead (Pb3O4) is commonly

used in paints on iron. It deters formation of local cells and

helps preserve the physical properties of the paints. Other

inhibitors used in paints are lead azelate, calcium plumbate,

and lead suboxide [24].

E7. Miscellaneous

Inhibitors are used to control corrosion in boiler waters, fuel

oil tanks, hot chloride dye baths, refrigeration brines, and

reinforcing steel in concrete, and they are also used to protect

artifacts.

F. OTHER FACTORS IN APPLYING
INHIBITORS

Some factors to be considered in applying inhibitors are

discussed in the following paragraphs.

F1. Application Techniques

A reliablemethod should be applied for inhibitor application.

A frequent cause of ineffective inhibition is loss of the

inhibitor before it either contacts themetal surface or changes

the environment to the extent required. Even the best inhib-

itor will fail if not applied properly.

If the inhibitor is continuously applied in a multiphase

system, it should partition into the corrosive phase, usually

the aqueous phase. This partitioning is especially important

when using water-soluble, oil-dispersible inhibitors.

In batch treatment, the frequency of treatment depends on

the filmpersistency. It is important that the corrosion rates are

measured frequently to ensure that a safe level of inhibition is

maintained. It is also important that the inhibitor contacts the

entire metal surface and forms a continuous persistent film.

When using volatile inhibitors, care must be taken in

packaging to prevent the loss of inhibitor to the outside

atmosphere.

Inhibitors are added to the primers used in paint coatings.

When moisture contacts the paint, some inhibitor is leached

from the primer to protect the metal. The inhibitor should be

incorporated in such a way that it protects the areas where

potential corrosion can take place and not leach completely

from the primer during the service life.

F2. Temperature Effects

Organic molecules decompose at elevated temperatures.

In general, film-forming inhibitors that depend on physical

adsorption become less effective at elevated temperatures, so

that larger treatment dosages may be required to maintain

protective films. Chemisorption, on the other hand, increases

with temperature due to the strengthening of chemical bonds.

As a result, inhibitor efficiency increaseswith temperature up

to the temperature at which decomposition of the inhibitor

occurs.

F3. Poisoning

Inhibitors for hydrogen damage should reduce not only the

corrosion rate but also the rate of absorption and permeation

of hydrogen into the steel. For example, the corrosion rate of

steel in sulfuric acid is decreased [25], while hydrogen flux

through a steel membrane is increased by adding thio-

urea [26]. Although thiourea inhibits corrosion, it poisons

the hydrogen recombination reaction, so that much of the

hydrogen produced at the steel surface enters the steel,

causing hydrogen damage, rather than recombining with

other hydrogen atoms to form bubbles of hydrogen that

escape from the system.

F4. Secondary Inhibition

The nature of the inhibitor initially present in acid solutions

may change with time as a consequence of chemical or

electrochemical reactions. Inhibition due to the reaction

products is called secondary inhibition. Depending on the

effectiveness of the reaction products, secondary inhibition

may be higher or lower than primary inhibition. For example,

diphenyl sulfoxide undergoes electrochemical reaction at

the metal surface to produce diphenyl sulfide, which is more

effective than the primary compound [27]. On the contrary,
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the reduction of thiourea and its alkyl (e.g., methyl, ethyl)

derivatives gives rise to HS�, which accelerates corrosion.

F5. Synergism and Antagonism

In the presence of two or more adsorbed species, lateral

interaction between inhibitor molecules can significantly

affect inhibitor performance. If the interaction is attractive,

a synergistic effect arises, that is, the degree of inhibition in

the presence of both inhibitors is higher than the sum of the

individual effects. For example, because of this synergistic

effect, the inhibition efficiency of a mixture of formalde-

hyde and furfuralimine is higher compared to the inhibition

efficiency when these inhibitors are used separately

(Fig. 71.11). On the other hand, when narcotine and thio-

urea are used as mixed inhibitors, there is an antagonistic

effect and a decrease in inhibitor efficiency compared to that

which exists when these inhibitors are used separately

(Fig. 71.12) [28].

F6. Green Inhibitors

Environmental concerns worldwide are increasing and are

likely to influence the choice of corrosion inhibitors in the

future. Environmental requirements are still being devel-

oped, but some elements have been established.

FIGURE 71.12. Antagonistic effect of mixing narcotine and thiourea [28].

FIGURE 71.11. Synergistic effect of mixing formaldehyde and furfuralimine [28].
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The biodegradation, or biological oxygen demand

(BOD), should be at least 60%, and inhibitors should be

nontoxic [29]. The BOD is a measure of how long the

inhibitor will persist in the environment. Toxicity is mea-

sured as LC50 or EC50 [30]. LC50 is the concentration of the

inhibitor needed to kill 50% of the total population of the test

species. The results are quoted as milligrams of chemical

per liter of fluid (or LD50, milligrams per kilogram) for

exposure times of 24 and 48 h. The EC50 is the effective

concentration of inhibitor to adversely affect 50% of the

population. In general, EC50 values are lower than LC50

values because the former are the concentrations required to

damage the species in some way without killing it. Some

chemicals are excellent inhibitors but are quite toxic and

readily adsorbed through the skin. Toxicity of some inhibi-

tors is presented in Table 71.7.

There is a growing demand for corrosion inhibitors

that are less toxic and biodegradable compared to current

formulations. Green inhibitors displaying substantially

improved environmental properties will be the inhibitors

most widely used in the future.
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A. INTRODUCTION

Information and knowledge are the foundations on which all

technology has been built. Computers have become ubiqui-

tous, key components of automation and optimized problem

solving in most domains of science and engineering, and

corrosion is no exception. Computer-based information

systems and computer models of corrosion processes have

revolutionized our approach to problem solving, information

access, and knowledge processing in significant ways. It

would not be superfluous to say that in the current-day

environment every aspect of corrosion data analyses, model-

ing, and production is managed through computer-based

tools and technologies.

This chapter provides an overview of the types of com-

puter tools utilized for solving corrosion-related problems,

data storage, and data analyses. An introduction to computer-

based corrosion problem solving is followed by a description

of types of computer programs employed in the domain of

corrosion, with an overview of early systems leading to

current-day models for thermodynamic analyses, corrosion

prediction, and material selection. Brief descriptions of

different types of computer applications for corrosion, in-

cluding expert systems, neural networks, and object-oriented

software systems, is also included for purposes of both

completeness and relevance. A description of currently

available computer tools for modeling corrosion and

cracking problems, selection of materials/equipment, as well

as corrosion management, monitoring, and control is also

provided. Aspects relevant to the role of emerging technol-

ogies and the availability of computer-based tools for

corrosion analyses from Web/Internet-based systems to

cloud computing (data shared on Internet servers) are

discussed.

B. COMPUTER-BASED CORROSION

PROBLEM SOLVING: CLASSIFICATION

AND BACKGROUND

Using computer tools to model and represent corrosion

processes is a challenging task since characterizing corrosion

processes requires a fundamental understanding of principles

underlying multiple disciplines, from electrochemistry, ther-

modynamics, and fluid mechanics to material science and

engineering. The complexity of characterizing corrosion-

related tasks has necessitated use of computer tools in

corrosion science and engineering, from thermodynamic and

phase behavior modeling to data acquisition and analysis.

Computers, in the current-day environment, are an intrinsic

part of both data representation and automated problem

solving. In this context, computer-based corrosion problem-

solving systems may be classified as:
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Systems for modeling corrosion/cracking processes

Material selection and equipment specification programs

Computer-based corrosion monitoring systems

Computer-based systems for control of corrosion testing

equipment

Databases and hypertext systems

Internet-based databases and software programs

A large number of early programs in corrosionwere billed

as expert systems, primarily because the programs typically

attempted to capture human expertise in corrosion [1], and

these programs represented research-based development

efforts normally lacking rigorous software engineering foun-

dations necessary for commercial distribution. Most of these

programs were developed using software platforms called

shells [2] that supported easy implementation of heuristic

rules (rules of thumb) and representation of common con-

cepts of reasoning. Table 72.1 lists a few of the early, well-

known computer programs in corrosion developed in the late

1980s and early 1990s [3–8]. It is interesting to note that none

of these early systems were implemented in commonly used

programming languages (such as Cþþ , Fortran, etc.) or

current programming languages/environments (JAVA, C#,

.Net, etc.), and many were implemented by corrosion/

materials specialists with little or no formal training in

software development [9].

Most current-day applications for corrosion may be bro-

ken into different categories as follows:

Programs for prediction of corrosion for different indus-

trial applications, such as oil and gas production,

transmission, and refining

Applications for characterizing thermodynamics and

phase behavior as well as system speciation for a range

of process/plant applications (broadly termed ionic

modeling and process modeling tools)

Applications for selection of materials for corrosion

resistance as well as resistance to stress corrosion

cracking

Applications for risk-based inspection and risk-based

integrity characterization

The single most popular application of computers in

corrosion stems from programs built for modeling and

predicting corrosion for different applications related to oil

and gas. Such programs (currently commercially available)

include Predict� [9, 10] and NORSOC� [11] as well as

programs such as HydroCorr from Shell and Cassandra from

BP, all of which focus on predicting corrosion in CO2/H2S

oil/gas production environments. Numerous other systems

for corrosion prediction include Predict-Pipe [12] for inter-

nal corrosion direct assessment (ICDA) automation for dry-

gas pipelines andCorrosionAnalyzer [13] for characterizing

thermodynamics/phase behavior/speciation in corroding

systems. Some early systems, such as Auscor [14], provided

assessment of stress corrosion cracking in austenitic stain-

less steels, and legacy programs for general corrosion pre-

diction included LipuCor [15] and Cormed [16]. A more

detailed description of some of the current-day corrosion

prediction models are provided in a subsequent section in

this chapter.

Several corrosion-related applications and databases are

available to assist with material selection and equipment

specifications. The CORIS system [17] is a legacy expert

system database that integrates corrosion problem-solving

expertise with a comprehensive database on corrosion,

materials, and thermodynamic properties of corrosive me-

dia. Other programs for material evaluation and selection,

some of which have had wide commercial application, that

provide an automated basis for materials selection include

SOCRATES [18, 19] for oil and gas production, Predict�-

SW [20, 21] for refinery sour water corrosion prediction

and material selection and Selmatel [22] for selection of

materials exposed to elevated temperatures in refinery

furnace tubes.

Early applications of computers to corrosion (in the

1990s) focused on development of databases integrated with

material evaluation heuristics for corrosion and materials

data. TheMaterials Technology Institute [1] in the late 1980s

and early 1990s developed a series of systems called

ChemCor relevant to evaluation of materials applicable to

different segments of the chemical processing industries.

CORSUR [23] was another large database application on

the corrosion behavior of metals and nonmetals in over

TABLE 72.1. Early, Legacy Software (Expert) Systems in Corrosion

Name Application Country of Development Shell Used

Achilles Diagnosis and prediction of localized corrosion United Kingdom Spices

Aurora Prediction of localized corrosion in austenitic steels Finland Level 5

Auscor Prediction of corrosion of austenitic stainless steels United Kingdom Savior

ChemCor Materials selection for hazardous chemical service United States KES/Level 5

DIASCC Evaluation of cracking in stainless steels Japan OPS83

KISS Material selection Germany Nexpert Object

Prime Materials selection for chemical process industry Belgium KEE

Suscept Evaluation of SSC in steels United States PCPLUS
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700 chemical environments. However, both ChemCor and

Corsur have become obsolete, since MTI has not pursued

further development and commercialization of these pro-

grams beyond the 1990s.

C. TYPES OF COMPUTER PROGRAMS

FOR CORROSION CONTROL

Different types of software technologies have found appli-

cation in corrosion engineering and science. These programs

can be broadly classified as follows:

Conventional software systems (structured software

systems)

Artificial intelligence and expert systems applications

Object-oriented software systems (includes current-day

component-based development frameworks such as

.Net and Java)

Neural networks

Hybrid systems that utilize one or more of the above

technologies

Most early computer programs and legacy systems

(meaning older systems whose technology is currently

obsolete) developed in the 1970s and 1980s used high-

level programming languages such as Basic, Fortran, and

Pascal. Typically, such systems provided a front end for

data modeling and analysis that was computation inten-

sive but provided little or no support for representation

of heuristic concepts and manipulation of symbolic

information.

The advent of expert systems in the late 1980s

drastically changed the direction of computer programs for

corrosion applications. Expert systems or knowledge-based

systems, defined as intelligent computer programs that use

expert knowledge to attain high levels of performance in

narrow problem domains [24], became quite common and

prominent. The term expert in the expert systems implied the

narrow specialization and competence of a human expert

embodied in the system. Expert systems typically had a

specific structure that distinguishes them from conventional

computer programs in that the domain knowledge (knowl-

edge base) is usually separated from the reasoning process

(inference engine), as shown in Figure 72.1.

The knowledge base housed the expertise that is embodied

in an expert system. The inference engine controlled the

manner or the logical path used by the expert system to access

the information (facts and rules) in the knowledge base to

make decisions. Knowledge representation in an expert

system referred to the scheme used to represent a given

piece of information in the system. Decision making in an

expert system was represented through interconnected rules

(rules of thumb that correlate facts, data, and expertise) and

objects (descriptions of different system components).

Expert systems represent by far the most widely used

segment of computer applications in corrosion. Numerous

expert systems have been developed to address different

aspects of corrosion [1] and include systems for applications

in cathodic protection [25], assessment of stress cracking in

light water nuclear reactors [26], and prediction of localized

corrosion of stainless steels [27].

With the advent of object-oriented systems and the con-

cept of reusable entities that contain both the data and the

procedures relevant to an object, the need for separation of

knowledge and reasoning as found in expert systems

vanished. Object-oriented systems provided a framework

for modeling through simulation of behavior of real-life

systems. An object in this context is any entity characterized

by data (properties) and procedures (methods) for manipu-

lating that data. In an object-centric view of the world,

Knowledge
Engineer

Knowledge
Acquisition
Subsystem

Domain
Expert 

Knowledge
Base

Inference
Engine 

User
Interface 

End
User

Explanation
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FIGURE 72.1. Expert systems: a simple schematic.
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computation is behavior simulation [28].Objects represented

as computational abstractions are simulated complete with

the characteristics of the simulated objects. Once the ab-

straction has been adequately characterized, other objects

can be derived from the abstraction thus created and such

derived objects may be allowed to inherit the properties

already specified for the abstraction. Most current-day pro-

grams and applications are built using object-oriented frame-

works (such as .Net) or languages (Cþþ , C#, or Java).

Genera [29] is an object-oriented framework for devel-

opment of problem-solving systems in corrosion and ma-

terials and has been used to develop numerous problem-

solving systems. The Genera system uses the following

framework for implementation, a schematic representation

for which is given in Figure 72.2: Material and corrosion

systems can be represented as objects whose states can be

defined in terms of critical parameters and interrelation-

ships between these parameters. States of different prop-

erties of objects are encapsulated within the objects. The

object-based framework represents a class of problems in

terms of abstractions of commonalities between different

domains. For example, an environment could be an envi-

ronment relevant to refineries or pipelines or a producing

well. An abstract view of the environment is that of an object

which can be characterized in terms of certain critical

variables or operating parameters, such as pressure, tem-

perature, and composition. The variables themselves might

vary. However, the environment object can still be repre-

sented as a function of the states of certain variables and

their interrelationships.

Neural networks represent another exciting application of

computing technology to corrosion. Evolving from neuro-

biological insights, neural network technology gives a com-

puter system the capability to actually learn from input data.

Artificial neural networks, as neural networks are commonly

referred to (because neural networks by themselves mean

biological neural systems found in humans and other carbon-

based organic life forms), have provided solutions to pro-

blems normally requiring human observation and thought

processes. Some real-world applications in corrosion include

corrosion data modeling and prediction [30], corrosion data

reduction [31], and electrochemical impedance spectroscopy

data analysis [32].

Neural networks perform computation in a manner quite

different from that used by conventional computers, where a

single central processing unit sequentially dictates every

segment of activity. Neural networks are built from a large

number of very simple processing elements that individually

deal with pieces of a big problem. A processing element (PE)

simply multiplies an input by a set of weights, and a

nonlinearity function transforms the result into an output

value. The principles of computation at the PE level are

deceptively simple. The power of neural computation

comes from the massive interconnection among the PEs

which share the load of the overall processing task and from

the adaptive nature of the parameters (weights) that inter-

connect the PEs. Normally, a neural network can have several

layers of PEs. The most basic and commonly used neural

network architecture is the multilayer perceptron (MLP).

Figure 72.3 illustrates a simple MLP. The circles are the PEs

arranged in layers. The top row is the input layer, the middle

row (there can be many of these) is the hidden layer, and the

bottom row is the output layer. The lines represent weighted

connections (i.e., a scaling factor) between PEs.

The performance of an MLP is measured in terms of a

desired signal and an error criterion. The output of the

network is compared with a desired response to produce an

error. An algorithm called back-propagation is used to adjust

theweights a small amount at a time in away that reduces the

error. The network is trained by repeating this process many

Object 1 Object 2 Object n 

Object
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Domain
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System Template 
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FIGURE 72.2. Structural framework of a generic development system.
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times. The goal of the training is to reach an optimal solution

based on the performance measurement.

Current-day computer programs for corrosion assessment

and control utilize one ormore of the computing technologies

described above. For instance, the Strategy [33] programs for

evaluation of hydrogen-induced cracking in steels combine

principles of expert systems and object-oriented program-

ming, and the work done by Silverman et al. [30] integrates

expert systems with neural networks.

The next section provides a brief description of specific

computer programs utilized for corrosion modeling, predic-

tion, monitoring, and control.

D. COMPUTER TOOLS: EVOLUTIONARY

DEVELOPMENT TRENDS

This section will focus on examples of current-day commer-

cial applications in corrosion that have find widespread use

and application. It is important to note that numerous

applications of computers and software technology have

been reported over the last two decades. Just in the area

of expert system development, over 57 systems were

reported by two surveys [34] conducted by the Materials

Technology Institute and the European Federation of

Corrosion (EFC) in the late 1990s. If databases and other

types of applications are included, the number of computer

programs/software systems for corrosion prediction and

control extend well into the hundreds. However, it would

be instructive to know about systems that define the evolving

trends and those that have contributed to the continuous

growth of computing technology to corrosion applications.

Table 72.2 provides a listing of different types of represen-

tative computer applications in corrosion currently available

in the industry.

In this section, specific examples of current computer

systems from different types of computing applications in

corrosion are provided. These include:

Cormed, a program for corrosion prediction and

assessment

SOCRATES, a software system for material selection for oil

and gas applications

Predict-SW, a program for corrosion prediction and ma-

terial selection for refinery sour water applications (an

example case study demonstrating integration with a

process modeling system) and a framework for real-

time risk-based integrity and corrosion Analysis

Programs for online corrosion monitoring and control

Corsur, a database system for evaluation of metals and

nonmetals

An application of neural networks to corrosion data

reduction

The Cormed corrosion prediction model [16] developed

byElf (a French oil and gas company) predicts the probability

of corrosion in wells. It uses a detailed analysis of field

experience on CO2 corrosion as well as data from other

published computer models of corrosion. The model uses

only a limited number of factors, such as CO2, in situ pH, or

bicarbonates for assessing the risk of tubing perforation in

production wells. Other comprehensive corrosion prediction

computer models include Predict [9, 10], LipuCor [15], and

theUSL [35]model, systems that examine a larger number of

parameters in predicting corrosive damage.

The SOCRATES system, developed by InterCorr Interna-

tional, and now by Honeywell International, provides access

to the material selection decisions and decision logic of a

domain expert and significant experience on utilization and

selection of corrosion-resistant alloy (CRA) materials and

steels. The primary basis for the system data comes from two

large Joint Industry Projects (JIP) conducted by Honeywell

for CRA data development, which is embodied in the rules

built into SOCRATES. SOCRATES also incorporates data sources

such as published literature on as well as field experience

related to oil and gas field service.
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FIGURE 72.3. Schematics for a multilayered perceptron of an

artificial neural network.
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The flow of data in the SOCRATES system is shown in

Figure 72.4. Even though a specific order of decision making

is indicated by the hierarchy shown in Figure 72.4, the object-

oriented implementation ensures that data specification does

not have to proceed in any specific sequence. At level 1, the

initial set of applicable materials is obtained by determining

the application for which the CRA is to be selected. If the

application is not known, all classes of materials known to the

system become part of the solution set. The system charac-

terizes the environment for severity of general corrosion,

localized corrosion, stress corrosion cracking, and other rel-

evant mechanisms using common environmental parameters

such as H2S and CO2, bicarbonates, pH, operating tempera-

tures, chlorides, aeration/sulfur, water-to-gas ratio/water cut

and gas-to-oil ratio as well as metallurgical parameters.

Current-day applications have evolved toward availability

of real-time, online corrosion prediction and material selec-

tion, as opposed to the conventional offline approach. A

framework for real-time availability of applications is shown

in Figure 72.5. An online, real-time framework ensures that

critical decisions related to corrosion problems and upset

conditions may be made before the issues becomes a

problem.

The framework shown in Figure 72.5 is possible only

through availability of integrated corrosion prediction

(Predict�-SW) and process modeling (Unisim Design)

applications [36].

Predict�-SW ensures that process equipment is properly

specified to deliver desired product throughput and specifi-

cations consistent with demands of the operating parameters

and potential for material/corrosion damage. The tool helps

evaluate effects of feed changes, upsets and equipment

downtime on process safety, reliability, and profitability. It

also improves plant control, operability, and safety using

dynamic simulation (sensitivity analyses) of planned and

existing plants.

Predict�-SW quantifies corrosion rates for the most

common construction materials of construction utilized in

refineries allowing planning for complex and difficult-to-

quantify refinery processes. Predict�-SW utilizes a

quantitative engineering database and decision support

model to predict corrosion in alkaline sour water systems

as a function of critical environmental parameters, such as

NH4HS concentration, H2S partial pressure, temperature,

hydrocarbon content, and chemical treatments integrated

with characterization of flow regimes and wall shear stress.

TABLE 72.2. Representative Sample of Current-Day Software Programs for Corrosion

Application Type of System

Corrosion analyzer: Faciliates simulation of aqueous and

nonaqueous multicomponent systems from a standpoint of

thermodynamic behavior and speciation

Object-oriented system implemented in Cþþ integrated with

relational databases

CP diagnostic: Troubleshooting and diagnosis of sacrificial

anode and impressed current cathodic protection systems

Shell-based expert system with a database on CP data

EIS data extrapolation: Uses neural networks to train on

electrochemical impedance spectroscopy data for

extrapolation

Artificial neural network (ANN) application

Filter debris analysis (FDA) expert system: condition

monitoring of aircrafts

Visual Basic-based interface and knowledge base

Genera:Generic problem-solving framework for characterizing

corrosion and materials problems

Object-oriented system implemented in Cþþ

LipuCor: Prediction of corrosion in oil and gas systems Implemented as a conventional structured program

NORSOK: Prediction of CO2 corrosion in oil and gas

production and transmission environments

Spreadsheet utilizing numerical data relationships

Predict: Prediction of corrosion in CO2/H2S multiphase oil and

gas production/transmission environments

Object-oriented programming C#/.Net integrated with a

numerical data model

Predict-Pipe: Automation of internal corrosion direct

assessment for gas transmission pipelines

Object-oriented programmingCþþ integratedwith a numerical

data model

Predict-SW: Corrosion prediction and material selection for

refinery sour water applications

Object-oriented programming C#/.Net integrated with a

numerical data model

SOCRATES: Selection of materials for oil and gas production

service

Object-oriented expert system implemented in C#/.Net

interfacing with a relational database on materials and

compositions

Strategy: Programs for evaluation of cracking in steels used in

pipelines and refineries

Implemented in Cþþ and integrated with databases in

Microsoft Access

USL corrosion model: Program for prediction of corrosion in

gas condensate wells

Implemented as an expert system in Visual Basic
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Predict�-SW is the resultant product of this extensive

research and can:

. Predict corrosion rates for a wide range of applicable

conditions for 14 commonly used materials, including

carbon steel, stainless, Monel, and C-276.

. Perform flow modeling, compute wall shear stress, and

analyze flow regimes in multiphase flow.

. Evaluate parametric effects with a sensitivity analysis

tool.

. Account for effects of light and heavy hydrocarbons.

. Correlate flow effects with corrosion rate based on

extensive laboratory data and flow modeling.

. Access data used to support system decision making

and analyses.

. Quantify, characterize, and analyze sour water systems

helping to prevent unscheduled shutdowns.

. Facilitate multipoint analysis and data sharing using

Microsoft Excel, Microsoft Word, or email.

. Quantify corrosion in alkaline sour water systems as a

function of NH4HS concentration, velocity (shear

stress), H2S partial pressure, temperature, and various

additional parametric variables.

. Seamlessly share data with other analysis tools and

modeling systems.

. Share data with OPC-compatible control systems such

as Honeywell’s Experion� Process Knowledge System

(PKS), as shown in Figure 72.6. The figure details

functional interactions in real-time process modeling

using UniSim� Design and process intelligence
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FIGURE 72.4. Flow of data in the SOCRATES system for selection of corrosion-resistant alloys.
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provided by Predict�-SWas a means to enhanced asset

integrity and value retention.

. Easily customize Predict�-SW (through Honeywell)

and deploy the system on a Web-based framework.

One of the most prominent neural network applications

in corrosion facilitates electrochemical impedance spectro-

scopy (EIS) data extrapolation [32]. EIS is reported to be by

far the most popular technique for obtaining instantaneous

corrosion rate information. However, one limitation of EIS

data is the inability of conventional techniques for validation

and extension of the data frequency range. Here, artificial

neural networks have been used to extrapolate impedance

data to a wider range of frequencies. Another important

application of neural networks is a system that identifies the

problems associated with the inherent variability of corro-

sion data and attempts to develop solutions to these pro-

blems [31]. These solutions are considered to be general

advances in neural network technology for use with noisy or

poor-quality data. In essence, they depend on the production

of two further output parameters in addition to the corrosion

rate. The first of these is the variance and is essentially the

same as the conventional statistical parameter. The second

has been termed the confidence and is an indicator of the

reliability of the prediction of the neural network for a given

set of input parameters. he Ecorr (acronym for engineering

corrosion) [36] computer-aided learning (CAL) package

represents a novel application of computing to corrosion

education. This system uses advances in multimedia tech-

nology to promote interactive, computer-aided learning.

In the Ecorr approach, the student is presented with a

series of problems to solve by reference to supporting

information. The program itself is built as a string of books

wherein information is presented in terms of “objects” such

as text, photographs, video, or sound objects on a page. The

system consists of a theory base, case study modules, a

glossary, and a control center to coordinate navigation and

information flow between the user and different modules.

The theory base contains basic corrosion information that a

student can use while working with a specific case study

module. The organization of the system facilitates learning

by users with different levels of corrosion proficiency due to

the inherent ease of navigation. Currently the program is

being designed to provide 12 case study modules at two

levels of proficiency (basic/level 1 and advanced/level 2).

Real-time computer-based control systems represent an im-

portant development in the application of computing to

corrosion monitoring and control. Figure 72.7 shows the

structure of an automated constant extension rate system

(ACert) used for conducting corrosion and cracking evalu-

ation tests. This system facilitates test initiation and conduct

and data collection and analysis from a software system

integrated with a data acquisition control system and data

measurement devices. Corrosion tests can be run with min-

imal human intervention, and such systems promote corro-

sion evaluation of difficult-to-simulate environments in an

automated manner.

One of the problems in conducting conventional labora-

tory tests stems from the fact that the time required to evaluate

cracking can take months of exposure. Slow-strain-rate

(SSR) tests (also referred to as constant-extension-rate tests)

may be used to mechanically accelerate testing with the

application of a slow constant extension rate. Such con-

stant-extension-rate tests promote speeding up the crack

initiation process and promote evaluation ofmaterial to stress

corrosion cracking in a matter of hours or days. The Acert

Constant Extension Rate Tester is a computer-controlled

closed-loop feedback system facilitating testing over a wide

range of testing speeds without the need of cumbersome gear

changes. It also has an anti-backlash feature for application

of cyclic loads and stresses. An Acert system can be

programmed to conduct a variety of tests, including
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FIGURE 72.7. Schematic representation of automated constant-extension-rate tester.
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constant-extension-rate tests, cyclic slow-strain-rate tests,

fracture mechanics tests, and crack growth tests.

Hitherto, computing and its applications in corrosion

typically dealt with individual or group-based development

efforts. The advent of the Internet and the World Wide

Web has fundamentally altered computing, communication,

and human interaction on a global basis. Now, we have access

to a new medium where we are not bound by barriers of

differing media in sharing information. Given its ability to

combine the best of different media such as printed informa-

tion, sound, video, and computer files of different types, the

Internet has truly revolutionized the manner in which corro-

sion engineers and scientists across the globe access, process,

and share data and knowledge. The next section looks at the

impact of the Internet on corrosion computing and the new

directions for applications of computers in corrosion.

E. INTERNET AND WORLD WIDE WEB:

NEW FRONTIERS IN COMPUTING

Since 1996, there has been significant growth in the use

of the Internet in sharing and exchanging technical informa-

tion [37–39]. The growth in terms of utilization of the Internet

has been so compelling that the Internet has become the

defaultmedium for people to access information, knowledge,

and applications [40]. The resources available to the materi-

als/corrosion engineer/scientist fall into different categories

and span a wide range and type of relevant topics, from

simple descriptions of fundamental mechanisms of corrosion

and cracking to technical databases focused on specialized

material problems to problem-solving software tools that can

be accessed and used on the Internet.

E1. Internet Resources for Corrosion Engineer

The Net offers a variety of resources to promote exchange of

information and knowledge in the area of corrosion and

materials. The resources may be classified into three broad

categories, depending on the mechanism of information

exchange:

E-mail-based resources

Blogs and discussion threads

Technical resource websites

Electronicmail (e-mail) offers a convenientmechanism to

exchange information and computer files. A variation to

using e-mail is the notion of a technical mailing list. A

mailing list represents a group of people communicating on

a specific topic using a simple mail “reflector” program to

distribute e-mail messages to various members that have

subscribed to the mailing list. A typical example is the

CORROS-L [38] list, which is a forum for people interested

in corrosion operated through the corrosion server at the

Corrosion and Protection Centre at the University of

Manchester at e-mail: corros-l@listserv.rl.ac.uk.

Blogs and discussion threads online evolved from the

early news groups, whichwere the equivalent of aworldwide

bulletin board (or a class room) where questions and mes-

sages could be posted, comments made, discussions moni-

tored, and answers given. There are currently countless

blogs, discussions threads, and websites dedicated to corro-

sion/materials information Two examples of websites pro-

viding dedicated corrosion content are corrosionsource.com

and corrosiondoctors.org.

The Internet has altered most conventional methods of

information access in corrosion science and engineering.

Already, significant technical resources are available online,

including:

. Different Types of Technical Databases. This includes

corrosion data on general, localized, galvanic, inter-

granular and erosion corrosion and cracking data rel-

evant to stress corrosion cracking (SCC), Sulfide stress

cracking (SSC), Hydrogen embrittlement cracking

(HEC), and so on, as well as materials data on steels,

stainless steels, corrosion-resistant alloys, plastics,

composites, and so on, all available online

. Corrosion and Materials Problem-Solving Software

Tools. It is now possible to run different software tools

for corrosion problem solving from the Internet on a

global basis. These programs provide access to state-of-

the-art tools without any of the overheads associated

with software procurement and distribution.

. Archival Laboratory Testing Data and Reports. There

is already a significant trend toward providing corrosion

scientists and engineers access to archival data and

reports online. Several websites providewell-organized

indices to data and reports on specific topics, such as

general and localized corrosion, different types of steels

and elastomers, and different application segments,

such as oil and gas, power generation, nuclear industry,

and so on.

. Access to Conference Proceedings. The Internet has

significantly altered methods used by people to access

archival literature information. It is now possible to

organize and provide access to valuable literature data

online and thereby obviate the conventional difficulties

experienced in disseminating current technology and

information on a worldwide basis.

F. COMPUTERS IN CORROSION CONTROL:

CRITICAL EVALUATION

The last two decades have witnessed explosive growth in the

utilization of computers to generate, analyze, and interpret
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corrosion data and knowledge. This growth in computing

tools has facilitated both efficient data access/dissemination

and the ability to perform tasks hitherto impossible for

computer systems and typically performed only by human

experts. For instance, expert systems for materials selection

now are capable of integrating several complex tasks, in-

cluding corrosion and cracking evaluation on a large database

of materials, application of intelligent rules to determine the

best choices and providing the end user with the ability to

perform on-the-fly, and context-generated sensitivity analy-

ses. Neural networks for analyzing EIS data provide the

ability to learn from the data trends and generate extrapolated

impedance data in frequency ranges never seen heretofore.

Object-oriented software systems have created reusable

software components that can be integrated into multiple

problem-solving modules for enhanced operational and

functional efficacy.

The Internet has not only generated the ability to provide

access to an interconnectedworld of data and information but

has also offered a new paradigm for information/knowledge

access, exchange, and update. Because of the ability of

the Web to seamlessly integrate different media as well as

create linkswithout the constraint of a specific order (as in the

case of conventional media, such as books), the Web offers a

new mechanism to share and disseminate information. The

impact of this change in paradigm has resulted in the creation

of a “virtual” interconnected world wherein we are able to re-

create every efficient aspect of conventional life and use

concepts such as the virtual database (an interlinked hyper-

database that can be seamlessly traversed), the virtual class-

room (interactive computer-based learning systems on the

Net), the virtual resource room (where one can access

software programs and resources), and the virtual confer-

ence, a global meeting place for exchange of ideas and

information.

The applications and evolution of computer software and

hardware in corrosion have ushered new paradigms and

approaches that will require an altered perspective with

respect to problem-solving and technology utilization.

Going forward, it is clear that most tasks requiring human

effort in the current environment will be replaced by smarter

and efficient computer software/hardware systems. In the

not-too-distant future, it is conceivable that we will use

advanced computing hardware/software to run corrosion

tests, collect data, analyze the information, generate reports,

and transmit them to all required receiving entities, typi-

cally smart computer programs that will make material

design and procurement decisions in real time. We are

already at the cusp of technology where such immense

complexity and knowledge handling (too complex for hu-

mans oftentimes) has become reality and the rapidity with

which computing technology is evolving has become a

reflection of the human spirit opening, doors to a world of

endless possibilities in computing.

G. SUMMARY

Numerous computer applications have been developed over

the last two decades that have significantly altered our

approach to corrosionmodeling, prediction, data acquisition,

processing, and analysis. Every aspect of evolution in com-

puting technology, including databases, expert systems,

object-oriented software systems, and neural networks,

has been applied to corrosion science and engineering. A

representative sample of such systems has been described

and an overview of the relevance of such technology has been

provided.

The growth potential for computer software and hardware

technologies and the Internet given the rapid progress seen in

the last 10 years is mind-boggling. However, we can surely

predict a futurewherein computer toolswill play a significant

role in addressing most aspects of corrosion problem solving

requiring human participation today. This technological

growth will come at a cost where we will have to strive to

continue to create a higher level of functionality for the

displaced human effort. While current technology still re-

quires human intervention at many significant levels, a day in

the not-too-distant future appears probable when technolog-

ical progress is accompanied by the need to create a mean-

ingful role for the human mind, which for all its physical

shortcomings vis-�a-vis a computer-dominated environment

is still eons ahead in evolutionwhen it comes to creativity and

intelligence. After all, did we not conceive and create these

intelligent systems?
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A. INTRODUCTION

Few topics in science and engineering incite as much spirited

debate as do the selection, execution, and interpretation of

accelerated corrosion tests for raw materials and consumer

products. The ongoing dialogue spurred by LaQue’s seminal

1952 paper [1] and the subsequent discussion [2] on salt fog

testing has continued for a half-century [3–13] and has been

expanded to include the plethora of accelerated corrosion tests

with “improved correlation” that have been developed over

the decades [14–20]. Despite the huge amount of corrosion

research and improved understanding that have been accom-

plished, one of LaQue’s oft-quoted observations still rings

true: “. . . sooner or later one’s judgement may be questioned

if continued use of an unreliable test in place of the exercise of

good judgement in some other way should lead to a series of

poor decisions” [1, p.78]. The fact remains that engineers and

technologists need rapid methods to determine the corrosion

characteristics and behaviors that take a long time tomature in

the natural service environment. The challenge is to develop

and exercise good judgment in the selection, conduct, and

interpretation of accelerated corrosion tests.

The purpose of this chapter is to encourage the reader to

study and understand specific in-service environmental and

exposure conditions relevant to particular situations and how

those conditions affect various aspects of the overall corro-

sion behavior of materials in a given application. Only then

can we hope to derive benefits from an accelerated corrosion

test that includes all relevant stressors and degradation

mechanisms.

Rather than provide a glossary of popular accelerated

corrosion test methods, many of which are discussed in other

chapters of this handbook, this chapter introduces someof the

many considerations necessary to understand why an accel-

erated corrosion test may be used for a particular set of

conditions. Clearly, the definition of “particular set of con-

ditions” can vary dramatically from case to case and will

involve unique definitions or interpretations of the terms test

material, environment, corrosive species, protective films,

and others, but the principles remain the same.

In keepingwith the theme of this handbook, “corrosion” is

defined as “the degradation of amaterial by its environment.”

Theword “degrade” in this context implies that corrosion is a

process (i.e., a means of changing from one state to another

by way of one or more steps), not a property (i.e., a fixed

characteristic that defines a specific state of material). Final-

ly, “accelerated corrosion test” is intended to represent any of

a number of cyclic cabinet tests, immersion tests, or elec-

trochemical measurements, all of which are covered in detail

by standards organizations [21] and elsewhere in this

handbook.

B. PURPOSES AND PITFALLS OF TESTING

The primary goal of accelerated corrosion testing is to obtain

desired information about the corrosion behavior of a

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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material or material system in a particular application in a

short period of time. Accelerated corrosion tests are con-

ducted with a variety of purposes, including:

Quality control: Determination of batch-to-batch

variability.

Quality control: Comparison with a reference standard

or other acceptance criteria.

Study corrosion mechanisms: Probe total system with

known factors and measure results.

Material selection: Determine the performance ranking of

competing materials in a given environment.

Development of new corrosion-resistant products: Deter-

mine effects of one or more changes to the corrosion

protection design, including newmaterials of construc-

tion and corrosion inhibitors.

Prediction of service life in specific environments: Test

design characteristics and determine safety factors vis-

à-vis results of comparable in-service performance

characterizations.

Simulate atmospheric load on a material or object: Avoid

time and expense of long-term exposure when specific

individual stressors or combinations of stressors are

of interest.

Simulate specific degradation mechanisms: Determine if

hypothesized changes to the engineering design had

the expected effect on the degradation mechanism,

including the effect on the test environment.

Stimulate specific degradation mechanisms: Intentionally

introduce or intensify specific stressors and combina-

tions of conditions expected to affect the performance

of the engineered system.

In all cases, the intent is to obtain approximate or directional

data quicklywhenmore exact data take an unacceptably long

period of time to develop. It is clear that we must be prepared

to provide an accurate description of the operable in-service

corrosion mechanisms before we can aspire to reproduce

those mechanisms and control their rates masterfully in a

meaningful accelerated corrosion test. If that can be accom-

plished, we may be confident that the accelerated corrosion

test provides information that is consistent with the outcome

of exposure to some or all of the actual service conditions and

is worthy of being used as a tool for material selection and

decision making.

The difficult task is to find ways to increase the rate of the

relevant corrosion processes without introducing extrane-

ous mechanisms or altering (including completely neglect-

ing) the specific degradation mechanisms that occur in the

service environment of interest. The “environment” in this

context includes not only the natural exposure environment

but also all parts of the natural and engineered system that

may directly or indirectly affect the corrosion process in any

way.

Accelerated corrosion tests that have no proven relation-

ship to the service environment of interest are often irrel-

evant and can be misleading. With that in mind, there is

more to accelerated corrosion testing than just subjecting a

material to a standard test and reporting the results. For

example, one should not expect information that is imme-

diately applciable to a sulfate exposure to be provided by an

accelerated corrosion test that features chloride. A relevant

accelerated corrosion test may result from the careful

analysis of the corrosion process in the expected service

environment and the development and testing of a hypoth-

esis regarding the behavior of the material in a test sequence

that contains the appropriate stressors. These stressors

include not only elements of the exposure environment

itself and all parts of the engineered system but also items

that may be inadvertently overlooked [e.g., metallic and

nonmetallic fasteners, sheared (work-hardened) edges, iden-

tification labels, shipping oils, or any of a number of in-

service contaminants].

C. DEVELOPMENT, SELECTION,

AND EXECUTION OF MEANINGFUL

ACCELERATED CORROSION TESTS

C1. Types of Information

There are numerous opportunities to measure meaningful

quantitative and qualitative parameters that provide a

glimpse into the corrosion behavior of the engineered ma-

terial system at any given point during the corrosion process.

The corrosion process that occurs during an accelerated

corrosion test may provide reasonable estimates of some,

all, or none of the measurable parameters provided by any

given in-service environments, which may include polluted

and nonpolluted versions of the following:

Indoor atmospheres

Outdoor atmospheres

Total immersion in chemicals, processing fluids, and

various waters

Intermittent immersion in chemicals, processing fluids,

and various waters

Practically infinite combinations of the above, with var-

ious contributions of temperature, pressure, soluble

gases, agitation, and mechanical inputs

It is important to decide which corrosion behavior character-

istics are of interest for a typical application and test with

those in mind. The time to decide is long before conducting

the accelerated corrosion test, not during or after.
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Typical measurable parameters in accelerated corrosion

tests include:

Visual appearance of the raw material or consumer prod-

uct at the end of the test

Time to develop the first visual sign of undesirable

corrosion products

Weight loss

Weight gain

Corrosion rate (in mm/y, mpy, gmd, or A/m2)

Pit depth

Pit density

Concentration of metal ions in solution

Dissolved oxygen consumption in local or bulk electrolyte

pH change of local or bulk electrolyte

Mechanical or physical properties (e.g., tensile strength,

electrical conductivity, toughness)

Electrochemical parameters (e.g., corrosion potential,

current density, Flade potential)

The selection of experimental factors or conditions to

include in an accelerated corrosion test depends on what is

known about the stressors and corrosion mechanisms in the

service environment and what decisions are to be made

based on the test results. In addition, the initial, interme-

diate, and “final” characteristics of corrosion products have

a tremendous effect on the corrosion rate in many applica-

tions and should be considered to be part of the ever-

changing local exposure environment during the course of

the test [22, 23].

Specific in-service conditions, including geometric con-

figuration, orientation of the corroding surfacewith respect to

rainfall or process fluid flow, soiling by atmospheric fallout

and wandering wildlife, proximity to emissions of other

corroding or otherwise reactive material systems, exposure

to mechanical damage by way of external loading or internal

stresses, and differential sun loading, all may seem to be

outside the scope of accelerated corrosion testing but could

hold the key to the establishment of a meaningful and

informative test upon which knowledgeable corrosion-resis-

tant material selection decisions may be made.While it may

not be immediately practicable to reproduce certain natu-

rally occurring conditions in the laboratory, there is no

reason to ignore their existence while testing and especially

during data analysis.

Similarly, the interaction of mechanical and environmen-

tal stresses during some in-service exposures may require a

specific sequence of events during testing. For example,

exposure of a specimen to a corrosive environment while

under tensile loading (resulting in a yawning crack) will give

different results than such an exposure in the nonloaded

condition due to the differing abilities of the corrosive

environment to freely enter, react in, and exit the crack. The

exposure conditions within the crack are different in the two

loading conditions, so it is reasonable that the corrosion

behavior within the crack will differ accordingly. As another

example, metals with naturally occurring passive films may

be unfairly evaluated when nonrepresentative specimen

preparation inadvertently compromises the passive film prior

to accelerated corrosion testing.

If the in-service conditions are well defined and under-

stood, acceleration of degradation may be realized by ex-

posing thoughtfully prepared specimens to purposefully

manipulated combinations of temperature, type and con-

centration of corrosive species, or time of wetness. On the

other hand, incompletely understood service conditions can

lead to the selection of inappropriate exposures and accel-

eration factors that may reduce total testing time but may

introduce irrelevant or evenmisleading results. For example,

increasing temperature often results in decreased oxygen

solubility in aqueous electrolytes, which in turn leads to

unexpectedly low corrosion rates when oxygen reduction is

the primary cathodic reaction [4].

Carefully collected and approriately analyzed field data

from a range of typical in-service conditions provide the best

input to the development of a relevant accelerated corrosion

test for future generations of raw materials or consumer

products for similar service. There is no substitute for

knowing how your product performs when in the hands of

your customer.

C2. Physical and Experimental Considerations

When using an accelerated corrosion test to evaluate mod-

ifications to existing corrosion-resistant raw materials or

consumer products, it may be tempting to expect an A : B

comparison that is always relevant to the service condition to

result. The reality is that accelerated corrosion tests with

demonstrable and nontrivial correlation with in-service cor-

rosion performance are rare [9, 16, 17], usually due to an

incomplete understanding of the in-service degradation

mechanisms.

The difficulty here is that, for example, an accelerated

corrosion test that simply increases temperature and aggres-

sive ion concentration should not be expected, a priori, to

highlight differences in coating adhesion, diffusivity of

specific anions though a coating, charge transfer at amodified

surface, or any of a number of other corrosion-resistant

product development strategies that can improve corrosion

performance but are much better characterized by property-

specific tests or measurements that are not normally char-

acterized as “corrosion” tests. Relying on one of the many

standard accelerated corrosion tests to reveal improved

behavior resulting from a strategy change that is not specif-

ically probed by the standard test can result in the unfair

elimination of promising ideas for improved in-service
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performance or the unwitting acceptance of improvement

ideas that look good in the test but ultimately disappoint in the

field. Know what specific material properties or character-

istics are being tested or measured and why.

The selection of aggressive ions for accelerated corrosion

tests may seem to be a straightforward task. Consider the

introduction of the chloride ion to a corrosion test environ-

ment. Sodium chloride is an inexpensive, widely studied, and

well-accepted source of the frequently destructive chloride

ion in aqueous corrosion testing solutions. In addition,

sodium chloride is pervasive in daily life and is encountered

in the form of road deicers, seawater, and various process

fluids that contribute to undesired corrosion events in auto-

motive, aerospace, construction, buried pipeline, and other

industries. It seems natural that sodium chloride should be

part of many accelerated corrosion tests.

Magnesium chloride and calcium chloride are also used a

road deicers, and both are more hygroscopic than sodium

chloride. Consequently, the time of wetness for a product

exposed to the more hygroscopic road deicers will be higher

than that of a product exposed to only sodium chloride. In

turn, the in-service corrosion rate formaterials exposed to the

more hygroscopic road deicers may be expected to be higher,

all other considerations equal. Accordingly, a continuously

wet accelerated corrosion test would not be expected to

distinguish the differences in hygroscopicity, time of wet-

ness, or corrosion rate and would fail to detect the true in-

service differences in corrosion rates. Not all sources of

chloride ions give the same rank order in service as they do

in accelerated corrosion tests. The samemay be said for other

components of accelerated corrosion tests.

In accelerated corrosion tests, only certain aggressors are

delivered. Some critical aggressors (e.g., thermal cycling to

expand and contract surface cracks or to compromise oth-

erwise adherent and protective oxide films) may be key

components of in-service conditions but may not be repre-

sented at all in an accelerated corrosion test. A limited subset

of aggressive ions or species, some ofwhich participate in the

initial corrosion reactions and some of which participate in

subsequent reactions, and the possible absence of other

necessary but not sufficient reactants will allow the painting

of only an incomplete picture. Furthermore, some products of

initial reactions themselves act as reactants in subsequent

reactions [22, 23]. Development of nonrepresentative cor-

rosion products can propagate a series of errors and lead to

poor decisions.

The presence of a chemical or biological species in the

exposure environment or in the resultant soluble and insol-

uble products of the initial corrosion reactions does not imply

that the given species actually participates in the overall

reaction. A given species may be an innocent bystander or, at

worst, a possible “inhibitor” to the acceleration of the reac-

tions of interest if present in inappropriate concentrations or

introduced at an inopportune moment in the overall degra-

dation process (e.g., while conditions are such that a previ-

ously yawning crack is held closed).

Another practical example of this is where calcium was

detected in corrosion products in an automotive body

application and a calcium compound was introduced into

a developmental accelerated corrosion test. The undis-

solved portion of the calcium compound clogged nozzles

in the test chamber and actually decreased the corrosion rate

of materials in the test. The clogging issue was overcome

and the intended corrosivity was restored [18], but the exact

role of the calcium ions in the test has not yet been

established.

All is not lost. The point is not to discourage the reader

from using accelerated corrosion tests to study and under-

stand corrosion behavior of engineering material and envi-

ronmental systems but rather to urge careful consideration of

how the particular stressors characteristic of the selected

accelerated corrosion test relate to every aspect of the

corrosion behavior in the intended service application.

Test parameters and methods must be adjusted to suit the

numerous materials and corrosion protection strategies as-

sociated with exposure to gaseous, liquid, and solid environ-

ments. A nonexhaustive list of possible factors to consider in

an accelerated corrosion test for any given in-service con-

dition follows:

Reactive ionic and nonionic chemical or biological spe-

cies in aqueous solutions

Reactive ionic and nonionic chemical or biological spe-

cies in nonaqueous solutions

Nonreactive but possibly participative ionic and nonionic

chemical or biological species in aqueous or nonaque-

ous solutions

Oxygen gas

Ozone

Solar radiation of various wavelengths

Particles that abrade the material surface

Particles that temporarily adhere to the material surface

Particles that permanently adhere to the material surface

Temperature extremes and cycles

Pressure extremes and cycles

Rate of replenishment of reactants to the material surface

Rate of replenishment of nonreactants to the material

surface

Level of agitation (or stagnation) of environment

Initial surface chemistry and condition of the test material

Initial, intermediate, and final reaction products (soluble)

Initial, intermediate, and final reaction products (insolu-

ble, including biofilms and gels)

Initial, intermediate, and final reaction products (insoluble

and adherent, including biofilms and gels)
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Over the years, the most important insight that has come to

light is that the highest rate of corrosion damage occurs

during the transition from wet to dry, not when a material is

fully immersed in the corrosive environment [23]. During the

drying event, the concentrations of all reactants become

optimum for rapid metal dissolution. Reproducing such an

event in a practical laboratory accelerated corrosion test for

consumer products continues to be an elusive endeavor.

C3. Statistical Considerations

The topic of experimental design, particularly the selection

of sample size or replication, is a bitter rival to accelerated

corrosion testing for the spirited scientific debate crown. As

can be expected, mixing the two can result in ill-advised

decisions or gridlock if not handled judiciously.

Replication, randomization, and blocking are the corner-

stones of all experimental designs and should receive full

consideration before embarking on an accelerated corrosion

testing program. Plan for the final statistical analysis long

before preparing specimens for testing. Decide what will be

measured (and with what instruments) so that the measuring

system may be evaluated for repeatability, reproducibility,

accuracy, and precision long before estimates of experimen-

tal error are needed. Decidewhat will be measured (and with

what tools), estimate the standard deviation of the values to

be measured, commit to a statistical level of significance to

be met for both type I and type II errors, and determine the

difference between two values that is deemed to be practi-

cally significant. With that information in hand, one can

calculate the sample size (replication) necessary to achieve

the stated goals. Operating characteristic (OC) curves are

useful in this regard [24]. Many promising product ideas

have been abandoned due to inadequate replication, result-

ing in the inflation of type I and type II errors during initial

screening experimentation. Numerous statistical texts out-

line the process of experimental design and statistical data

analysis [24–27].

D. CONCLUDING REMARKS

An athletemay be judged in initial tryouts by his or her ability

to run a given distance in a short period of time, to lift a

prescribed weight numerous repetitions, or to accomplish

any of a number of astonishing physical feats, but the true test

of the athlete’s ability to perform comes when all of the

conditions of the particular sport are present in the correct

proportions and under relevant circumstances, that is, during

game or match conditions. Particular physical skills, as

independently measured, are mere predictors or enabling

attributes that contribute to the athlete’s ability to play a given

sport and may have little relevance outside of the testing

environment.

Similarly, an accelerated corrosion test or series of tests

and measurements cannot, a priori, be expected to tell a

complete story. Expert consideration, coaching if you will, is

needed to derive the desired information from an imperfect

set of raw data.

Don’t just toss specimens into a test cabinet and ignore

them until the test is completed—observe the degradation

process by whatever means available to illuminate the char-

acteristics that give you the information needed to make a

decision.

Corrosion is a process, not a property. Development,

selection, conduct, and interpretation of accelerated corro-

sion tests benefit greatly if that fact is remembered.
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A. INTRODUCTION

One of the key parameters in high-temperature oxidation is

the parabolic rate constant. This is true as long as protective

oxidation determines the material behavior. Consequently,

measurement of theweight change of the specimen is the key

experimental technique in high-temperature oxidation. Gen-

erally, there are two possibilities. The first is to take a number

of specimens of the same type, expose them to the respective

atmosphere in a closed furnace inwhich defined atmospheres

can be established, and take the specimens out after different

oxidation states. Before and after the tests, the specimens

are weighed on a high-resolution laboratory balance and

the weight change Dm provided by the surface area of the

specimen, A, is plotted versus time. Therefore, before expo-

sure, the surface areaA of the specimens has to be determined

accurately. If the results are plotted in a parabolic manner,

that is, Dm/A is squared while t remains linear, the rate

constant can be determined directly from the slope, as

discussed in Chapter 20.

A more elegant method is to use continuous thermogra-

vimetry [1]. In this case, a platinum or quartz string is

attached to a laboratory balance that extends down into

a furnace. At the lower end of the string, a coupon specimen

is attached for which the surface area must be determined

before the test. A movable furnace can also be installed

that allows thermocyclic oxidation testing by periodically

moving the furnace over and away from the specimen area.

Ideally, the specimen should be in a quartz chamber or a

chamber of another material that is highly corrosion resistant

so that defined gas atmospheres can be used in the tests. The

interior of the microbalance must be shielded against the

aggressive gas atmospheres, usually by a counterflux of a

nonreactivegas, such as argon. In amore sophisticated type of

thermobalance, acoustic emission measurements can be

made, for example, by acoustic emission thermography

(AET) [2]. This becomes possible if a waveguide wire is

attached to the string hanging down from the balance, to

which the specimen is attached. In particular, under thermo-

cyclic conditions, acoustic emission measurements allow

the determination of the critical conditions under which the

oxide scales crack or spall [3]. If this type of scale damage is

accompanied by mass loss due to spallation of the scale, then

this is directly reflected in the mass change measurements

and can be correlated with acoustic emission results.

In some situations, internal oxidation or corrosion may

occur which cannot be detected directly by thermogravi-

metric measurements. Therefore, it is necessary to perform

metallographic investigations as well. In particular, for con-

tinuous thermogravimetric testing, at the end of each test a

metallographic cross section should be prepared in order to

check whether the mass change effects measured in the tests

are caused by surface scales alone or whether the metal cross

section has been significantly affected. Furthermore, if the

kinetics of internal corrosion are to be determined, it is

necessary to perform discontinuous tests where specimens

are taken out of the test environment after different

testing times and then investigated by metallographic tech-

niques [1, 4–7].
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Standard high-temperature corrosion investigations

usually also include an analysis of the corrosion products

formed in the tests or under practical conditions because this

allows conclusions as to which are the detrimental species in

the environment and whether protective scales had formed.

In most cases, this is done either in the scanning electron

microscope by using energy-dispersive X-ray analysis or

with metallographic cross sections in the electron probe

microanalyzer (wavelength-dispersive X-ray analysis).

Another tool may be X-ray diffraction by the grazing angle

(GAXRD) technique, which allows analysis of the compo-

sition of thin layers.

Common experimental investigation techniques used

to assess corrosion morphology, identify corrosion

products, and evaluate mechanical properties are the fol-

lowing [1, 4, 8–11]:

(a) Corrosion morphology assessment

Optical microscopy

Scanning electron microscopy (SEM)

Electron probe microanalysis (EPMA)

Transmission electron microscopy (TEM)

(b) Corrosion product identification

X-ray diffraction (XRD)

Energy-dispersive X-ray analysis (EDX)

Secondary ion mass spectroscopy (SIMS)

X-ray photoelectron spectroscopy (XPS)

Auger electron spectroscopy (AES)

Laser Raman spectroscopy (LRS)

(c) Mechanical properties evaluation

Creep rupture

Postexposure ductility

Modulus of rupture (MOR)

In general, creep rupture, hardness, andMORhave been used

equally to assess the mechanical properties of corroded test

pieces.When thematerial is difficult to grip (as is a ceramic),

its strength can be measured in bending. The MOR is the

maximum surface stress in a bent beam at the instant of

failure [International System (SI) units, megapascals;

centimeter–gram–second (cgs) units, 107 dyn/cm2]. One

might expect this to be exactly the same as the strength

measured in tension, but it is always larger (by a factor of

about 1.3) because the volume subjected to the maximum

stress is small and the probability of a large flaw lying in the

highly stressed region is also small. (In tension all flaws

see the maximum stress.) The MOR strictly applies only to

brittle materials. For ductile materials, the MOR entry in the

database is the ultimate strength [1].

Spectroscopic techniques used for chemical analysis of

oxidation problems and characterization of thin layers of

corrosion scales are of considerable importance, as discussed

in the following paragraphs.

B. SPECTROSCOPY

Chemical analysis by spectroscopy has made rapid advances

in high-temperature studies and almost always includes

equipment for high-resolution microscopy. Several books

and monographs are available, including most of the old and

newly developed techniques [10, 12–14]. Glow discharge

spectroscopy (GDMS) is fast, sensitive, accurate, simple, and

reliable and can be used for surface analysis if the specimen

can be attached to a vacuum cell [15].

TABLE 74.1. Methods of Material Characterization by

Excitation and Emission

Primary

Excitation

Detected

Emission

Methods of Analysis:

Name and Nomenclature

Photons, Optical Spectroscopy

optical AA: Atomic absorption )

IR: Infrared )

UV: Ultraviolet )

Visible )

Electrons UPS: Vacuum UV photoelectron

spectroscopy Outer shell

Photons, Electrons XPS: X-ray photoelectron

spectroscopy

X-rays Inner shell; also called ESCA

ESCA: Electron spectroscopy for

chemical analysis

X-rays XFS: X-ray fluorescence

spectrometry

XRD: X-ray diffraction

Electrons X-rays EPMA: Electron probe

microanalysis

Electrons SEM: Scanning electron

microscopy

TEM: Transmission electron

microscopy

STEM: Scanning transmission

electron microscopy

SAM: Scanning Auger

microanalysis

AES: Auger electron spectroscopy

Ions Optical SCANIIR: Surface composition by

analysis of neutral and ion

impact radiation

X-rays IIXA: Ion-induced X-ray analysis

Ions (�) ToFMS: Time-of-flight mass

spectrometry

SIMS: Secondary ion mass

spectrometry

IPM: Ion probe microanalysis

ISS: Ion scattering spectrometry

RBS: Rutherford backscattering

spectrometry

Radiation Optical ES: Emission spectroscopy

Ions (�) SSMS: Spark source mass

spectrography
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TABLE 74.2. Summary of Various Characteristics of the Analytical Techniques

Characteristic AES XPS ISS SIMS RBS NRA IXX

Sample alteration High for alkali Low Low Low Very low Very low Very low

halogen

organic

Insulators

Elemental analysis Good Good Good Poor Fair Fair Good

Sensitivity, variation,

resolution

Good Good Fair Good Fair Good Good

Detection limits 0.1% 0.1% 0.1% 10� 4% or higher 10� 3% or higher 10� 2% or higher 10� 2% or higher

Chemical state Yes Yes No Yes No No No

Quantification With difficulty,

req. standards

With difficulty,

req. standards

With difficulty,

req. standards

Very difficult,

req. standards

Absolute, no

standards

Absolute, no

standards

Absolute, no

standards

Lateral resolution 200 nm 2mm 100m 100-1m 1mm 1mm 1mm

Depth resolution Atomic layer to Atomic layer to Atomic layer to Atomic layer to 10 nm 10 nm None

Depth analysis Destructive, sputter Destructive, sputter Destructive, sputter Destructive, sputter Non destructive Non destructive Very difficult

1
0
5
5



 

The resolving power in depth profiling is similar to AES

and SIMS. A 1-kV glow discharge causes ion bombardment

and surface erosion which is fed (optically) to amultichannel

spectrometer for elemental analyses.Other long and complex

methods of surface analysis, such as AES, SIMS, XPS, ion

scattering spectroscopy (ISS), Rutherford backscattering

(RBS), nuclear reaction analysis (NRA), ion-induced X-ray

emission (IIXA), and ESCA, are difficult for field use.

Several authors have reviewed these methods [16–28].

Tables 74.1–74.4 compare the techniques, and Figure 74.1

shows the relative sizes of areas analyzed using these

techniques.

Commonly used methods are optical and scanning elec-

tron microscopy for surface studies. Transmission electron

microscopy of interfaces has been explored. Selected area

diffraction patterns show the orientation between different

grains. In a ceramic coating, the interface between different

phases can be coherent, semicoherent, or incoherent.

Coherent phases are usually strained and can be studied by

TEM contrast analysis. Other aspects of analytical electron

microscopy analysis are discussed [29, 30]. TEM resolution

is better than 1 nmand selected volumes of 3 nmdiameter can

be chemically analysed. Methods of preparing thin TEM

transparent foils are described [16, 31–33].

TABLE 74.3. Outline of Some Important Techniques to Study Metallic Surfaces

Technique Abbreviation Information Comments

Optical microscopy OM Surface topography and morphology Inexpensive but modest resolving power

and depth of field

Transmission electron

microscopy

TEM Surface topography and morphology Very high resolution but requires replication;

artifacts can be a serious problem

Scanning electron

microscopy

SEM Surface topography and morphology

combined with X-ray spectroscopy

gives “bulk” elemental analysis

Resolving power >> optical microscopy;

preparation easier than TGEM and

artifacts much less likely

X-ray photoelectron

spectrometry

XPS (ESCA) Chemical composition, depth profiling Especially useful for studying adhesion

of polymers to metals

Secondary ion mass

spectroscopy

SIMS Elemental analysis in “monolayer range,”

chemical composition and depth profiling

Extremely high sensitivity for many

elements

Auger electron

spectroscopy

AES Chemical composition, depth profiling,

and lateral analysis

High spatial resolution which makes

the technique especially suitable for

composition-depth profiling

Contact angle

measurement

— Contamination by organic compounds Inexpensive; rapid

TABLE 74.4. Types of Samples and Techniques Nearly

Appropriate for Their Analysis

Required Sample Analysis

Appropriate

Technique

Depth profiling lowerZ elements and thin films;

trace or minor analysis of light elements;

quantitative analysis

NRA

Depth profiling of higher Z elements and thin

films; trace analysis of heavy elements in

light matrix; quantitative analysis

RBS

Trace, minor, and major element analysis in

thicker samples; quantitative analysis

IIX

Minor and major elements at surface or

interface of small samples

AES

Trace elements at surface or interface of

medium to small size samples; analysis of

insulators; sputter profiling of light elements

SIMS

Chemical state analysis; analyses of organics,

insulators

XPS

Analysis of outer atom layer; analysis of

insulators

ISS

a
b

d

e

c
b

Diameter

a:2.5 mm XPS
RBS,NRA
ISS &
Micro-SIMS
Micro-SIMS
AES

b:1 mm
c:100 microns

d:1 microns
e:0.2 microns

Technique

FIGURE 74.1. Schematic illustrating relative sizes of areas

scanned by spectrometric analytical techniques.

1056 HIGH-TEMPERATURE OXIDATION—TESTING AND EVALUATION



 

Photoemission with synchrotron radiation can probe sur-

faces on an atomic scale [34, 35], but this method requires

expensive equipment. Complex impedance measurements

can separate surface and bulk effects, but problems of

interpretation need to be resolved [10, 34]. X-ray and gamma

radiographs, as used in weld inspection, can be used to

inspect coatings for defects. The method has been discussed

by Helmshaw [36]. Inclusions, cracks, porosity, and some-

times lack of fusion can be detected. Surface compositions of

ion-implanted metals have been studied by RBS [17, 35]. In

this nondestructive way a microanalysis of the near-surface

region is obtained. Interpretation is relatively easy. Assess-

ment of radiation damage in ion-implanted metals by elec-

tron channelling is described using SEM [35]. NRA for the

characterization of surface films is described [10, 35].

AES and XPS analyze the top of the surface only and

erosionby ionbombardment ormechanical tapering is needed

to analyze deeper regions. AES detects 0.1% of an impurity

monolayer in a surface. Auger electrons are produced by

bombarding the surface with low-energy (1–10 keV) elec-

trons. InXPS the surface is exposed to a soft X-ray source and

characteristic photoelectrons are omitted. Both AES andXPS

electrons can escape from only 1 nm depth from the surface,

and so these are surface analytical methods [10, 17].

It is most important to avoid surface contamination during

preparation for surface analysis. Semiquantitative in situ

analysis by AES has been reported [37]. Nitrides and other

compound refractory coatings are frequently analyzed by

AES and RBSmethods. Depth and crater edge profiling have

been done for direct-current (dc) magnetron sputtered and

ARE (activated reactive evaporation) samples of (Ti, Al) N,

TiN, and TiC coatings [38, 39]. Round-robin tests of char-

acterization by including a range of analyses such as XPS,

EPMA,XRS,AES,AtomProbeMicroanalysis (APMA), and

XRD are not uncommon. Among these, XRD was felt to be

unreliable [40].

Ion spectroscopy is a useful technique for surface anal-

ysis [10, 17]. ISS uses low-energy back-scattered ions [41]

and has a high sensitivity. SIMS has the possibility of sputter

removal of layers allowing depth profiling [17]. It can act

as a stand-alone single system to solve surface analysis.

Three-dimensional SIMS of surface-modifiedmaterials and

examination of ion implantation is reported [42]. Lattice

vacancy estimation by positron annihilation is another

approach [10, 43]. Transmission and scanning electron

microscopy (TEM and SEM) are valuable techniques, and

replication methods, using, for example, acetate replicas,

can nondestructively reveal surface features of specimens

too thick for TEM [1, 17]. ARE coatings of V–Ti in C2H2

give wear-resistant (V,Ti)C coatings. The hardness is relat-

ed to grain size, stoichiometry, free graphite, and cavity

networks. SEM and XRD analysis could not be used to

explain the large hardness variations obtained by varying

temperature and gas pressure, but TEM revealed

microstructural changes [1, 10, 16]. Beta backscatter and

X-ray fluorescence have low sensitivity (0.5 cm2/min and

1 cm2/h, respectively). Thickness and uniformity of silica

coatings on steel have been determined by X-ray fluores-

cence measurements of Si concentrations along the sur-

face [16, 44]. Round-robin tests for microstructure

and microchemical characterization of hard coatings have

included XPS, UPS, AES, EELS (electron energy loss

spectroscopy), EDX, WDX (wave-dispersive X-ray analy-

sis), RBS, SIMS, TEM, STEM, and XTEM (X-ray trans-

mission electron microscopy) [1, 44–46]. Field emission

STEM has been applied for profiling Y across a spinel–

spinel grain boundary [47].

C. CONCLUSIONS

In studying oxidation behavior at high temperatures, the

foremost requirement is to monitor the extent and kinetics

of attack. To obtain a complete mechanistic understanding,

such data have to be augmented by precise details of all

the processes involved, starting with the chemical reaction

sequence leading to the formation of gaseous products and

solid products at the reacting surface. The development

and failure of protective surface scales crucially govern the

resistance of most materials in aggressive environments at

elevated temperatures. Knowledge is also essential on the

changes throughout the exposures of the scale chemical

composition, physical structure (including topography),

stress state, and mechanical properties as well as on the

scale failure sequence (e.g., by cracking and spallation).

All these processes involved in high-temperature oxida-

tion are dynamic. Therefore, to obtain unambiguous infor-

mation, the main experimental approach in research should

be based on in situ methods. These can be defined as being

techniques which either measure or observe directly high-

temperature oxidation processes, as they happen, in real time.

Although numerous in situ methods have been developed, to

date, with several notable exceptions, the most important

being controlled atmosphere thermogravimetry, the deploy-

ment of these techniques often has been limited. This may

be attributed largely to experimental difficulty and also to

the lack of suitable equipment. Current understanding of

the chemical and physical characteristics, stress state, and

mechanical properties of oxidation scales largely derives

from postoxidation investigations. In fact, certain detailed

aspects, for example, variations in mechanical properties

and microstructure through scales, can be revealed only

by postoxidation studies. The two main experimental

approaches, in situ oxidation and postoxidation, are not

mutually exclusive, as they complement and augment each

other. Nevertheless, at the current state of mechanistic

knowledge of high-temperature oxidation, further under-

standing of many critical facets (e.g., the breakdown of
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protective oxide scales) will be revealed only by real-time

experimentation. These requirements taken in conjunction

with recent advances in both commercial and experimental

equipment design/capabilities and in data storage/processing

make it imperative that all investigators in this field be fully

aware of the available in situ experimental test methods.

The purpose of this chapter is to provide a very brief

summary of the main techniques in current use, their

main limitations, and scope for development. Information on

the detailed methodology of any technique or the complete

results of any specific study using any such technique should

be obtainable from the references given to published papers.

REFERENCES

1. H. J. Grabke and D. B. Meadowcroft (Eds.), Guidelines for

Methods of Testing and Research in High Temperature Cor-

rosion, Institute of Materials, London, 1995.

2. M. Walter, M. Sch€utze, and A. Rahmel, Oxid. Met., 39, 389

(1993).

3. M. Sch€utze, Protective Oxide Scales and Their Breakdown,

The Institute of Corrosion, Wiley, Chichester, 1997.

4. N. Birks, G. H. Meier, and F. S. Pettit, Introduction to the High

TemperatureOxidation ofMetals, CambridgeUniversity Press,

Cambridge, 2006.

5. Y. Wouters, A. Galerie, and J. P. Pettit, Solid State Ionics, 104,

89 (1997).

6. B. Glaser, K. Rahts, M. Schorr, and M. Sch€utze, Sonderband
des Praktischen Metallographie, 25, 75 (1994).

7. H. Baboian (Ed.), High-Temperature Gases (Corrosion Tests

and Standards: Applications and Integration), American

Society for Testing and Materials, Washington, DC, 1995.

8. S. Taniguchi, T. Maruyama, M. Yoshiba, N. Otsuka, and Y.

Kawahara (Eds.), High Temperature Oxidation and Corrosion

2005, Trans. Tech. Publications, Z€urich, 2006.

9. A. Rahmel (Ed.), Aufbau von Oxidschichten auf Hochtemper-

aturwerkstoffen und ihre technische Bedeutung, Deutsche

Gesellschaft f€ur Metallkunde, Oberursel, 1982.

10. P. Marcus and F. Mansfeld (Eds.), Analytical Methods in

Corrosion Science and Engineering, CRC Press, Taylor &

Francis Group, Boca Raton, FL, 2006.

11. C. A.C. Sequeira, Y. Chen,D.M.F. Santos, andX. Song, Corros.

Prot. Mater., 27, 114 (2008).

12. P. A. Psaras and H. D. Langford (Eds.), Advancing

Materials Research, National Academy Press, Washington,

DC, 1987.

13. O. Kubaschewski and B. E. Hopkins, Oxidation of Metals and

Alloys, Butterworths, London, 1967.

14. P. Kofstad, High Temperature Corrosion, Elsevier Applied

Science, London, 1988.

15. R. Berneron and J. C. Charbonnier, in Proceedings 7th ICVM

Conference, Tokyo, 1982, p. 592.

16. E. Lang (Ed.), Coatings for High Temperature Applications,

Applied Science, New York, 1983.

17. D. M. Brewis (Ed.), Surface Analysis and Pretreatment of

Plastics and Metals, Applied Science, London, 1982.

18. H. Nickel, Y. Wouters, M. Thiele, and J. Quadakkers, J. Anal.

Chem., 361, 540 (1998).

19. L. Pfeil, J. Iron Steel Inst., 119, 501 (1929).

20. L. Pfeil, J. Iron Steel Inst., 183, 237 (1931).

21. J. Mougin, M. Dupeux, A. Galerie, and L. Antoni, Mater. Sci.

Technol., 18, 1217 (2002).

22. J. L. Liu and J. M. Blakely, Appl. Surf. Sci., 74, 43 (1994).

23. W. D. Jennings, G. S. Chottiner, and G.M.Michal, Surf. Interf.

Anal., ii, 377 (1988).

24. W. J. Quadakkers, J. Jedlinski, K. Schmidt, M. Krasovec, G.

Borchardt, and H. Nickel, Appl. Surf. Sci., 47, 261 (1991).

25. H. J. Grabke, M. Steinhorst, M. Brumm, and D. Wiener, Oxid.

Met., 35, 199 (1991).

26. D. Clemens, K. Bongartz, W. Speier, R. Hussey, and W. J.

Quadakkers, Fresenius J. Anal. Chem., 346, 318 (1993).

27. H.Viefhaus, K. Hennesen,M. Lucas, E.M.Muller-Lorenz, and

H. J. Grabke, Surf. Interf. Anal., 21, 665 (1994).

28. H. Bohm, Metalloberflache, 46, 3 (1993).

29. M. J. Thoma, Vac. Sci. Technol., A4, 2633 (1986).

30. H. Hansmann and J. Mosle, Adhesion, 26, 18 (1982).

31. B. E. Jacobson and R. E. Bunshah (Eds.), Films and Coatings

for Technology, CEI Course, Stockolm, Sweden, 1981.

32. J. Doychak, J. L. Smialek, and T. E. Mitchell, Met. Trans. A,

20A, 499 (1989).

33. A. Strecker, U. Salzberger, and J. Mayer, Practical Metallogr.,

30, 482 (1993).

34. J. Pask andA. Evans (Eds.), Surfaces and Interfaces in Ceramic

Metal Systems, Plenum, New York, 1980.

35. V. Ashworth, W. A. Grant, and R. P. M. Procter (Eds.), Ion

Implantation in Metals, Pergamon, London, 1980.

36. R. Helmshaw, Industrial Radiology, Applied Science, London,

1982.

37. A. Bosseboeuf and D. Bouchier, Surf. Sci., 162, 695 (1985).

38. H.A. Jehn, S.Hofman, andW.-D.Munz, Thin Solid Films, 153,

45 (1987).

39. N. Kaufherr, G. R. Fenske, D. E. Busch, P. Lin, C. Despandey,

and R. F. Bunshah, Thin Solid Films, 153, 149 (1987).

40. A. J. Perry, C. Strandberg, W. D. Sproul, S. Hofmann, C.

Erneberger, J. Nickerson, and L. Cholet, Thin Solid Films,

153, 169 (1987).

41. A.W. Czanderna (Ed.), Methods of Surface Analysis, Elsevier,

London, 1975.

42. R. H. Fleming, G. P. Meeker, and R. J. Blattner, Thin Solid

Films, 153, 197 (1987).

43. J. Brunner and A. J. Perry, Thin Solid Films, 153, 103 (1987).

44. M. J. Bennett, J. Vac. Sci. Technol., B12, 800 (1984).

45. J. E. Sundgren, A. Rockett, J. E. Greene, and U. Helmersson,

J. Vac. Sci. Technol., A4, 2770 (1986).

46. S. Bose, High Temperature Coatings, Elsevier, Amsterdam,

2007.

47. M. J. Bennett and A. T. Tuson, Mat Sci. Eng., 92, 180 (1989).

1058 HIGH-TEMPERATURE OXIDATION—TESTING AND EVALUATION



 

75
TESTING FOR FLOW EFFECTS ON CORROSION

K. D. EFIRD

Efird Corrosion International, Inc., The Woodlands, Texas

A. Introduction

B. Correlation of test data to operating facilities

C. Flow effect test techniques

D. Low-turbulence flow corrosion test methods

References

A. INTRODUCTION

Fluid velocity was long used as the primary parameter for

scaleup of laboratory test results to field applications, but

this concept began changing in the 1970s. Data relating the

calculated hydrodynamic parameter of wall shear stress to

corrosion were first published by Efird in 1977 for copper

alloys in flowing seawater [1]. Corrosion science now

understands that fluid flow must be expressed in terms

broadly related to fluid flow parameters common to all

hydrodynamic systems to allow application of laboratory

test data to field operations [2–11]. These hydrodynamic

parameters are calculated from empirical equations devel-

oped to characterize fluid flow. The hydrodynamic para-

meters employed arewall shear stress (tw) andmass transfer

coefficient (k).

B. CORRELATION OF TEST DATA

TO OPERATING FACILITIES

The two primary considerations in the correlation of labo-

ratory data to corrosion in operating facilities are thematerial

tested and the laboratory test procedure. The material tested

must correspond as closely as possible to the material used

in the facility in both alloy chemistry and metallurgical

structure. The laboratory corrosion tests for flow-induced

corrosion must be conducted in a manner that allows

calculation of the mass transfer coefficient or wall shear

stress [2–11]. Experimentally determined corrosion rates are

then applied to the operating facilities for identical calculated

hydrodynamic parameters. The basic assumptions are as

follows:

. Calculation of the hydrodynamic parameters is valid.

. Calculated hydrodynamic parameters are those control-

ling corrosion or are intimately related to them.

. Scaleup of these hydrodynamic parameters to field

operations with respect to corrosion is valid.

Both wall stress (tw) and mass transfer coefficient (k) meet

these basic criteria. The process of correlating laboratory

data to field operations is outlined in Figure 75.1 [12]. The

operating flow rate allows calculation of thewall shear stress,

which is then correlated through the wall shear stress to the

measured laboratory corrosion rate.

The existing applicable equations for both wall shear

stress and mass transfer coefficient assume equilibrium

conditions. As discussed in Chapters 17 and 64, both

equilibrium and disturbed-flow, steady-state conditions exist

in operating systems. While the existing equations and test

methods are effectively used for equilibrium flow conditions

in operating systems, they may not be applicable to dis-

turbed-flow conditions.

The basic methodology for relating an experimentally

determined corrosion rate to allowprediction of the corrosion
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rate for flow-induced corrosion in an operating system is

outlined in Figure 75.2 [13]. This provides a procedure to

relate the results of a corrosion test directly to corrosion in

an operation system where flow-induced corrosion condi-

tions are expected or must be considered.

The steps in the process areas follows:

. The steady-state mass transfer, as defined by the lim-

iting diffusion current density, is measured as a function

of wall shear stress using a reversible, well-character-

ized electrochemical reaction.

. The equation relating the wall shear stress or mass

transfer coefficient to the limiting diffusion current

density is defined.

. The experimental apparatus for the corrosion measure-

ments is calibrated by measuring the limiting diffusion

current density for the same reaction as a function of

a convenient flow parameter.

. Applying the equation relating the wall shear stress

or mass transfer coefficient to the limiting diffusion

current density allows calibration as a function of the

flow parameter.

. The corrosion rates obtained in the calibrated test

apparatus are related to the calculated disturbed-flow

wall shear stress or mass transfer coefficient in the

operating system, allowing estimation of the expected

corrosion rates in the operating system for disturbed

flow.

C. FLOW EFFECT TEST TECHNIQUES

A number of techniques are available for testing the effects

of fluid flow on materials. These techniques fall into two

categories, rotating systems and flow systems. They are

distinguished by the means used to induce flow across the

test specimen. Basically, rotating systems move the test

specimen in the fluid and flow systems move the fluid across

the test specimen. Techniques in use are given in Table 75.1.

A comparison of the various techniques for testing the effect

of flow on materials is given in Table 75.2. Volume 8 of the

NACE International series Corrosion Testing Made Easy

is available for those interested in conducting tests for
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FIGURE 75.2. Relating laboratory data to field applications using

equilibrium conditions [12].

CORROSION RATES

W
A

LL
 S

H
E

A
R

 S
TR

E
S

S

LABORATORY DATA

CORROSION RATE SCALES TO 
WALL SHEAR STRESS

FIELD FLOW RATES

W
A

LL
 S

H
E

A
R

 S
TR

E
S

S

FIELD DATA

 FIELD STEADY STATE
WALL SHEAR STRESS

GAS

LIQUID Field Flow Rate

Field Wall Shear Stress
Lab Wall Shear Stress

Lab Corrosion Rate

FIGURE 75.1. Process for relating laboratory data to facility operating systems using hydrodynamic

conditions [12].

TABLE 75.1. Techniques for Testing Effect of Flow on

Materials

Rotating Systems Flow Systems

Rotating cylinder Large-diameter flow loop (� 4 in.)

Rotating cage Small-diameter flow loop (� 1.5 in.)

Rotating disk Jet impingement
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the evaluation of the effects of flow on the corrosion of

materials [14]. This volume provides working details for the

various test techniques as well as a comparison of strengths

and weaknesses.

D. LOW-TURBULENCE FLOW CORROSION

TEST METHODS

There are no standardized corrosion test methods or test

protocols for low-flow corrosion. However, based on knowl-

edge of the low-flow conditions that can result in low-flow

corrosion, certain criteria for test protocol design are

required.

The objective is to model the conditions that exist in the

system stratified flow or liquid holdup locations. In general,

this can involve exposure of the test material to solid, fluid,

and gas phases that could be present as well as the respective

interfaces. This can be as simple as a horizontal coupon

with solids placed on the coupon or as complex as a single

coupon that passes through all the existing phases. This test

arrangement has the benefit of including any galvanic effects

that might be present. An example of this setup is shown in

Figure 75.3.

TABLE 75.2. Operational Comparison of Techniques for Testing Effect of Flow on Materialsa

Criteria

Small

Flow Loop

Rotating

Cylinder

Jet

Impingement

Rotating

Cage

Large Flow

Loop

Fluid requirements High Low Medium Low Very High

Construction cost High Low Medium Low Very High

Operating cost High Low Medium Low Very High

Test work effort Medium Low Medium Low High

k and/or t? Yes Yes Yes No Yes

Multiphase testing? Yes No Yes Yes Yes

Scale up—liquid? Yes No Yes No Yes

Scale up—gas? No No No No Yes

Use coupons? Yes Yes Yes Yes Yes

Use ER? Yes Yes Yes No Yes

Use LPR, EIS? Yes Yes Yes No Yes

aNot including rotaing disk.

FIGURE 75.3. Example of a low-flow test using a single coupon that passes through all the existing

phases.
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A. INTRODUCTION

Because of the very high rate at which new commercially

available electronic materials and devices have been intro-

duced into themarket and phasedout in the past 50years, it has

been difficult to understand the mechanisms and factors that

influence their corrosion performance. In the late 1990s,

research to develop new electronic materials and devices

typically took one to two years, followed by a very fast

ramp-up to production and worldwide deployment that typi-

cally took another year. The equipment that contained these

devices became obsolete by their fifth year in service, since

new, faster and higher capacity equipment was needed to keep

upwith the demands for modern communications. In this very

fast cycle of supply and demand of new equipment with high-

performance electronic devices, failure of electronics was

traditionally regardedasnonexistent,mainlybecausesuppliers

and users were willing to exchange dated technology that

showed poor performance for the latest advances in technol-

ogy. As a consequence, there was no time to investigate the

failure of devices and components. This hindered the improve-

mentof thedesignof thenewgenerationsofelectronicdevices.

Another important issue in the fast-changing world of

electronics was globalization. In the 1960s and 1970s, most

electronic equipment had to be tested to stringent require-

ments.Qualificationofelectronicdevices tookat leastacouple

of years, and companies heavily promoted the good perfor-

mance and reliability of their equipment. However, by the late

1990s, the need to produce and export new electronic equip-

mentworldwidetogetherwith increasinglevelsofcompetition

(that drove prices to unimaginably low levels) pushed most

companies to lower the number of tests to qualify new devices

and in some cases to compromise long-term reliability.

These events promoted the creation of new standardized

tests that could accelerate (and mimic) the environmental

challenges that the equipment would see in its short life span.

Mixed flowing gas (MFG) testing has been used in North

AmericaandEuropeforseveralyears tosimulate thecorrosion

of electronics in harsh environments. This type of laboratory

testing with a controlled environment is briefly explained in

Section B.A few of the challenges that the industry has found,

particularlywhentryingtodeployelectronicequipmentworld-

wide in environments that are more aggressive than the MFG

Class III test, are described in SectionC. Finally, in SectionD,

the future of accelerated testing in this ever-changingworld of

electronics is discussed, along with the attempts to mimic the

very aggressive environments found in developing countries.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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B. MIXED FLOWING GAS TESTING

In the early 1980s, with the discovery of significant printed

circuit board (PCB) and component failure modes (mainly

due to corrosion), a number of firms and laboratories set out to

develop accelerated corrosion test methods with known ac-

celeration factors. The aim of such efforts was to shrink years

of service in theworst type of environment into days of testing

in the laboratories. The main goal of this testing was to prove

that the field failure modes encountered during service could

be replicated during the laboratory tests. To simulate the

environment under operational conditions, the PCB and its

components were exposed to different gasmixtures, tempera-

tures, and relative humidity. IBM, AT&T, and Battelle lab-

oratories participated in this effort [1]. The result of this work

was the development of a MFG test, which is primarily a

laboratory test in which the temperature, relative humidity,

and concentration of gaseous pollutants are carefully defined,

monitored, and controlled [2]. Since then, several interna-

tionally recognized standards, including American Society

for Testing and Materials (ASTM) [3] and Telcordia Tech-

nologies [4], based on the MFG testing have been created.

The standards are readily available and describe in detail the

hardware as well as the protocol for testing and calibration.

Figure 76.1 shows a typical design of aMFG testing chamber.

In order to calibrate the environmental chamber and the test

procedure, a set of copper coupons is exposed inside the

chamber, and the weight gain of the coupons and thickness

of the corrosion products are compared with the standard.

This is probably the most critical part of the MFG testing

and should be undertaken prior to testing.

A set of four environmental corrosion classeswere defined

by the original group that developed the MFG tests, so that

the corrosion in the field could be compared with the

corrosion under the laboratory test conditions in the cham-

bers [1, 2]. The Class I environment corresponds to a benign

environment in which the corrosion film on Cu in one year

will not exceed 35 nm. This class is typically encountered in a

central office with very good environmental control (mainly

constant temperature and constant relative humidity as well

as good filtering of the outdoor air entering the building).

Class II is a mildly corrosive environment that ranges from a

poorly controlled central office to a rural environment in

which the environmental conditions are mild enough to

produce a corrosion film on Cu, in one year, between 40

and 70 nm. Class III is a harsh corrosive environment typical

of an outdoor cabinet containing electronic equipment with-

out any control of its surroundings in a populated urban

environment, in which the corrosion film on Cu in one year

would reach between 80 and 400 nm. Finally, Class IV is a

severe corrosive environment, such as in industrial areas or

cities with a polluted environment, where the corrosion film

on Cu would exceed 500 nm in one year. Table 76.1 sum-

marizes the accepted test conditions for standard MFG

exposure ranked in order of severity. Evidently, if the elec-

tronic equipment would be deployed in a Class I environ-

ment, there is no need for testing as the corrosion rate is

significantly low that no failures due to corrosion are

expected throughout the life span of the equipment.

Exhaust

Filter
Corrosion Chamber

Corrosive Gases

Gas Monitors

H2S

NO2

SO2

Cl2

PC Controls

Temperature/Humidity
Probe

Mixing
Tee

Air
inletAir

Compressor
Humidity
Controller

Air
Process
Heater

FIGURE 76.1. Schematic diagram of MFG test chamber setup. (Courtesy of The Electrochemical

Society [23].)

TABLE 76.1. Nominal Test Conditions for Standard MFG

Exposure

Class H2S (ppb) Cl2 (ppb) NO2 (ppb) SO2 (ppb) % RH T (�C)

I

II 10 10 200 200 70 30

III 100 20 200 200 70 30

IV 200 50 200 200 75 50
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Numerous authors have studied the effect of MFG

(Class III) exposure on different parts of electronic com-

ponents [5], including plated Cu contacts with precious

metals [6] and the effect of exposure toMFGClass III [7] on

contact resistance. Other types of studies include the dif-

fusion of gases through the encapsulants [8] and creep

corrosion on lead frames [9].

C. CORROSION OF ELECTRONIC

EQUIPMENT WORLDWIDE

Environmental data from different parts of the world suggest

that more aggressive atmospheres exist in Asia [10],

Australia [11], and South America [12], compared to the

environment found in developed countries such as the United

States [13] and Europe [14]. Typically, in those countries

with harsher environmental conditions, the local regulations

are not as strict as in the developedworld. Contrary towhat is

expected [15], some cities in the developing world, partic-

ularly in rural areas with low population and low industrial

activity, may have similar environmental conditions to those

in cities in the developed world. However, in developing

countries, the extremely aggressive environment in cities

is caused mainly by the large concentration of population

and/or high density of industrial activity [16].

The most common cause of failure in electronic compo-

nents and devices (cited in the literature) is the high corrosion

rates of metals due to the (relatively high) concentration of

corrosive gases, typically sulfur-containing and/or chloride-

containing gases. Field studies and laboratory corrosion tests

have been carried out to identify not only the corrosion

products of pure metals (such as Cu [17] and Ni [18]) but

also the corrosion products of relevant engineering alloys

(such as stainless steels [19] and Cu–Au–Sn [20]). However,

few studies have been undertaken to explore the corrosion of

electronic equipment and devices deployed in harsh envir-

onments (typically exposed to Class III or harsher environ-

ments). In the majority of cases, the corrosion rate has been

expressed in terms of film thickness accumulated during one

year on a given metal (this value can be obtained by extrap-

olating from measurements made during a long period of

time through the year). Although it has been found that the

corrosion films on different metals may be composed of

several layers of different compositions, typically it has been

accepted that there is a predominant film (or corrosion layer)

that thickens as the metal is exposed to the aggressive

environment. The corrosion layers of copper (one of the

most commonmetals used in electronic equipment) has been

investigated during exposure to both field and laboratory

environments [11–14, 21]. Clearly, the most relevant studies

are those in which metals are exposed to laboratory environ-

ments that mimic field environments, so that the corrosion

data obtained in the short-term laboratory test can be ex-

trapolated to a longer term in order to estimate the service life

in the field environment. Figure 76.2 shows the corrosion film

thickness (measured in nanometers of Cu2S per year) formed

on Cu coupons exposed indoors and outdoors in 10 selected

cities in Asia. As expected, the Cu2S film formed on the

coupons outdoors is typically thicker, in some cases 10 times

thicker, than the film formed on coupons exposed indoors.

Unfortunately, most of the useful data related to corrosion

of electronic equipment and devices in real environments

have not been published, mainly because companies that

-
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FIGURE 76.2. Corrosion film thickness (nm/year) on copper exposed in indoor and outdoor

environments in 10 selected cities in Asia.
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experience failures use the knowledge gathered during the

failure investigations to improve the design of future pro-

ducts. This gives them a competitive advantage while keep-

ing all the knowledge inside their R&D laboratories. The

most common type of data that has been published is mainly

in coupons made of the samematerials that are typically used

in the electronic industry. However, the corrosion rate of

coupons (as discussed in the next section) is very different

from a device that conducts an electrical signal and that is

adjacent to a dissimilar metal (most likely fabricated under

different circumstances and with different materials).

Most of the data available in the literature regarding failure

of electronic equipment and devices have been related to

corrosion of integrated circuits, connectors, resistors, tran-

sistors, or even conducting traces within circuit boards. Few

studies on electronic equipment failure reported in the liter-

ature have dealt with the effect on failure of the accumulation

of hygroscopic dust on the surface in a wet environment.

Figure 76.3 shows the concentration of particles in two

selected cities in the United States compared to several cities

in Asia. The last two cities in Asia, identified as “industrial/

coastal” and “urban/coastal,” are not far from each other.

More importantly, as can be seen in the graph, the concen-

tration of dust in those cities is extremely high. Under these

conditions,most electronic equipmentwill be covered in dust

in a few months. The presence of high levels of dust [22] and

high relative humidity [11] can increase the failure rate of

electronics. In the ideal casewhere there are no gases (such as

H2S, SO2, and Cl2), the main mechanism for failure of

electronics may be attributed to the adsorption of water from

the environment on the surfaces covered with dust, facilitat-

ing a short circuit in the powered components or even in

adjacent pins (or leads). Although some electronic devices

may be protected with a conformal coating (that can retard

the diffusion of water and gases through the coating), this

protectionmay be only temporary (depending on the coating)

because the device may be subjected to long periods of high

humidity due to the highly hygroscopic nature of the dust

layer, absorbing the water from the environment. In reality,

every electronic device is surrounded by an environment

containing, to some extent, hygroscopic particulates, corro-

sive gases, and atmospheric water (daily wet and dry cycles).

The simple effect of the gases alone (together with the

conservative values of temperature and relative humidity)

may not be the most viable method to mimic the environ-

mental degradation in these very aggressive conditions.

In developed countries, and due to stricter regulations,

the concentration of particulates (dust) is low, and the

assumption that the components are not covered in dust and

will not influence the corrosion of the metals is justifiable.

However, in developing countries, where the concentration

of particles and gases can be relatively high (sometimes 10

times greater outdoors compared to indoors), this assumption

may lead to an incorrect conclusionwith respect to laboratory

testing and performance in the in-service environment.

Despite all the efforts to understand the corrosion rates

and the formation of the different corrosion layers [23] and

the effect of the environment on those materials (particularly

for electronic applications [24]), very little has been done to

take into consideration environmental data from developing

countries to develop more realistic accelerated atmospheric

corrosion tests (AACTs) that will mimic the environments

typically found in developing countries. This subject will be

discussed in more detail in the next section.
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FIGURE 76.3. Total suspended particles (mg/m3) found in the outdoor environment of two selected

U.S. cities compared with several selected cities in Asia.
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D. ACCELERATED CORROSION TESTING

TO SIMULATE WORLDWIDE CORROSION

OF ELECTRONICS

During the decade of the 1990s, professional organizations,

including ASTM, Electronic Industries Association (EIA),

International Electrotechnical Commission (IEC), and Tel-

cordia, began to standardize these testmethods and published

corresponding documents as guidelines [3, 4]. The standards

developed for equipment deployed in the North America

Region (NAR) are considered to provide accelerated aging

conditions for NAR- and European-type environments only.

Typically these environments are Class I or Class II and in

some extreme circumstances Class III.

The MFG Class III is a reliable test to accelerate these

types of environmental conditions. Typical methods to eval-

uate the corrosion rate of metal coupons (or electronic

devices) after testing include weight loss (mass change),

cathodic reduction, andmicroscopy of the different corrosion

layers. Figure 76.4 shows a comparison of the results fromCu

coupons that were exposed toMFGClass III andwere further

evaluated using these three different methods.

Figure 76.5 shows focused ion beam (FIB) images of the

corrosion films on Cu coupons that were exposed to MFG

Class III and further evaluated using these three different

methods. Notice that the oxide film thickens with time.

Although theMFGClass III test is a reliable test, care should

be taken especially when selecting the test methodology

to evaluate the coupons, tested devices, or field failures.

Figure 76.4 shows that the calculated cathodic reduction

corrosion layer thickness, the FIB cross-sectional measure-

ments, and the Cu weight gain are in good agreement within

the first week of exposure (when the corrosion layer is thin

and well adhered to the substrate). However, after one week

of exposure (or 1-mm corrosion layer) [23], the thicknesses

determined by the three methods show significant differ-

ences. The discrepancies between the measurements and the
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FIGURE 76.4. Weight gain as a function of time for Cu samples

exposed to MFG Class III environment. Comparison of the weight

gainmeasured in theCu coupons after exposurewith theweight gain

calculated using the data from cathodic reduction and data observed

using cross-sectional examinations (using focused ion beam).

(Courtesy of The Electrochemical Society [23].)

FIGURE 76.5. Cross sections of corrosion films formed on Cu coupons after exposure to MFG

Class III for 1, 5, and 10 days. (Courtesy of The Electrochemical Society [23].)
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TABLE 76.2. Typical Setup of Mixed Flowing Gas (MFG) for Outdoor Environments: Level 3MFG Test

Temperature (�C) RH (%) H2S (ppb) Cl2 (ppb) NO2 (ppb) SO2 (ppb)

VER

(Times/h)

Test

Duration

(days)

Life Prediction

Equivalent

(years) Comments

AACT in aggressive

environments

40 90 2000–4000 20 200 200 4 or 5 14 20 Round-robin

tests required!

Telcordia 30 70 100 20 200 200 20 10 15

Telcordia 30 70 100 20 200 200 20 14 20

EIA 1997 30 75 100 20 200 200 N/A N/A N/A SO2 (for test IIIA)

IEC 1995 30 75 100 20 200 0 3.2 10 10

Battelle 30 75 100 20 200 0 6 14 7

Abbreviations: VER, volume exchange rate inside the chamber; EIA, Electronic Industries Alliance; IEC, International Electrotechnical Commission.

1
0
6
8



 

calculated values (using cathodic reduction thickness) may

be attributed to a number of factors. First, variations in

corrosion product thickness caused by localized differences

(and stress, particularly around the coupon edges), which are

not taken into consideration during FIB cross-sectional

analysis, are very important. Second, in an attempt to com-

pare the different corrosion products and film thicknesses

after different exposure times, a current density value

(0.35mA/cm2 in the case of Fig. 76.4) has to be chosen.

This relatively high current densitymay have attributed to the

film reduction proceeding at an unreasonable rate with

disbonding of thick corrosion products during the cathodic

reduction test. Additionally, flaking of the thick corrosion

product after 10 or more days (corrosion products larger than

1mm thick) does not allow full reduction using cathodic

reduction, particularly when the disbonded film is not in

electrical contact with the substrate. Finally, in some cases,

the corrosion products with the lowest reduction potentials

are reduced first; in the case of copper, CuO is reduced first,

followed by Cu2O, CuS, and finally Cu2S [25]. As copper has

a naturally thin oxide film on its surface, it is reasonable to

assume that for thicker filmswith amultilayered structure the

reduction of the inner Cu oxides will invariably be reduced

first. This may reduce the stability of CuS and Cu2S layers

and may cause unnecessary flaking; also this effect is more

likely to bemore pronounced after more prolonged exposure,

where the corrosion products are thicker.

In most developing countries, urban cities, where most of

the electronic equipment is deployed, fall intoClass III and in

some cases exceed Class IV [10, 15, 16]. The environmental

and corrosion data as well as the few reported failures of

electronic equipment in the field in different parts of the

world suggest that current AACTs do not mimic the envir-

onments typically found in developing countries. In those

countries, harsher environmental conditions have caused

high corrosion rates of metals, leading to failure of devices

and electronic equipment. In some regions of the world,

corrosivity has been described in a corrosivity map [26],

which indicates, by color, the typical corrosion rates, from

negligible to mild and severe, measured in different regions

indicated on the map. The levels of H2S (one of the most

common gases found in very aggressive environments in

developing countries) in theMFG for the outdoor tests (Class

II or Class IV) are considerably below those levels typically

found in some Asian countries [10, 15, 16]. In a recent study,

Wattanabe and co-workers [10] measured the concentration

of H2S near the Noboribetsu hot springs area of Hokkaido,

Japan, and found that the H2S concentration ranged from 160

to 1770 ppb. Similarly, it has been reported that in parts of

China, Taiwan, andMexico the levels of H2S were as high as

850 ppb [15]. These findings strongly suggest the importance

of increasing the H2S concentration in order to use MFG

testing to qualify electronic equipment for use in aggressive

environments. Table 76.2 shows the typical concentrations

used for most mixed flowing gases according to the different

standards. Based on the findings of recent studies, it is

suggested that the levels of H2S when using the MFG test

to qualify electronic equipment that will be deployed in very

aggressive outdoor environments should be increased taking

into consideration the real environment (see Table 76.2).

It is clear that the suggested temperature for the MFG test

(30�C) may be adequate in most cases, except when the

temperature of the city (or cities) where the equipment is

going to be deployedwill be significantly different. In tropical

cities, where the temperature year round is high, the 30�C
temperature for theMFG tests seems reasonable. However, in

colder areas, where there is the possibility that the temper-

ature fluctuates significantly during the day (hot) and the

night (when condensationmay occur), it is recommended that

these cycles be considered in the design of the test.

Because the relative humidity in aggressive environments

around the world ranges from low values in the northern

hemisphere to high values in the tropics, the relative humidity

used in the test depends on whether the objective of the test is

to mimic indoor or outdoor environments. Because the

outdoor environment is more humid near tropical areas in

the coastal cities, the relative humidity inside the chamber

should be increased; values around 90% may be acceptable

if the objective is to mimic the outdoor environment.

Other variables for the test should also be considered, for

example, different gases, the volume exchange ratio in the

chamber, and test duration sufficient for lifetime prediction.

Although these variables are important, they may need to be

adjusted after the values of the key variables (H2S content,

temperature, and relative humidity) have been fixed.

Oneadditional variable that hasnotbeenconsideredduring

most of the AACT studies is the voltage across the electronic

devices. Typically, coupons and electronic devices have been

tested without power. The devices are subjected not only to

particulate, gases, temperature cycles, and high relative hu-

miditybut also to avoltage.Acommonpractice in the industry

is to use coupons to measure the leakage current across

the traces (lines) while the coupon is subjected to a voltage.

The two voltages usually selected are 24 and 48V because

these voltages are widely used in the electronics industry.

E. SUMMARY

A review of the currently available literature and common

industry practices suggests that MFG testing for both indoor

(typically Class II) and outdoor (normally associated with

Class III) environments is the most common testing used

to qualify materials and devices for use in aggressive

environments.

In order to mimic the overall environment in more ag-

gressive areas of the world (e.g., in developing countries or

near industrial sites in developed countries), addition of
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higher levels of pollutants (including atmospheric particles

and gases) should be considered for tests that are used to

qualify electronic materials and devices.

“Dusting” followed by AACT that includes electrical

testing of interdigitated coupons may also be used as a

qualification method. This may have a considerable impact

when trying to reproduce field failures (e.g., creep corrosion).

At the same time, it is extremely important to reproduce

(and induce) during testing the same failure modes encoun-

tered in electronic devices. A comparison of available data

from the United States and developing countries shows that

different testing criteria should be developed (if feasible)

during qualification testing for each particular environ-

ment. The ultimate goal should be to develop a meaningful

AACT that can mimic the real, in-service environment

while achieving an adequate acceleration factor. The avail-

able data and field experience suggest that more aggressive

testing may be desirable in some situations.
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A. INTRODUCTION

The study of environmentally assisted cracking (EAC)

involves the consideration and evaluation of the inherent

compatibility between a material and the environment

under conditions of either applied or residual stress. How-

ever, this is a very broad, encompassing topic with many

possible combinations of materials and environments in

which EAC has been investigated and documented. EAC is

also a critical problem because equipment, components,

and structures are intended to be used while exposed to

various environments and conditions of stress and must

resist EAC over prolonged periods of service. Furthermore,

thematerials used in construction typically have amultitude

of manufacturing and process variables that may affect

their metallurgical condition and structure which, in turn,

influence resistance to EAC. Testing for resistance to EAC

is one of the most effective ways to determine the inter-

relationships among material, environmental, and mechan-

ical variables on the process of EAC.

The proportions of this subject immediately limit at-

tempts to make simplistic use of only a single method of

testing for all cases. Factors such as material type, process

history, product form, active cracking mechanism(s), load-

ing configuration and geometry, and service environment all

can have a major impact on the type of specimen and test

condition to be utilized for the evaluation of EAC. The

prudent approach to selection of testing methods is usually

to start with a survey of previous experiences from prior

investigations conducted on similar classes of materials and

types of environments found by surveying the published

literature. Additionally, an extensive amount of information

on standardized stress corrosion cracking (SCC) testing

methods, evaluation procedures, and experimental techni-

ques is available in International Organization for Standard-

ization (ISO) 7539 Parts 1–8 [1], American Society for

Testing and Materials (ASTM) and NACE standards and

existing reviews published in the literature [2].

B. BACKGROUND

To better establish a basis for understanding the role that each

of the various cracking processes plays in the selection of

EAC test methods on a particular material, the applicable

EAC processes must first be identified for the specific

material and environment under consideration. Mechanisms

of EAC have been debated for decades and there are still

controversies over the use of specific terms and definitions.

Therefore, in this chapter the discussion of the subject will

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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be limited to basic phenomenological descriptions of the

various cracking processes with an attempt to discuss them in

simple but description terms and in relation to important

testing-related variables.

B1. Stress Corrosion Cracking

Stress corrosion cracking is the formation of embrittlement

whereby cracks form in a normally sound, ductile material

through the simultaneous action of a tensile stress and a

corrosive environment. In most cases, SCC has been

associated with the process of active path corrosion (APC)

whereby the corrosive attack or anodic dissolution initiates

at specific, localized sites and is focused along specific

paths within the material. Crack initiation often occurs at

sites of local anodic attack (e.g., pits or local crevice

corrosion). In some cases, crack propagation is along grain

boundaries (i.e., intergranular SCC, or IGSCC); in other

cases, the path is along specific crystallographic planes

within the grains (i.e., Transgranular SCC). Quite often,

SCC is strongly affected by alloy composition, the bulk

concentration of specific corrodent species or the local

concentration on the metal surface, and usually, to a lesser

degree, the stress intensity. In some cases, this latter point

may make use of test methods based on fracture mechanics

concepts difficult to utilize effectively due to multiple

crack initiations, excessive crack branching, and tenden-

cies for nonplanar propagation of cracks.

Furthermore, corrosion film characteristics (i.e., passiv-

ation) and local anodic attack (i.e., depassivation) often serve

as controlling factors in SCC crack initiation and growth.

Therefore, localized corrosion can promote SCC, making

exposure geometry and specimen design important factors.

In many cases, mechanical straining or electrochemical in-

ducements such as crevices or controlled potential are utilized

to overcome the problems and uncertainties of SCC initiation

so that the inherent resistance of the material to SCC can be

obtained at reasonable test duration (see Table 77.1) [3].

B2. Hydrogen Embrittlement

Hydrogen is often a byproduct of corrosion and electro-

chemical processes and may also be a major constituent in

various service environments. During electrochemical

reactions in aqueous environments, it is common for a

hydrogen ion (Hþ ) to combine with an electron (e� ) to
form atomic hydrogen on the surface of the material. The

effects of hydrogen on cracking are contrasted to those of

local metallic dissolution in Figure 77.1 [4]. Depending on

the solution and interfacial characteristics, the hydrogen

atoms formed by the corrosion process may recombine to

form molecular hydrogen that can simply bubble off of the

specimen surface without any further complications.

However, under certain circumstances, when hydrogen

recombination poisons (e.g., S, P, As, Sn) are present in

the environment, hydrogen recombination is retarded, pro-

moting the absorption of atomic hydrogen into the material.

Once inside the material, hydrogen can affect the mechan-

ical performance of materials in several ways:

1. The formation of internal hydrogen blisters or blister-

like cracks at internal laminations or at sites of non-

metallic inclusions in low-strength materials. These

internal cracks may propagate by a process called

hydrogen-induced cracking (HIC) or hydrogen blis-

tering. No external stress on test specimens is usually

required to examine this type of cracking behavior. In

some cases, however, these blister cracks may take on

an alignment caused by the presence of residual or

applied tensile stresses, which is referred to as stress-

oriented hydrogen-induced cracking (SOHIC).

2. The process of hydrogen-assisted microvoid coales-

cence can occur during plastic straining. This can

reduce the ductility of normally ductile engineering

materials while not inducing brittle cracking.

3. An extreme case of ductility loss from hydrogen is the

brittle fracture of susceptible materials under applied

or residual tensile stresses. This form of cracking

typically results in either transgranular or intergranular

cracks, depending on the material type and condition,

yield strength, and processing variables and is

normally referred to as HEC.

With respect to HEC, most susceptible materials show

a major effect of stress concentration (i.e., notches) and

level of stress intensity and tend to produce failures in a

relatively short time (i.e., <1000 h). Therefore, tension,

notched, and precracked specimens and fracture methods

are widely utilized in the evaluation for HEC. Once

hydrogen has entered a material, it can produce delayed

failure (i.e., fracture resulting well after application of a

constant load on the specimen). Additionally, slow dy-

namic straining can be used to accelerate crack initiation

and propagation.

An ancillary procedure that can greatly extend the utility

of testing for hydrogen embrittlement is the use of hydrogen

flux monitoring. Methods are provided in ASTM G148 [5]

and F1113 [6] for determining the severity of hydrogen

TABLE 77.1. Applied Potential for SCC in Steel Exposed to

Various Service Environments

Environment Potential Range (mV SCE)

Nitrate � 250 to 1200

Liquid ammonia � 400 to> þ 1500

Carbonate � 650 to � 550

Hydroxide � 1100 to � 850 and þ 350 to þ 500
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charging in materials from exposure to various environ-

ments [7, 8]. Most importantly, data from hydrogen perme-

ation tests can often be correlated to the results of HIC,

SOHIC, and HEC tests and, in some cases, can even be

extended using analytical methodologies [9] to predict the

extent of cracking.

B3. Liquid-Metal Embrittlement

Certain materials exhibit general and/or localized corrosion

and embrittlementwhen in contact with certain liquidmetals.

Liquid-metal embrittlement (LME) shows many of the char-

acteristics of both SCC and HEC. For example, LME is often

preceded by an incubation period required for the liquid

metal to penetrate surface oxide or passive layers on the

material, which is analogous to the local, depassivation or

pitting prior to SCC. However, in many cases, LME shows a

very strong effect of stress intensity and a rapid transition

from slow to rapid crack growth (see Fig. 77.2) [10] which

makes it similar to HEC. Therefore, it is common in LME

tests to utilize surface-active agents or dynamic strain to

promote surface attack and thereby reduce the incubation

time required to initiate cracking, thus allowing the test to

focus on the cracking resistance of the substrate material.

Second, tension, precracked, or notched specimens and

fracture mechanics methods are also utilized extensively in

LME testing so that the cracking response of the material can

be more precisely investigated.

C. CONSTANT-LOAD/DEFLECTION

TECHNIQUES

C1. Tension Tests

Oneof themost commonand straightforwardmethods utilized

inEAC tests is the use of an applied load that acts as the driving

force for EAC. Typically, a tension specimen is employed and

specimens are loaded to various levels of applied stress as

defined by ISO 7539-Part 4 [1], ASTMG-49 [11], and NACE

TMOl77[12].A typical tensionspecimenandexposurecellare

FIGURE 77.1. Schematic comparison of (a) anodic SCC and (b) hydrogen embrittlement cracking

(HEC) mechanisms [3].
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shown in Figure 77.3 [12]. A distinction is usually made

between the procedure of running these tests with regard to

themethods employed for applying the load.The constant load

is usually applied using a dead-weight fixture. In its simplest

form, a hanging weight is suspended from the specimen. This

usually works well if the loads required are relatively low.

Alternately, for higher loads, a simple lever can be utilized to

magnifytheappliedload,similar tothetypeofapparatususedto

perform creep or stress rupture tests.

The stress (S) on a smooth, uniaxial tensile specimen is

calculated with the following formula: S¼P/A, where

P¼ load on the specimen and A¼ specimen cross-sec-

tional area. For the case of dead-weight loading, a con-

stant load is produced on the specimen. However, once

cracking initiates in the specimen, the cross-sectional area

is reduced so the applied stress actually increases as the

crack increases in length. Therefore, in this type of test

performed on a susceptible material, the specimen often

fails soon after initiation of cracking and little information

on crack propagation is obtained. The effects of corrosion

and stress can be focused at a single location by the use of

a single notch in the specimen gauge section. In many

cases, multiple specimens and stress levels are utilized to

determine a threshold stress curve, as shown in

Figure 77.4 [12].

An alternative to the constant-load tensile test is the

constant-deflection tensile test. In this case, a spring,

proof ring, or other compliant device replaces the dead-

weight loading mechanisms. This type of loading config-

uration is usually much simpler and easier to set up. It

also allows for more specimens to be tested in a limited

area, such as a laboratory exhaust hood, if necessary. In

the case of a constant-deflection test, the load will de-

crease as the crack propagates through the specimen

according to the compliance of the test fixture. If insuf-

ficient compliance is available in the loading fixture, the

crack will stop prior to specimen fracture. Therefore, for

deflection-controlled tests, it is important to obtain infor-

mation regarding the load/deflection relationship for the

particular geometry of fixture used and, where possible,

select test fixtures having a reproducible and reasonably

high level of compliance. Normally, the important aspects

of testing are as follows:

1. Check deflections before, during, and after tests.

2. Examine the specimens closely for subcritical crack

growth.

3. Calibrate the fixture periodically for load versus

deflection.

4. If only limited compliance is available, break speci-

mens in air after testing to locate any subcritical cracks

and determine the reduction in load-carrying capacity

they cause on the test specimen.

FIGURE 77.2. Crack growth versus applied stress intensity for

LME of aluminum in Hg.

FIGURE 77.3. Typical smooth tension specimen in test cell.
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This latter approach is usually referred to as the breaking

load test, whereby after completion of the intended exposure

period the nonfailed specimens are pulled to failure and the

load at failure recorded and the fracture surface examined for

evidence of EAC (see ASTM G139) [13]. Another concern

for constant-deflection specimens occurs at high levels of

applied stress relative to the yield strength of the material

(i.e., above the elastic limit). In these cases, time-dependent

deformation can result in creep and a reduction in the applied

load with time. Therefore, step 1 above is critical when

constant-deflection tests are conducted.

C2. Other Constant-Deflection Specimens

There are a variety of specimens that can be utilized for

constant-deflection tests. These include:

1. Bent-beam specimens (two-, three-, and four-point

loading) per ISO 7539 Part 2 [1], ASTM G38 (see

Fig. 77.5) [14], and NACE TM0177 Method B [12]

2. C-ring specimens per ISO 7539 Part 5 [1], ASTMG38

(see Fig. 77.6) [15], and NACE TM 0177 Method

C [12]

3. U-bend specimens per ISO7539Part 3 andASTMG30

(see Fig. 77.7) [16].

Each type of specimen has a compliance dictated by the

specimen geometry and dimensions and the modulus of

elasticity of the material being tested. For purely elastic

deflections, simple stressing equations can be utilized to

relate applied tensile stress to specimen deflection (see the

above-mentioned test methods for guidance). Another FIGURE 77.5. Standard bent-beam specimens.

FIGURE 77.4. Typical applied stress versus time to failure for curve.
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limitation inherent to deflection-controlled specimens is the

nonlinearity in the stress–strain relationship once the elastic

limit is surpassed. For determination of deflections on speci-

mens stressed to high percentages of the engineering yield

strength (i.e., beyond the elastic limit), it is common to utilize

a strain-gauged calibration specimen having the same

geometry, dimensions, and modulus as being used in the

test. This specimen can be used to measure the exact stress/

deflection relationship for the combination of material and

specimen geometry being used. Alternately, for tests involv-

ing high precision, each specimen can be strain gauged prior

to loading and the strain gauge can be removed before

exposure of the specimen to the test environment.

Once the stress/deflection relationship for the specimens

to be used is determined, it is typical to stress several

specimens at various levels of stress. This allows for assess-

ment of the susceptibility to cracking as a function of applied

stress (Fig. 77.4). This can be performed either bymonitoring

time to failure as a function of applied stress or by evaluation

of the failure/no-failure performance at a fixed test duration

and level of applied stress. The latter technique is particularly

useful in quality assurance or lot release testing where the

combination of service experience and laboratory testing has

provided information regarding the level of laboratory per-

formance required to determine acceptable service perfor-

mance. In some cases, constant-deflection specimens, such

as bent beams and C rings, are not as severe as dead

weight–loaded specimens. This is usually due either to

variations in susceptibility with orientation or to limited

compliance reducing the driving force for crack propagation.

Additionally, it is often observed that bent-beam or C-ring

specimens are not as severe as uniaxial tension specimens

(Fig. 77.8) [17]. This effect is usually explained in terms of

the changes in stress state produced in these specimens as a

result of the crack propagation.

U-bend specimens are constant-deflection specimens but

are normally not stressed to various levels of deflections or

load. They are severely plastically deformed by bending a

strip of material around a mandrel to form the U shape.

Usually, multiple specimens are utilized and failure/no-fail-

ure is monitored after various durations of exposure. The

plastic deformation in most cases provides a mechanical

inducement to the initiation of SCC. Therefore, it can

accelerate SCC in some systems that normally require an

unacceptably long time of crack initiation on other types of

specimens.

FIGURE 77.7. Standard U-bend specimens.

FIGURE 77.6. Standard C-ring specimens.
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D. DYNAMIC TESTS

Slow-strain-rate (SSR) tests, also known as constant-exten-

sion-rate tests (CERTs), are a modification of the constant-

load tension test as shown schematically in Figure 77.3. In

this case, the constant load on the test specimen has been

replaced by a slow extension of the specimen that produces a

ramping load (increasing stress) on the specimen until failure

occurs (see Fig. 77.9). More detailed descriptions of these

test procedures are given in ASTM G129 [18], NACE

TM0198 [19], and ISO 7539-7 [I]. The benefit of SSR testing

is that it produces a result in a reasonably short time, usually

within 1–2 days. Even at the slowest rates, the test is usually

complete in no more than a week. The dynamic straining

reduces incubation time to the onset of cracking in suscep-

tible materials and sustains the cracking process. Therefore,

in applications where the available testing time is limited and

rapid screening is an utmost consideration, SSR techniques

can provide significant benefits.

The plastic strain used in the SSR procedure causes an

accelerated disruption of surface films, thereby overcoming

the initial period of incubation that can result in unacceptably

long test durations prior to the onset of cracking

(Fig. 77.10) [20]. It also provides dynamic straining at the

crack tip after initiation that helps to sustain the further

growth of the crack. However, in some cases, amajor concern

of the SSR technique is that the plastic strain can add

complications to the interpretation of the test results because

most materials are not prone to this degree of straining in

actual service. Furthermore, some material may actually

show vastly increased cracking susceptibility as a result of

the plastic straining compared to tests conducted at constant

load or strain.

Another benefit of the SSR technique is that it allows

the evaluation of the effects of metallurgical variables,

such as alloy composition, heat treatment, and processing

and/or environmental parameters (e.g., aeration, concen-

tration, and inhibition) in a relatively short period of time

resulting from the short exposure period usually required

versus conventional constant-load or constant-stress speci-

mens. Extension rates utilized for SSR testing are typically

�1–4� 10� 6 in./s (2.5� 10� 5–1� 10� 4 mm/s). At this

extension rate, the testing speed is �0.25–1% strain per

hour on a 1-in.- (2.5-mm-) long gauge section and failure of

most engineering materials will occur within a few days. In

some cases, slower strain rates are required to produce the

necessary degree of sensitivity with the SSR technique (see

Fig. 77.11). However, in other cases, slower stain rates

reduce the measured cracking susceptibility [19]. There-

fore, tests at multiple strain rates are usually desired.

In some cases, longer exposure periods prior to testing

may be necessary if longer term formation of corrosion films

is a critical step in the cracking process. The in-service

corrosion potential of metallic components may also change

with time and eventuallymove into a range of potentialwhere

the material is susceptible to cracking. Therefore, it may also

be necessary to evaluate the electrochemical potential to

define a specific range where susceptibility to cracking can

occur; for example, film formation of water scales on

austenitic stainless steels can exacerbate SCC in chloride-

containing waters as found in some heat exchange applica-

tions [21]. Additionally, Figure 77.12 shows the influence of

electrochemical potential on cracking of steels in caustic

environments, which is a major factor in SCC of chemical

process equipment [22].

The SSR evaluation for susceptibility to EAC is normally

obtained through comparison of the results of tests conducted

in a corrosive environment versus corresponding data ob-

tained in an inert environment (see Fig. 77.13). An inert

environment is one that has been shown not to promote EAC

or significant corrosion in the material being tested. In

most cases, these baseline tests are conducted in air. Direct

examination of the specimen gauge section for EAC and

documentation of fracture mode is also important to a full

interpretation of the SSR test results. The SSR test results that

are used include time to failure, plastic elongation to failure,

reduction in area, ultimate tensile strength, and fracture

energy as measured by the area under the stress–strain curve.

FIGURE77.8. Comparison of SCC data for Al alloy in tension and

bent beam.

FIGURE 77.9. Schematic representation of constant-extension-

rate test (load vs. time).
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For notched tensile SSR tests, the notched tensile strength is

usually involved in the evaluation. These data are usually

presented in terms of their ratios versus the corresponding

value from a test conducted in the inert environment. Ratios

in the range 0.8–1.0 normally denote high resistance to EAC,

whereas low values (i.e., < 0.5) show high susceptibility. In

some cases, hydrogen can cause loss in ductility without

indication of brittle cracking in the specimen. The slight loss

of ductility is usually a less important situation than where

extreme loss of ductility (i.e., embrittlement) has been

observed, particularly if the material still exhibits a high-

tensile-strength ratio.

In order to overcome the problems associated with

cumulative plastic strain in conventional SSR tests, a novel

alternative testing methodology is the use of a cyclic slow-

strain-rate (CSSR) testing procedure. In this case, the exten-

sion rates are still in the range cited previously for the SSR

technique. However, for CSSR testing, the specimen is

loaded to a relatively high percentage of its yield strength

in tension and the stress is then varied above and below this

value.Whereas the magnitude of the cyclic component of the

stress can vary, in many cases a range of at least �10% of

the mean stress is used (see Fig. 77.14). The frequency of the

cyclic loading will vary with both the load limits and the

strain rate. The benefit of this technique is that the amount of

cumulative plastic strain received by the specimen is low

relative to that in the conventional SSR technique (see

Fig. 77.15) [23]. It also retains the dynamic straining of the

specimen that provides the mechanical acceleration of crack

initiation through its influence on disruption of protective

surface films. The number of cycles used in the evaluation are

typically on the order of 100–200 and a test can take from a

few days to two weeks depending on the actual number of

cycles used. This type of test is better than the conventional

SSR technique for material/environment combinations

where excessive straining produces a large increase in sus-

ceptibility to cracking. Examples of this type of behavior are

the case of ferritic and martensitic steels in hydrogenating

environments and for duplex stainless steels, in general,

which by virtue of their mixed ferritic/austenitic microstruc-

ture receive a concentration of strain in the ferrite due to its

lower work-hardening coefficient than that of austenite.

E. FRACTURE MECHANICS TESTS

Fracture mechanics testing techniques are typically utilized

for evaluation of the effects of metallurgical or environmen-

tal variables on EAC where the specimen contains a sharp

crack. Figure 77.16 [24] shows many of the possible fracture

mechanics test configurations. One of the most common and

relatively simple techniques for incorporation of fracture

FIGURE 77.10. Disruption of surface films at crack tip by plastic deformation.

FIGURE77.11. Schematic representation of the influence of strain

rate on SCC and HEC.
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mechanics techniques for the evaluation of EAC is through

the use of constant-load or constant-deflection specimens

in combination with a precracked specimen. In the case of

constant-load specimens, a load is applied to a fracture

mechanics specimen using a dead-weight load, by a hydrau-

lic cylinder, or through a pulley or lever system to magnify

the dead-weight load. These methods are generally analo-

gous to those used for constant-load tensile specimens dis-

cussed previously. The most common types of specimens

utilized for evaluation of EAC are the compact tension (CT),

precracked double beam (PDB—also referred to as double-

cantilever beam, or DCB), or single-edge notched bend

(SENB) specimens (see Figs. 77.17–77.19). Normally, they

are fatigue precracked or, in some cases, slotted using

controlled electrodischarge machining (EDM) procedures

prior to exposure to the environment to produce a cracklike

defect that can successfully initiate EAC at high levels of

stress intensity. The fatigue precracking must be performed

at a low enough stress intensity to minimize the plastic

zone ahead of the crack. This is usually accomplished

through load-shedding techniques whereby an initially high

peak load is used to initiate the fatigue precrack and the cyclic

load is then decreased as the precrack approaches its desired

length. In the testing of precracked specimens, it has been

FIGURE 77.13. Comparison of inert environment CERT test (solid line) to those in corrosive

environments (dotted line).

FIGURE 77.12. Influence of electrochemical potential on SCC of steel in caustic (NaOH) solution.

Note strain rate effect.
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 found that excessive initial stress intensity of precracked

specimens can produce a large plastic zone that can act as a

barrier to EAC initiation. In these cases, the effect will be to

produce nonconservative data.

The stress intensity at the tip of the crack can be calculated

using standard equations as given in ASTME399 [25] for CT

and SENB specimens and in ASTM GXXX [26] or NACE

TM0177-MethodD [12] for thePDBspecimen.As shown for

the PDB specimen, side grooves can be utilized to assist in

keeping the crack growing in a planar fashion under plane

strainconditions. Insomecases, thecrackwill tendtogrowout

of plane resulting in an invalid test. The important conse-

quence of using sidegrooves is that the equations for theCTor

PDBspecimensmust contain a correction factor that accounts

for the geometry and dimension of the side grooves.

Dead-weight-loaded specimens are often used to measure

time to crack initiation by using multiple specimens having

various levels of applied stress intensity or by taking a single

specimen starting with a low stress intensity and periodically

increasing the applied stress intensity in incremental steps

until cracking occurs (see Fig. 77.20) [27]. Alternatively, it is

possible to evaluate crack growth rate versus stress intensity

K following crack initiation by varying the applied stress

intensity while monitoring the rate of crack growth. Crack

growth is normally determined by measurement of crack

opening displacement and applied load, which can be related

to crack length for a particular specimen geometry using an

unloading compliance technique. This technique is defined in

ASTM E813 [28]. In the latter case, however, provisions

must be made to monitor crack opening displacement at a

rapid rate because the crack growth rate will tend to increase

with increasing K as the crack proceeds through the speci-

men. This is usually accomplished by integrating load cell

and displacement gauge signals through a high-speed data

logger or computer-based data acquisition system. The latter

system also has the potential for combining data acquisition

and postprocessing of the data so that data display can be

accomplished on a real-time basis.

Alternately, if access to the specimen is difficult, a

potential drop technique can be used as shown schematically

in Figure 77.21 [29]. In this procedure, changes in the current

flow are monitored as the crack grows, thereby changing the

resistance of the specimen.

One of the problems that can occur in conducting these

sophisticated crack growth tests in some corrosive environ-

ments is the inability to incorporate electronic equipment in

environments that can be corrosive to materials used in

electronic equipment. This often precludes the use of stan-

dard clip gauges and displacement monitoring devices to

directly monitor load line displacements in the corrosive

environment, particularly those involving elevated tempera-

tures and pressures. One approach used effectively in this

situation is to use relatively simple mechanical devices

made from corrosion-resistant material (but electrically

isolated from the specimen) that can be used to monitor

displacements directly on the test specimens. These me-

chanical devices then produce a relative displacement out-

side of the test chamber where the measurement can be

made using conventional electronic devices. The main areas

for concern when using these techniques are that electrical

isolation be maintained between the test specimens and any

dissimilar metals. This can be accomplished using nonme-

tallic components or coatings (e.g., plastics or ceramics).

When used in a load-bearing manner, these materials must

remain rigid and not result in excessive compliance or time-

dependent deformation. Finally, the seals through which

these devices must react must be able to handle the pressure

and temperature constraints of the system while providing

minimal frictional loading.

FIGURE77.14. Schematic representation of cyclic slow strain rate

test (load vs. time).

FIGURE 77.15. Stress versus strain for a typical cyclic slow strain

rate test.
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 In some materials, another problem that can be encoun-

tered associated with conducting tests on precracked speci-

mens is that of corrosion product wedging. Where exces-

sive insoluble corrosion products can buildup on crack

surfaces, additional mechanical loading (over that provided

intentionally) can result. In the case of precracked speci-

mens, the corrosion product buildup forces the arms of the

specimen apart, thereby increasing the applied stress in-

tensity on the crack trip. Figure 77.22 [30] shows some

typical cases with and without corrosion product wedging.

It is usually manifested in cases where the crack growth rate

does not decrease with the applied stress intensity or where

apparent threshold stress intensity has been reached but

then an increase in crack growth activity occurs. This is a

problem seen in aluminum alloys in some environments

where a voluminous alumina (Al2O3) corrosion product is

generated.

An attractive alternative to dead-weigh-loaded specimens

is constant-deflection specimens. In this situation, either CT

or PDB specimens are loaded to an initial level of crack tip

stress intensity by deflection of the arms of the specimen.

This deflection is obtained either by inserting the wedge into

the specimen or by tightening a bolt arrangement that deflects

the arms of the specimen. The initial stress intensity must be

above the threshold stress for EAC, which allows cracking to

initiate. Once cracking initiates, it proceeds while the stress

intensity decreases as the crack propagates through the

specimen. Thus, this type of test is commonly referred

to as a decreasing K test and is extensively utilized for

evaluation of EAC in its various forms. Once the stress

FIGURE 77.16. Fracture mechanics test configurations.
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FIGURE 77.18. Precracked double-beam specimen. Also referred to as a DCB specimen.

FIGURE 77.17. 1-T Compact tension specimen. Also referred to as single-edge notch tension (SENT) specimen.

FIGURE 77.19. SENB specimen.
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intensity at the crack tip reaches a value insufficient to sustain

crack growth, crack growth will stop. Therefore, the final

conditions of load and crack length can be used to define the

threshold stress intensity using the appropriate equations for

either the CT or DCB specimen.

Sometimes the period required to run a decreasing K test

is very long. An alternative is to use a rising load test

whereby the fracture mechanics specimens are subjected

to an increasing load in a similar manner as used in

conventional CERT testing. In this case, the crack open

displacement and load are monitored simultaneously and

the results are analyzed as in conventional fracture mechan-

ics tests. One of the difficulties in the interpretation of

rising-load tests is that the threshold stress intensity ob-

tained by this method often differs from that determined by

decreasing K tests (see Fig. 77.20). The dynamic strain rate

in the rising-load test can complicate the interpretation of

the test results, particularly if HEC or other operable

cracking mechanisms are strongly dependent on strain rate,

diffusion rate of particular corrosive species or film forma-

tion, or repassivation rates. In these cases, a loading rate is
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FIGURE 77.21. Schematic representation of a potential drop set up for measurement

of crack growth in a fracture mechanics specimen.

FIGURE 77.20. Comparison of test data for HEC from sustain-

loaded precracked specimens and rising-step-loaded (RSL)

specimens.
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usually selected that results in crack growth rates and

fracture morphologies that correlate with those obtained

from applicable service experience, field testing, or labo-

ratory tests conducted under simulated service conditions.

F. DEFINITION OF LABORATORY TEST

ENVIRONMENTS FOR EAC EVALUATION

Laboratory testing for the characterization of EAC presents

an ongoing challenge [31]. Defining the exact nature of the

laboratory test environment that correctly simulates in-ser-

vice process conditions presently utilizes sophisticated the-

oretical (ionic/phase behavior) models. These models trans-

late in-service conditions to laboratory test conditions so that

relevant EAC evaluations can be performed. This approach

has been utilized for laboratory EAC evaluation which has

progressed over the past two decades from the use of

relatively simple standardized environments to emphasizing

simulated service or process conditions, often at high tem-

perature and pressure.

Traditional experimental setups have relied on rules of

thumb, simple relationships (inert gas law), and past expe-

rience to achieve certain target conditions in the laboratory

that may or may not accurately represent the field condi-

tions. However, a state-of-the-art methodology has been

advanced that includes the use ionic modeling of service

conditions to provide an accurate path to attain the target test

conditions in the laboratory. Even more importantly, these

models provide the correct amounts of species required at

loading conditions (often at room temperature) which will

result in the target test conditions at elevated temperature

and pressure.

The basic difference between the traditional laboratory

approaches and modern test methodologies is the use of an

ionic modeling tool. Such modeling tools also provide a

basis to accurately characterize service conditions in

terms of in situ conditions of pH and gas solubility as

opposed to normally available ambient or “open-cup” pH

and dissolved gas measurements. Another important ap-

plication of ionic modeling tools lies in the characteriza-

tion of operating conditions where conditions known for

EAC in laboratory tests can be documented and translated

into field or plant operating conditions for more accurate

prediction of EAC susceptibility for use in fitness-for-

service studies.

An example of the utility of ionic modeling versus tradi-

tional laboratory approaches for EAC testing is found in a

situation where the laboratory evaluation of candidate alloys

was required in a simulated service environment for a

petroleum production application. The goal of the testing

was to investigate EAC susceptibility at a typical oil well

condition which was defined as 0.5 psia H2S, 100,000mg/kg

Cl� , and an in situ pH of 4.5. The evaluation of EAC

susceptibility included testing for an HEC phenomenon

known as sulfide stress cracking at 23�C and also the

susceptibility to anodic SCC at an elevated temperature of

204�C. Ionic modeling enabled the calculation of the par-

ticular H2S and CO2 gas additions and the necessary amount

of buffer ions (HCO3
� ) to achieve the target pH and H2S

partial pressure and in situ pH at temperature without relying

on acid or base additions to the solution to adjust the solution

pH. This ensured an accurate representation of the service

condition by applying only species that are actually present in

the field environment.

For the case presented above, a comparison of the results

using traditional approaches and ionicmodel is shown below:

. Traditional approach

1. Load H2S (excess liquid) based on calculations from

real or ideal gas law.

2. Heat solution and H2S to 204�C.
3. Predict H2O and H2S partial pressure contributions

from steam tables.

4. Bleed off excess pressure.

5. Final pH, taken as an “open-cup” measurement.
. Ionic modeling approach

1. LoadH2S (calculated amount of liquidH2S added by

gram weight).

2. Heat solution and H2S to 204�C.
3. Predict H2O and H2S partial pressure contributions

from ionic model.

4. Bleed off excess pressure (if necessary).

5. Use model to calculate the in situ pH and obtain

dissolved H2S content in solution as well as final pH

adjusted for corrosion rate of the material and

consumption of reactive species during the test

duration.

FIGURE 77.22. Influence of corrosion product wedging on results

from precracked test specimen. Curves with an asterisk show

increase in SEE growth resulting from corrosion product wedging.
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A second example identifies the errors of traditional

laboratory approaches for EAC evaluation when simulating

extremely sour, heavy brine conditions. A study focused on

the EAC testing of alloys in an environment consisting of

500 psia H2S, 500 psia CO2, and 151,700mg/L Cl� in

aqueous solution at a temperature of 204�C. Traditional
laboratory approaches rely on steam tables to calculate the

contribution of H2O to the total pressure. This calculated

value can be significantly inaccurate due to the contribution

of high chloride content on depression of the vapor pressure

of H2O and the interaction of multiple soluble gases in the

system. Using traditional methods leads to conditions in the

laboratory that are actually very different from the target

conditions (i.e., much more H2S was dissolved in the test

solution than needed to accurately simulate the service

conditions in question). As shown in Table 77.2, the ionic

modeling calculated the contributions of each gas species to

the overall pressure at the test temperature while also ac-

counting for the solubility of each gaseous component in the

heavy brine solution, thus facilitating a much more accurate

environmental simulation.

It should be noted that ionic models and associated

software are available from a number of commercial and

academic sources. These are computer-based computational

models that are based on documented thermodynamic

relationships for various chemical species. The user should

be aware that the models have varying content in terms of the

ionic species that they contain with some containing infor-

mation on over 2500 chemical species. Just as importantly,

different models may vary in terms of the ranges of condi-

tions where they can be successfully applied depending on

the source of their thermodynamic data and relationships.

G. SUMMARY

It can be said that there is no single perfect testing technique

for the evaluation of EAC. Therefore, evaluation of materials

typically involves the use of the specimen and testing tech-

nique that takes into account as many relevant aspects as

possible for the particular material, environment, and crack-

ing mechanism under consideration. In some cases, this may

mean the use of:

1. More than one type of test specimen

2. Various alternative configurations of the same specimen

3. Alternative test techniques with the same specimen

(e.g., crevices or applied potential, constant load, and

slow strain rate)

Most of all, it is important to provide linkage between

the results of laboratory evaluations and real-world service

applications. This is often developed through studies

involving:

1. Integrated laboratory and field or in-plant tests

2. Correlation of laboratory data with service experience

3. Reviews of published literature on the service perfor-

mance of similar materials

The evaluation of EAC susceptibility using laboratory

testing methods provides data that can help the investigator

better define cracking mechanisms as well as the possible

service performance of materials of construction. Conse-

quently, this information can provide a better technical basis

TABLE 77.2. Results of Ionic Modeling of EAC Test Environment

Species Total (g) Aqueous (g) Vapor (mol) ppm Mol% Pressure (psia)

Water 3000 2987.38 0.700586

Carbon dioxide 69.0483 10.9882 1.31925 39.51 500.0

Hydrogen sulfide 51.2501 6.2837 1.31936 39.51 500.0

Hydrogen chloride 2.03E–04 3.25E–05 4.67E–06

Sodium bicarbonate 3.17E–04 3.17E–04 0.00Eþ 00

Bicarbonate ion (�1) 2.18E–03 2.18E–03 0

Carbonate ion (�2) 8.41E–08 8.41E–08 0

Chloride ion (�1) 6.08Eþ 02 6.08Eþ 02 0 151,728

Hydrogen ion (þ1) 1.51E–03 1.51E–03 0

Hydrogen sulfide ion (�1) 4.84E–02 4.84E–02 0

Hydrogen ion (�1) 1.52E–06 1.52E–06 0

Sodium carbonate ion (�1) 1.15E–08 1.15E–08 0

Sodium ion (þ1) 3.94E–02 3.94E–02 0

Sulfide ion (�2) 2.97E–09 2.97E–09 0

Total (by phase) 4.12Eþ 03 4.01Eþ 03 3.3392 1265.65

Note: The following calculations were made with the ionic model: (a) The gram weight of H2S and CO2 to be added in liquid form at the start of the test, (b) the

contribution of each species to the total system pressure, (c) partitioning between aqueous solution and vapor phase, and (d) the amount of each of the dissolved

species in the heavy brine test solution at the test temperature.
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for using materials in engineering structures and operating

equipment resulting in an increased confidence level when

materials selection decisions need to be made. This, in turn,

also leads to optimization of the materials of construction by

reducing the allowance for unpredictable service behavior

resulting in a lower material cost, less downtime, and a

reduction in the number of costly failures and associated

loss production.
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A. INTRODUCTION

Much of the equipment in petroleum operations is exposed to

aqueous environments containing H2S and is fabricated from

carbon steel that is susceptible to cracking in wet H2S.

Standards onmaterial requirements for resistance to cracking

in wet H2S and test methods to assess the resistance of

materials to H2S cracking were developed by NACE

International.

The development of testing methods for sulfide stress

cracking (SSC), hydrogen-induced cracking (HIC), and

stress-oriented hydrogen-inducedcracking (SOHIC)was driv-

en by industry requirements to evaluate and qualify materials

for sour service. The NACE Standard TM0177 [1],

“Laboratory Testing of Metals for Resistance to Specific

Forms of Environmental Cracking in H2S Environment,” was

developed to assess SSC resistance, and another NACE stan-

dard, TM0284 [2], was developed to evaluate pipeline and

pressure vessel steels for resistance to HIC. The methodology

specified in NACE standard TM0284 has been successfully

used to evaluate the effects of chemical composition, structure,

materials processing, and orientation on the HIC resistance.

The double-beam specimen configuration described in

American Society for Testing and Materials (ASTM) G-39

[3] has been used to study weldments and parent steels under

applied tensile stress in order to study SOHIC.

B. TEST PROCEDURES

The test methods that have been developed are used for

developing improved alloys for sour service and for selecting

materials for application in specific sour environments. Vari-

ables that influence cracking behavior include alloy compo-

sition andmicrostructure, hardness, total stress (applied stress

plus residual stress) and environmental parameters, such as

pH and corrosivity. For example, Figure 78.1 shows the effect

of hardness [4] of two materials, American Iron and steel

Institute (AISI) 4130 low-alloy steel and 12% Cr stainless

steel, on the threshold stress, or critical stress, above which

SSC occurs. The conditions of a laboratory test technique, the

“BP Test,” for studying HIC in a wet H2S environment,

originally developed by Cotton and subsequently included

as part of NACE standard TM0284, are listed in Table 78.1.

The specimen location and orientation for seamless and

welded pipe are illustrated in Figure 78.2. As shown, the

coupons of both parent and weld metal are 20� 100mm�
wall thickness. Three unstressed specimens of each material

are immersed in the H2S-saturated solution. After the

test, three sections of each coupon, oriented as shown in

Figure 78.3, are polished and examined for HIC using the

optical microscope at a magnification of 100�. As indicated

in Figure 78.4, HIC is assessed quantitatively by determining

the following three ratios:

1. Crack length ratio (CLR), representing the amount of

cracking in the rolling plane
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2. Crack/thickness ratio (CTR), representing the amount

of cracking in the through-thickness direction of the

steel wall

3. Crack/sensitivity ratio (CSR), representing a combi-

nation of CLR and CTR

The CLR is defined as the ratio of the sum of the individual

crack lengths, ai, to the width of the section observed,

whereas CTR is the ratio of the sum of the individual crack

thicknesses, bi, to the thickness of the specimen.

TheCLR, CTR, andCSR can be calculated as percentages

as follows:

Crack=thickness ratio: CTR ¼
X
i

�
bi

t

�
� 100%

Crack=length ratio: CLR ¼
X
i

�
ai

W

�
� 100%

Crack=sensitivity ratio: CSR ¼
X
i

�
aibi

tW

�
� 100%

where t is specimen thickness, W is specimen width, a is

crack length, and b is crack thickness. As an alternative to

metallographic examination, an ultrasonic C scan can be

used along with a quantitative image analysis system to

quantify HIC [5, 6].

The wet-fluorescent magnetic-particle inspection

(WFMPI) technique can be used to detect cracks in welds

and adjacent heat-affected-zones (HAZs) on the inside sur-

faces of pipes or vessels. This techniquewas found to bemore

sensitive in locating HIC cracks than other inspection tech-

niques, such as radiography or dry magnetic-particle

examination.

B1. Sulfide Stress Cracking

The standard test conditions for the NACE TMOl77 [1] test

are listed in Table 78.2. This test is frequently carried out by

immersing specimens in an aqueous solution containing 5%

sodium chloride (NaCl), 0.5% acetic acid (CH3COOH),

saturated with H2S gas at ambient temperature and pressure.

Round tensile specimens are commonly used, but, as de-

scribed in Chapter 77, other types of specimens are also used.

Specimens are loaded to various stress levels using calibrated

proof rings or dead-weight testers. Time to failure is mon-

itored for the 720-h test duration; “no failure” is recorded if

failure does not occur within this period.

After characterizing the tensile properties of a material,

SSC testing is carried out under constant load at various load

levels, and the times to failure are plotted in terms of applied

stress versus time to failure (see Fig. 77.4 in Chapter 77). In

general, an SSC threshold stress can be determined and is

used as a measure of cracking susceptibility. Susceptibility is

FIGURE 78.1. Comparison of SSC threshold data (sth) for low-alloy (AISI 4130) and AISI

410 steels [4]. (Copyright by NACE International; reprinted with permission.)

TABLE 78.1. Standard Test Conditions for NACE TM0284a

Test period 96 h (4 days)

Temperature 25� 3�C
H2S concentration Saturated (>2300 ppm)

H2S flow rate

pH

100mL/min-L of solution

5.1–5.4

Test solution Synthetic seawater (ASTM D1141-52

stock solution No. 1 or 2)

Loading stress Not stressed

aSee [2].
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strongly influenced by steel strength and hardness, as shown

in Figure 78.5. A sharp increase in cracking susceptibility

with increased hardness is often observed. Heat treating

steels to hardness levels below that at which increased

cracking susceptibility occurs has been effective in mini-

mizing field failures in sour service.

B2. Determination of Dissolved Hydrogen

Concentration Causing HIC of Linepipe Steels

After the HIC immersion test, some investigators immerse

test coupons in glycerin or mercury-filled collectors held at

45�C. The “diffusible hydrogen at 45�C” which is evolved is
collected and usually reported as milliliters of H2 (NTP)/

100 g of steel. A number of researchers have used measure-

ment of diffusible hydrogen as a means of assessing HIC

susceptibility [7–10] and have correlated diffusible hydrogen

measurements with CLR and CTR [11]. The amount of

hydrogen absorbed by a test coupon at pHth, the pH just low

enough to cause HIC, is the value of Cth. Ikeda et al. [10] and

Hoey et al. [8] have shown that there is a critical concen-

tration of dissolved hydrogen in a steel, termedCth, that must

be attained in order for HIC to occur.

C. HYDROGEN DIFFUSIVITY

MEASUREMENTS

A well-established approach to measuring hydrogen diffu-

sion in steels involves the use of a dual electrochemical cell

with the steel specimen between the charging and oxidation

cells, as shown schematically in Figure 78.6. Hydrogen

atoms are generated on the side of the specimen exposed to

the environment of interest in the charging cell, diffuse

through the steel, and are oxidized electrochemically on the

opposite side of the specimen. This side is exposed to a

FIGURE 78.2. HIC samples from pipe material.
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sodium hydroxide solution and is maintained at a constant

potential sufficiently anodic to oxidize the hydrogen atoms

that diffuse through the steel [12]. The current in the poten-

tiostatic circuit on the oxidizing side is a directmeasure of the

instantaneous rate of hydrogen permeation and, by contin-

uous recording of that current, the effective diffusion coef-

ficient of atomic hydrogen can be determined as well as the

extent of hydrogen trapping in the steel.

The HIC develops when hydrogen concentration, C0.

in the steel matrix exceeds the threshold hydrogen

FIGURE 78.3. Geometry of specimens cut from plate and from

pipe.

FIGURE 78.4. The HIC susceptibility parameters: cross section perpendicular to rolling direction.

TABLE 78.2. Standard Test Conditions for NACE TM0177

Solutiona

Test period 720 h (30 days)

Temperature 25� 3�C
H2S concentration Saturated (>2300 ppm)

pH Start pH 2.7, end pH 4.5

Test solution 5% NaCI þ 0.5% acetic acid

(CH3COOH) saturated with H2S

Loading stress Up to the yield strength

aSee [1].

FIGURE 78.5. Sour gas cracking threshold stress variation with

hardness for steel. Maximum hardness can be selected as that just

prior to the increase in cracking susceptibility.
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concentration, Cth [13]. The C0 depends on alloy composi-

tion, H2S partial pressure, and pH. The Cth depends on

inclusions and segregation in the matrix [10].

The distribution of hydrogen atoms is derived from

the solution of Fick’s second law. In an operating pipeline,

hydrogen atoms entering the steel at the internal surface

diffuse through the wall and exit at the external

surface, where they form hydrogen gas molecules. The

driving force for this flux of diffusing hydrogen atoms is

the concentration gradient between the internal surface [10,

14, 15], where CH ¼ CH
0 , and the external surface, where

CH¼ 0, as shown schematically in Figure 78.7. The concen-

tration of hydrogen atoms in an operating pipeline is assumed

to decrease linearly with distance through the pipe wall. At

midwall, CH ¼ 0:5CH
0 .

A schematic graph of permeation flux versus time is

shown in Figure 78.8. In order to calculate the hydrogen

concentration (CH
0 ) on the inside wall of the pipe, the

hydrogen diffusion coefficient, D, must first be calculated,

either using the half-rise time (t1/2) formula or using the

breakthrough time (tb) formula given by Devanathan and

Stachurski [12].

FIGURE 78.6. Schematic of the experimental apparatus for studying hydrogen permeation.

FIGURE 78.7. Hydrogen atom concentration gradient in steel wall.
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The diffusion coefficient D using the half-rise time (t1/2)

formula is calculated as follows:

Dðcm2=sÞ ¼ L2

7:2t1=2
ð78:1Þ

where L ¼ thickness(cm) of steel where permeation probe

was attached

t1/2¼ time (s) needed to obtain one-half of the steady-

state current, J1 (see Fig. 78.8)

The diffusion coefficient can also be calculated using the

breakthrough time (tb) expression (see Fig. 78.8):

D ¼ L2

15:3tb
ð78:2Þ

There are other approaches to calculating values of D [16,

17], but Eq. (78.1) is often used, and Eq. (78.2) usually results

in similar values.

The concentration of hydrogen on the inside steel surface,

CH
0 , is calculated from the maximum permeation current

density using the relationship

Peak CH
0 ðmmol=cm3Þ ¼ ImaxL

DF
ð78:3Þ

where CH
0 ¼ concentration of hydrogen at inside pipe

surface (mmol/cm3)

Imax ¼ peak of current density (mA/cm2)

F ¼ faraday constant (96,487C/mol)

L ¼ thickness of sample (cm)

D ¼ diffusion coefficient of hydrogen in steel

(cm2/s) calculated from Eqs. (78.1) and

(78.2)

From Eq. (78.3), hydrogen concentration CH
0 is

proportional to Imax and inversely proportional to D: thus,

CH
0 decreases as Imax becomes smaller and as D becomes

greater.
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A. INTRODUCTION

Spectacular corrosion failures occur frequently as a result of

exposure of engineering materials to aggressive aqueous

and nonaqueous process fluids. Manymaterials of construc-

tion are not exposed to such conditions but, rather, are used

in the naturally occurring atmosphere and are subject to

degradation processes that limit their ability to function in

the desired manner. While often plain in appearance, cor-

rosion in the atmosphere is recognized as the single most

severe form of corrosion on a tonnage basis. Knowledge of

the expected corrosion performance of a material in the

atmosphere is needed when designing engineered compo-

nents and assemblies. The purpose of this chapter is to

provide information to allow design and materials selection

engineers to decide if atmospheric exposure tests are a

necessary part of their function and, if so, to provide them

with guidelines to conduct a successful test or to interpret

existing test data.

B. PURPOSE OF TESTING

Before committing to the effort and expense of long-term

corrosion testing, it is important to understand and record the

reasons why test data are needed. The specific application,

the material attributes important to that application, and the

desired form of the final data must all be considered. Atmo-

spheric corrosion test data typically are required to determine

or to predict the following types of information:

Material lifetime in a specific atmosphere:

How long will it last before failing to satisfy a key

performance indicator?

Pick the winner of a group of materials in a specific

atmosphere:

Is material A better than material B?

Corrosion rate in a specific atmosphere:

What is the rate of material thickness loss?

Atmospheric corrosivity comparisons:

Is atmosphere A more aggressive than atmosphere B?

Examples of material applications that may require the

collection or interpretation of atmospheric corrosion data

are as follows:

Bridge work

Highway guardrails
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Utility poles

Power lines

Electrical switchgear cabinetry

Automatic teller machine cabinetry

Building siding and roofs

Automobile bodies

Airplane skins

Refrigerator wrappers or back plates

Outboard motor housings

Oil derricks

Mail boxes

Chain link fences

Stadium seats and decks

The material attributes or performance indicators that may

be measured to provide information for proper materials

selection and life prediction include:

Weight loss

Thickness loss

Loss of impact strength

Loss of tensile strength

Loss of ductility

Pitting

Perforation

Coating life

Discoloration or other measure of appearance

Contact resistance

The data should be reported in a format that allows it to serve

the desired function of the test; comparison with existing or

future data is frequently, but not always, required.

C. TYPES OF ATMOSPHERES

The wide variety of possible climatic conditions, combined

with a multiplicity of geometric and spatial arrangements of

materials, provides an unlimited assortment of atmospheres

to which materials of construction may be exposed. A given

material performance in one atmosphere or application

should in no way be interpreted to mean that said perfor-

mance would be repeated for other conditions. Many exam-

ples that demonstrate this principle exist and provide the

impetus and justification for continued testing of existing and

new materials in known and untested atmospheres and

applications.

Despite the poorly defined target, standards organizations

have used different procedures to define general classifica-

tions of various atmosphere types [1, 2].General atmospheric

classifications are needed in order to limit the number of

candidate materials for an application. Classifications pro-

vide qualitative or quantitative descriptions of the key char-

acteristics of the atmosphere that contribute to corrosion

behavior:

Time of wetness

Sun load [exposure to ultraviolet (UV-B) radiation]

Seasonal temperature and humidity cycles

Natural contaminants (sea salt, particulates)

Man-made contaminants (SOx, NOx, road deicing salt,

tropospheric ozone, particulates)

Other characteristics thatmay be unique to specific locations,

geometries, or applications are as follows:

Proximity to contaminant point sources

Shelter from direct rainfall or sun load

The simplest atmospheric classification scheme is based on

the primary aggressors for most metallic materials in atmo-

spheric corrosion: moisture, fallout of industrial pollution,

and the chloride ion.Accordingly, the simplest classifications

are as follows:

Rural (very little fallout)

Industrial (primarily sulfur-containing fallout)

Marine (chloride-containing fallout)

A refinement of the method includes some of the location

characteristics cited earlier but provides better discrimi-

nation [3]:

Dampness Temperature Contaminants

Dry Tropical Rural

Humid Temperate Urban

Marine Arctic Industrial

One entry from each of the three columns provides

a reasonable qualitative description of most common

atmospheres.

The international program ISO CORRAG (International

Organization for Standardization Technical Committee 156,

Working Group 4) comprehensively characterized and clas-

sified dozens of atmospheric locations globally by two

semiquantitativemethods. One concentrates on the predicted

corrosivity based on time of wetness and contaminant mea-

surements [2, 4] while the other relies upon actual corrosion
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rate measurements on standard metal specimens [2, 5, 6].

The following descriptions are now standard:

Category Time of Wetness (%)

t1 <0.1

t2 0.1–3

t3 3–30

t4 30–60

t5 >60

Category Pollution (SO2mg/m3)

P0 <12

P1 12–40

P2 40–90

P3 90–250

Category Chloride (mg/m2-day)

S0 <3

S1 3–60

S2 60–300

S3 300–1500

Combinations of the t, P, and S categories are used to

estimate the corrosivity category, C, for carbon steel, zinc,

copper, and aluminum based only on measurements of the

environmental characteristics, as summarized here for a one-

year exposure [2]:

Corrosion Rate (mm/year)

Category Steel Zinc Copper Aluminum

C1 <1.3 <0.1 <0.1 Negligible

C2 1.3–25 0.1–0.7 0.1–0.6 <0.6

C3 25–50 0.7–2.1 0.6–1.3 0.6–2

C4 50–80 2.1–4.2 1.3–2.8 2–5

C5 80–200 4.2–8.4 2.8–5.6 5–10

The American Society for Testing and Materials (ASTM)

provides atmospheric classification methodologies similar

to those of ISO. Standards exist for site characterization [1],

time of wetness monitoring [7], and pollution monitoring

[8, 9]. In addition, a fast and convenient method to compare

atmospheric corrosivities is the CLIMAT (CLassification of

Industrial andMarine ATmospheres) test [10]. It consists of

a number of aluminum wires wound tightly around threaded

bolts of different materials, usually nylon, steel, or copper.

Exposure of the wound wire-on-bolt assembly in an atmo-

spheric environment of interest will result in various

amounts of uniform or galvanic corrosion of the aluminum

wire, which may be used as a corrosivity index for that

atmosphere.

It is critical to remember that the most important material

and atmospheric data are not those reported by ISO COR-

RAG, ASTM, or any other source, but those data that are

relevant to the application of interest. For instance, it has

been shown that the ISO atmospheric corrosivity categories

do not pertain to many sites throughout the world, including

very cold areas and those where dew formation may occur in

a relative humidity of <80% [11].

D. STATISTICAL CONSIDERATIONS

The long-term time commitment (several months to sev-

eral decades) required to obtain meaningful atmospheric

corrosion data is sufficient justification to be particularly

careful to perform the tests in the desired manner the first

time. The expense of repeating a failed testing program

due to an ineffective experimental design is unfortunate

enough but pales in comparison to the unrecoverable time

lost.

The type of experimental design is dependent on the

purpose of the testing and the desired use of the data. The

time to decide what type of statistical techniques to use for

the experimental design and data analysis is long before any

material is secured for testing. In any event, careful obser-

vance of the basic principles of replication, randomization,

and blocking is a minimum requirement.

Attrition of specimens is a particular problem for long-

term programs. It is important to adjust replication accord-

ingly or to be prepared to decrease the expectations of the

program postmortem. Long-term programs often gain addi-

tional expectations as they mature; extra replicates to ac-

commodate future brainstorms are rarely wasted. It is a

common misconception that specimens of a given type that

are part of a periodic removal schedule should be counted as

replicates for that material. In reality, only those specimens

that are evaluated, either destructively or nondestructively, at

a given inspection interval can be counted as replicates for

that material type; subsequent evaluations comprise a dif-

ferent response characteristic and, thus, cannot be pooled to

create a larger number that enhances the data artificially. In

addition, the practice of measuring a given response at

different locations on the same test specimen may be expe-

dient but does not provide independent measurement of the

response and thus represents only one replicate in the sta-

tistical analysis.

Randomization of specimen mounting locations within

the given atmospheric corrosion test site and on the individ-

ual racks and frames should be practiced when possible to

reduce the possible detrimental effects of nonuniform time of

wetness at different frame locations (top-to-bottom of frame,

edge-to-center of site) and nonuniform contaminant fallout

(animal droppings are a noteworthy problem in this regard).

This randomization of specimens within the atmospheric
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corrosion test site is, of course, in addition to the random

selection of specimens from the population of material under

study.

In cases where randomization is not possible, it is per-

missible (or even desirable) to create statistical blocks that

are easily handled statistically. Replication, randomization,

and blocking are covered in detail in a variety of statistics

texts and handbooks [12–14].

E. HARDWARE, MAINTENANCE, AND

PRACTICAL CONSIDERATIONS

Several excellent documents and manuals that give detailed

plans and drawings for atmospheric corrosion test sites,

hardware, and administration are readily available and

should be consulted before constructing a site [15–23].

Many existing sites contain instrumentation and maintain

historical databases on temperature, relative humidity, time

of wetness, chloride, and sulfur dioxide, all of which have

direct and usually dramatic influences on the corrosivity of

the atmosphere. While it is not critical to have such data for a

single test in a single atmosphere, comparison of several tests

in several atmospheres certainly would be facilitated.

In general, an atmospheric corrosion test site should be

located in a well-secured area, not subject to frequent dis-

turbance by human or other passersby. Racks should be

constructed of a corrosion-resistant material that has been

shown to last at least as long, preferably much longer, as the

expected test in the given atmosphere. The bottom edge of

the rack should be 750mmormore from the ground to reduce

the possible interference of plant growth. Herbicides, fungi-

cides, and insecticides should never be used on or around the

atmospheric corrosion test site due to the possible corrosion

inhibitive nature of some of their contents. Many sites are

coveredwith thick polyethylene and up to 200mmof crushed

rock or gravel to discourage plant growth and to eliminate

ongoing maintenance. Be it grass, concrete, sand, or gravel,

the ground should be flat and of uniform composition

throughout the site so that any influence of moisture evap-

oration is distributed evenly throughout. Periodic inspection

of the mounting of each and every specimen is recommended

due to loosening by windstorms, breakage of insulators, and

dissolution of the specimens themselves.

Attachment to the rack depends on the type of specimen

but should always be done with insulated hardware to

eliminate galvanic effects between the specimens and the

racks. Metal sheet specimens are usually mounted so that

they face skyward at 30� to the horizontal, toward the

predominant direction of the sun (facing south in the North-

ern Hemisphere). In seacoast exposures, the specimens

usually face the surf regardless of compass direction. Painted

metal sheet specimens are exposed in the same manner as

their unpainted counterparts but typically are placed at a 45�

angle. It is common to analyze the skyward and groundward

surfaces together in performance determinations, but it is

important to ensure that the groundward surface is not

shielded from the ground by rack support brackets. If deter-

mination of the skyward and groundward behaviors is re-

quired, appropriate masking with organic materials may be

used with the recognition that diligent periodic maintenance

will be required. Specimens with unusual shapes should be

oriented in a manner consistent with their in-service appli-

cation; however, mounting unusually shaped specimens in a

variety of orientations may provide unexpectedly useful

performance data. The U-bend specimens for stress corro-

sion cracking (SCC) susceptibility [24] should bemounted in

such a way as to approximate the expected service orienta-

tion. Racks may include covers of various types to simulate

sheltered conditions; periodic inspection of the covers is

necessary to detect and repair leaks.

Specimen preparation usually involves trimming to a

uniform size and removing any processing fluids with an

inert cleaner. Specimens should bemarked in amanner that is

not obliterated by corrosion.Drilled holes or cut notches have

proven to be effective for long-term exposures but add

complications where coatings are breached. Various paints,

inks, and plastic labels may be appropriate for very short-

term exposures or in cases where frequent periodic mainte-

nance of the labels is planned.

Meticulous record keeping is a necessity. It is common for

a long-term testing program to have several caretakers over

its lifetime. An accurate description of every experimental

detail and a vivid account of reasoning behind any decision

are always useful to whomever is given the task of main-

taining a periodic removal schedule and reporting the long-

term data. Standard forms for data to be collected before,

during, and after exposure are useful [15, 18, 19].

It is common to calculate the weight loss of exposed

specimens by subtracting the weight of the individual speci-

mens after cleaning [16] from their weight before exposure.

Dividing the weight loss by the exposed surface area and

dividing that quotient by the material density provides the

uniform material thickness loss. This practice provides use-

ful information for loss of load-bearing capacity but must be

interpreted carefully. The conversion of weight loss to thick-

ness loss assumes uniform material density and uniform

corrosion over the entire specimen. Pitting corrosion results

in minimal weight loss but dramatic localized thickness loss

that frequently is of catastrophic consequences. In addition,

different layers of coated materials may be of different

densities or may corrode at different rates.
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A. GENERAL

Galvanic corrosion is very complex because it involves

multiple material factors as well as environmental and

geometric factors (as shown in Fig. 10.1 in Chapter 10). It

is thus important in a galvanic test to identify clearly and to

control those factors that are significant to the system. This

requires careful consideration of the testing objectives.

Galvanic corrosion tests are often carried out for two basic

objectives: to assess materials compatibility in terms of the

polarity and rate of galvanic corrosion of bimetallic couples

and to predict the extent and spatial distribution of corrosion

damage.

Galvanic action is governed by the specific potential

distribution on the entire surface of the coupled metals,

which in turn is determined by the geometry of the metal

surfaces. Because of specific requirements of the geometry

in galvanic corrosion testing, it is generally not feasible

to use a universal geometry for different situations. A

galvanic corrosion test is, thus, often distinctive in its cell

design [1].

Geometry should also be considered when the intent is to

test nongeometric factors; for example, to test metallurgical

factors, such as alloying or mechanical working, on reaction

kinetics, the geometry of the design should result in a uniform

potential distribution on the surface of the anode and cathode;

tomeet this requirement, the distance between the twometals

should be larger than the dimensions of the samples

(Chapter 10). To test galvanic corrosion in the atmosphere,

the two metals should be in close contact and have a small

dimension in the direction perpendicular to the contact line

because the electrolyte formed under an atmospheric envi-

ronment is very thin, and the galvanic action generally does

not extend beyond a few millimeters from the contact line

[2, 3]. The various cell designs and procedures in galvanic

corrosion testing have been summarized by Hack [1].

Electrochemical and nonelectrochemical methods can be

used to measure the parameters of interest. Electrochemical

methods include measurement of potentials, under coupled

or noncoupled conditions, to provide information on the

polarity of a bimetallic couple and extent of anodic and

cathodic polarization; or measurement of galvanic current to

indicate quantitatively the intensity of galvanic corrosion; or

measurement of the current–potential relationship of each

metal with a potentiostat to understand the kinetics. The

nonelectrochemicalmethods includeweight loss or thickness

loss determination and visual or instrumental examination of

the corroded surface. Each method has its advantages in

providing information about galvanic corrosion and, depend-

ing on the specific needs in each circumstance, one or a

combination of several methods are needed to provide suf-

ficient information. Detailed descriptions of each of these

methods can be found in the literature [1].

B. STANDARDS

The many specific requirements for a galvanic corrosion test

make standardization very difficult. Few test methods for

galvanic corrosion have been standardized [1]. There are

two American Society for Testing and Materials (ASTM)

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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guidelines for galvanic corrosion testing: ASTM standard

guideG71 [4] andASTM standardG82 [5] on “Development

and Use of a Galvanic Series for Predicting Galvanic Cor-

rosion Performance.” Standard tests have been developed for

this situation because galvanic corrosion in atmospheres

results mainly from the thin layer of electrolyte that limits

galvanic action to an area a few millimeters normal to the

contact line, so that the effect of many geometric factors can

be neglected.

Under atmospheric conditions, two different types of

testing methods have been standardized for determination

of the weight loss due to galvanic corrosion: International

Organization for Standardization (ISO) 7441-84 and ASTM

G104-89 for plate test and ASTM G116-99 for wire-on-bolt

test [6–8]. In the plate type of assembly, a strip of onemetal is

attached by bolts to a panel of another metal. The bolts are

insulated from the strip and panel. The galvanic corrosion is

evaluated by visual examination or by weight loss measure-

ment of the strip or panel. In the wire-on-bolt type of

assembly, a wire of the metal to be tested is tightly wound

around the threads of a bolt of the other metal in the couple.

The galvanic corrosion can be quantitatively estimated by

comparing the weight loss of the coupled wire to that wound

on the threads of a plastic bolt.
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A. ALUMINUM AND ALUMINUM ALLOYS

At 25�C and atmospheric pressure, the value of the pitting

potential of Al 1199 (99.99% Al) in sodium chloride solu-

tions can vary from � –0.35 to 0.54V. versus saturated

hydrogen electrode (SHE) depending on the activity of

chloride ions. The critical pitting potential ESCE, which lies

between the breakdown potential and the protection poten-

tial, should be also considered [1]. It is current practice to test

the performance of aluminum and aluminum alloys for

intergranular corrosion, stress corrosion cracking (SCC), and

corrosion fatigue.

A1. Intergranular Corrosion Testing

Testing for intergranular susceptibility varies with the alloy

family. Metallographic examination after exposure to a

NaCl–H2O2 corrosive solution [2] is used primarily for

aluminum–copper–magnesium (2XXX) alloys. It has also

been used with aluminum–magnesium–silicon (6XXX) and

aluminum–zinc–magnesium–copper (7XXX) alloys.Aprac-

tice for measurement of corrosion potentials of aluminum

alloys has been established [3]. With aluminum–copper–

magnesium (2XXX) and aluminum–zinc–magnesium–

copper (7XXX) alloys, limited use has been made of

electrochemical methods for predicting intergranular corro-

sion susceptibility.However, confirmation bymetallographic

examination is still considered necessary [2].

A2. Stress Corrosion Cracking Testing

Several aluminum alloy product specifications require de-

fined levels of performance with respect to resistance to

SCC. Standard tests used to measure such performance are

described in standard methods and are referenced in mate-

rials specifications. Among these are tests for evaluating

resistance to SCC of 2XXX alloys and 7XXX alloys that

contain copper, by alternate immersion in 3.5% NaCl

solution [4, 5]. Lot acceptance criteria for products of

7XXX copper-containing alloys in T76, T73, and T736

tempers are based on combined requirements for tensile

strength and electrical conductivity [6]. A system of rating

SCC resistance of high-strength aluminum alloy products

has been developed by a joint task group of the American

Society for Testing and Materials (ASTM) and the Alumi-

numAssociation to assist alloy and temper selection and has

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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been incorporated into [7]. The mentioned stress levels are

not to be interpreted as threshold stresses and are not

recommended for design.

A3. Fatigue and Corrosion Fatigue Testing

Fatigue tests are carried out in ambient air with laboratory

apparatus that subjects the specimen to cyclic stress. The

cyclic stress may be axial, torsional, or reverse bending.

When testing polished cylindrical specimens rotating under

flex in a Moore machine, the stress just below that which

causes failure at 500� 106 cycles is taken as the fatigue

strength. For sheet specimens subjected to reverse bending in

a Krouse machine, the value is usually taken for survival at

50� 106 cycles.

Corrosion fatigue tests are carried out with the same

apparatus, with provisions made to subject the specimen to

a corrosive environment by spraying or dripping a solution

onto the specimen, creating a mist in an enclosure about the

specimen, or immersing the specimen in a solution. The

corrosive environments used most frequently are distilled or

demineralized water, tap water, and brines (including natural

or synthetic seawater). Because of the complexity of service

environments, a good correlation of normal laboratory cor-

rosion fatigue data with actual service performance is diffi-

cult [8]. Low-stress long-duration laboratory tests lower the

fatigue strength of aluminum alloys.

B. MAGNESIUMANDMAGNESIUMALLOYS

The testing which has been published has been focused on

automotive applications, where the standard testing has been

ASTM B117 [9] salt spray and automotive cycle tests. The

cycle tests are specific to each of the autumotive companies

but involve cyclic exposure to salt water, drying, and high

humidity. These are primarily targeted at generating a more

realistic evaluation than standard salt spray exposure alone

for coating adhesion on ferrous metal. The high-purity

magnesium alloy components typically perform very well

in such tests, since differential aeration does not appear to

play a role in magnesium corrosion [10].

Quantitative control tests of coatings on magnesium alloy

surfaces for painting are desirable. These generally consist of

exposures, with and without paint, to salt spray, humidity, or

natural environments. Precautions are taken to remove sur-

face contamination before painting, generally to a depth of

at least 25 mm (1mil) per side by acid pickling [11].

All organic materials should be degreased thoroughly

and if desired a 10% caustic solution is frequently used

for cleaning magnesium at temperatures up to the boiling

point before testing. Soak cleaners are used as alkaline

cleaning in concentrations of 30–75 g/L (4–10 oz/gal) and

at 71–100�C [12]. In addition to weight loss, potentiody-

namic polarization methods, an estimate of the polarization

resistanceRp, and volumemeasurement of evolved hydrogen

can all be used to assess the instantaneous corrosion rate as

well as the kinetics and evolution of the corrosion behavior of

magnesium and its alloys. These types of measurements can

all be carried out at controlled pH.

The alternate intermittent immersion in salt water or salt

spray is often used to compare the corrosion resistance of

different magnesium alloys [1].

B1. Electrochemical Methods of Testing

B1.1. Cyclovoltammetric Sweeps. During cyclovoltametric

sweeps, changes in the passive films, the solution composition

at the interface metal/electrolyte (e.g., hydroxide formation

andpH increase), aswell as development of localized formsof

corrosion such as pitting take place. The advantage of polar-

ization measurements with the Rotating Disc Electrode

(RDE) as compared to the more commonly used salt spray

test is the ease of obtaining an instantaneous corrosion rate

and the removal of water-soluble and not strongly adherent

corrosion products from the exposed surface [1, 13].

B1.2. Electrochemical Noise Measurements (ENM). The
corrosion rate can be obtained from an estimate of the

polarization resistance, Rp, which is inversely related to

the linear corrosion rate by the Stern–Geary approximation.

Three approaches are possible for obtaining instantaneous

values of Rp from the Electrochemical Noise (EN) current

and potential measurements, namely noise resistance, spec-

tral noise resistance, and self-linear polarization resistance

(SLPR) [1, 14].

B1.3. Electrochemical Impedance Spectroscopy (EIS).
Over a period of 72 h immersion of the die cast AZ91D in

ASTM corrosivewater saturated with magnesium hydroxide

(pH 10.6), the Rt (transfer resistance) increased gradually

due to the formation of a protective corrosion film. Imped-

ance measurements are usually performed at open-circuit

potentials (Eoc) and under potentiostatic conditions. Gener-

ally, high- and low-capacitive loops are seen. The high-

frequency capacitive loop can be attributed to charge transfer

reactions and the diameter of the loop to the transfer resis-

tance. The capacitance values for this loop were always

below 50 mF/cm2 and can be attributed to the double-layer

capacitance (cdl) of the partially covered surface. The Cdl

values were on the order of 5–10 mF/cm2 and increased

progressively to about 20 mF/cm2. The second capacitive

loop is generally attributed to the diffusion of ions through

the hydroxide or oxide coating [1, 12, 15].

B1.4. Scanning Reference Electrochemical Technique
(SRET). The term quasi-Electromotive force (QEMF), cor-

responding to the difference between themost active cathode
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potential and the most active anode potential, is used to

interpret the SRET results. It is believed that the corrosion

rates and tendency of metals and alloys can be related at least

indirectly to the evolution of the electromotive force (EMF)

of the corrosion cell. This difference can be normally deter-

mined every complete scan of 12min for a surface area of

1 cm2, for example, and should have the same trend as the

EMF of the most active corrosion cell [16].

B2. Testing Solutions for Magnesium Alloys

Most solutions for testing magnesium include chloride or

sulfate ions in neutral or alkaline media and are used to

evaluate general and localized corrosion. A sodium chloride

solution (3%) is commonly used. Polarization curves ob-

tained in 1N NaCl solution adjusted to pH 11 with NaOH

showed different pitting potentials as a function of the

microstructure. With pH increasing above 10.2 (the point at

which magnesium hydroxide is formed), the effect of impu-

rities both in the metal and in the solution medium is

apparently overshadowed by the high tendency of film

formation. Buffer solutions and saturation of the solution

with magnesium hydroxide as well as surface cleaning have

been adopted frequently [1, 12].

A 2NNaCl solution alone has also been used, but it seems

to be aggressive especially for magnesium composites.

Solutions of 0.1M NaOH with additions of 0.005, 0.01,

0.02, and 0.03M NaCl are used for determination of pitting

or filiform corrosion during a 24-h immersion period.

Passivation and reproducible results are obtained by using

an addition of 10mL hydrogen peroxide (30%) in corrosion

pitting studies, preferably with pH adjustment to 11. A 1N

sodium hydroxide solution saturated with Mg2SO4 can show

the influence of the aggressive sulfate ion with reference to

industrial media [18]. Corrosivewater according to ASTMD

1384-05 contains 100 ppm, each of sulfate, chloride, and

bicarbonate ions introduced as sodium salts. It has been used,

either alone (moderately aggressive) or saturated with mag-

nesium hydroxide (less aggressive), to simulate the interface

Mg or its alloy/solution interface that may contain important

concentrations of magnesium hydroxide in stagnant solu-

tions [1, 17].

B3. Open-Circuit and Pitting Corrosion

Potentials

In sodium chloride air-saturated solution without peroxide

additions, the free corrosion potential ofMg and that of some

of its alloyswere found in the range of � 1500 to � 1600mV

versus saturated calomel electrode (SCE) for chloride con-

centrations of 5� 10� 3–5� 10� 4M. In many magnesium

alloys, the open-circuit potential is higher than the pitting

potential, and thus, the pitting potential cannot be determined

using the traditional methods. Borated boric acid buffer pH

8.4 containing 0.001N NaCl is advantageous for materials

that are susceptible to pitting. The low percentage of sodium

chloride and sodium hydroxide can give a controlled attack

and reproducible results. Higher quantities of NaCl can also

give reproducible results for situations less sensitive to

agitation [17–19].

B4. Stress Corrosion Cracking Testing

Magnesium castings have been shown to fail in laboratory

tests under tensile loads as low as 50% of yield strength in

environments causing negligible general corrosion. Under

certain conditions of testing, stressed specimens may (1) be

as resistant to attack as unstressed specimens, (2) show

acceleration of corrosion when stressed, and (3) develop

stress corrosion cracks without showing appreciable accel-

eration of general corrosion. The strain rate chosen for the

tests indicating maximum susceptibility to cracking was

about 2� 10� 6 s� 1 for a solution containing 5 g/L sodium

chloride and 5 g/L KCrO4 [1, 20, 21].

The two frequently used laboratory methods for char-

acterizing SCC and mechanism considerations are the

constant-extension-rate test (CERT) and the linearly in-

creasing stress test (LIST). In the CERT and LIST, the

nominal load and extension are increased until specimen

fracture, respectively. They allow rapid characterization of

SCC susceptibility and permit direct measurement of crit-

ical parameters, such as the threshold stress (sSCC) and
crack velocity (VC) when coupled with equipment to

measure crack extension. However, the constant-load tests

are generally valuable since they reflect better the initiation

and propagation cracking processes of SCC, caused by the

evolution of electrochemical properties of the interface and

the physical and mechanical properties of the corroded

metal [22].
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A. INTRODUCTION

This chapter reviews the material properties that influence

the selection of a polymer for corrosion control or limitation

duty. Mechanical integrity, thermal resistance, fluid perme-

ation, chemical aging, and fluid resistance are some of the

factors which should be considered and, if possible, mea-

sured under service conditions using realistic samples. Tests

developed to assess these and other properties are discussed

below, accompanied by background theory where relevant.

The extent towhich a polymer resists service fluids, hostile or

otherwise, largely determines its suitability as a protective

barrier in static applications (e.g., a chemical storage tank

liner). Considerable importance is attached in this chapter to

permeation, the phenomenon which underpins the ultimate

success (or failure) of a polymeric material employed to

separate a metal surface from contained fluids. The polymer

must have sufficient strength to withstand the mechanical

stresses of the application, and for barrier materials operating

in a dynamic service environment, additional testing to

evaluate stress and cyclic loading effects on material perfor-

mance must also be undertaken.

The selection of a polymer for anticorrosion purposes

depends primarily on service conditions, but cost and

processability can also be factors. No polymer is entirely

immune to interaction (physical and/or chemical) with

contacting fluids (liquids, high-pressure gases) but, with

correct selection and design, the permeation rate can be

extremely slow—hence, the widespread use of polymers to

limit the access of hostile fluids to the surfaces of underlying

metallic structures. Herein lies the dilemma for the evalua-

tion of anticorrosion materials—in many applications they

are expected to havemultiyear service lives, but testing in the

laboratory over such periods is clearly unrealistic.

To resolve the dilemma as best as possible, accelerated

procedures are necessary. However, their application re-

quires knowledge of the basicmechanisms involved, whether

chemical, physicochemical, or physical. As an example,

and in the interests of covering as much ground as possible
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in this chapter, the upcoming discussion will outline one

specific, and commercially important, polymeric anticorro-

sion application to illustrate the scope of testing require-

ments. The example selected is the internal pressure sheath

(or liner) of unbonded flexible pipe used to transport crude oil

in offshore oil production systems, introduced below and

referred to at intervals throughout the chapter.

A1. Example of Polymer Barrier Application

Unbonded flexible pipes are employed offshore to convey

pressurized hot crude oil and gas from the wellhead on the

seabed to the surface for transport to processing facilities. In

addition, at intervals they carry a variety of injection and

service fluids, which are necessary to maintain optimum

production rates and are subjected to wide variations in

fluid pressure and temperature. Some of the fluids can be

very hostile to certain polymers, particularly at elevated

temperatures. “Flexible” is a relative term: These pipes are

enormously stiff comparedwith a garden hose but are flexible

compared with steel pipes of similar dimensions.

A typical unbonded flexible pipe comprises discrete

metallic and polymeric layers that are allowed a degree of

slip relative to one another (Fig. 82.1). In addition to the

illustrated layers, between the armorwindings theremay also

be included thin (usually polymeric) antifriction layers. The

internal pressure sheath is a critical component of the pipe [1]

and acts to contain production fluids, transmit internal

fluid pressure to the surrounding layers of metallic armor

reinforcement, and prevent corrosion of the armor wires by

the transported fluids. The armor layers provide mechanical

resistance to pressure and tension. The internal diameter of

a typical current pressure sheath might be �25 cm, with

a wall thickness of 6–10mm; a requirement of the industry is

the development of ever larger diameter pipes. Bonded

flexible pipe technology is also in use. In bonded flexile

pipes, the inner polymer layer, usually an elastomer

(a rubbery polymer), is bonded to the underlying metal; the

whole pipe is a composite of bonded metal cord and polymer

layers. Bonded pipes have their own requirements for

testing; in particular, blistering/splitting of the inner elasto-

mer as a result of rapid gas decompression events assumes

great importance. This phenomenon is also possible in

unbonded flexible pipes based on thermoplastics.

For risers (those flexible pipes that leave the seabed to rise

to the rig, as opposed to flowlines running from wellheads

along the sea floor), the transport of multiphase production

fluids in the manner described above is clearly a dynamic

service environment, and the flexible pipe experiences loads

from vessel motions, waves, currents, self-weight, and

internal fluid pressure. With required service lives of up to

20 years, almost continuous contact with a range of aggres-

sive fluids at high temperatures and pressures, numerous

decompression cycles, sporadic combinations of bending,

tensile, and compressive strains, and no opportunities for

repair should failure occur, the requirements for a sheath

polymer are stringent. Needless to say, comprehensive eval-

uation of candidate materials for such a role is absolutely

essential prior to deployment offshore [2].

For various reasons, thermoplastic polymers (Section B1)

are most suited to this application, with the choice of

thermoplastic governed to a large extent by service temper-

ature. At moderately elevated temperatures (up to 90�C
194�F) PA 11 (nylon 11) and crosslinked polyethylene (PE)

are suitable pressure sheath materials. At higher tempera-

tures, up to 120�C, plasticized and modified unplasticized

types of poly(vinylidene fluoride) (PVDF) are current pre-

ferences. For the future, there is a need to evaluate polymers

that will operate safely at temperatures as high as 200�C and

pressures up to 10000 psi to enable the exploitation of deeper

wells. The investment necessary to select and test suitable

materials is currently being made by sections of the offshore

oil and gas industry. The testing requirements for a dynamic

flexible pipe pressure sheath are clearly more extensive

and involved than those for a “simple” polymeric lining for

a chemical storage tank.

The means of accelerating testing to allow residual prod-

uct life to be estimated is of considerable current interest.

FIGURE 82.1. Schematic representations showing the composite

layer structure of a typical unbonded flexible pipe: (1) carcass;

(2) internal pressure sheath; (3) pressure armor; (4) back-up pres-

sure armor; (5) inner tensile armor; (6) outer tensile armor; (7) outer

sheath.
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Arrhenius plots can be used to assess aging effects and fluid

permeation rates, but only if a single activation energy is

involved. Chemical kinetic effects should also be examined.

In addition, sudden changes can occur at critical tempera-

tures for physicochemical reasons: for example, a severe

deterioration of PVDF in methanol at vapor pressure and

140�C has been observed after relatively short periods [2].

B. POLYMERS FOR CORROSION CONTROL

Before discussing the testing of polymers, a summary of their

status as materials is essential. With the exception of natural

rubber and a few other materials, all polymers are synthetic

(i.e., man made) and are usually derived from oil cracking

products. Polymers [3–6] can be divided into three main

categories: elastomers (rubbers), thermoplastics, and ther-

mosets. In general terms, thermosets resist deformation

whereas elastomers elongate readily under a small applied

stress, with most of the energy being recoverable—they are

elastic. Thermoplastics exhibit intermediate stress–strain

characteristics, are nonelastic, and can be further subdivided

into amorphous and semicrystalline types. The majority of

the latter will soften when heated (crystalline melting) and

can thus be rapidly processed into useful shapes. However,

service temperatures are limited by the melting point. Elas-

tomers and thermosets, on the other hand, are characterized

after processing and curing at, say, 130–180�C by the pres-

ence of permanent crosslinks within the polymer matrix;

these tie individualmacromolecules into a three-dimensional

network that will not soften when heated (especially thermo-

sets) and in the case of elastomers is capable of tolerating

large reversible extensions. A more recent innovation is

the thermoplastic elastomer (TPE), the melt processability

of which arises from the existence of thermally labile

crosslinks, but it is more prone to high-temperature service

creep/extrusion than normal elastomers. The means of

deterioration differs between the above polymer classes. For

example, thermosets resist swelling better than elastomers

but have poorer impact strength.

The choice of polymer to function in a particular anti-

corrosion application depends on the service conditions. In

static applications, it may not matter which polymer type is

selected as long as the fluid is safely contained. However,

other factors are relevant, including ease of manufacture and

cost.

For elastomeric tank linings, it is common to coat the

metal surface requiring protection with bonding agent

(adhesive) after suitable preparation to remove grease and

debris, dry it, and then apply an uncured rubber layer. When

the tank is sealed, superheated water can be used to apply

some consolidating pressure and heat; for this arrangement,

active recipes which bring about curing at temperatures as

low as 100�C must be used. Work has been performed to

show that strong, well-bonded rubbers can be formed at

temperatures down to 40�C with the correct procedures [7].

B1. Types of Polymeric Anticorrosion Barrier

A polymer coating is similar in one respect to the continuous

oxide layer that develops on some metal surfaces when

exposed to air; it imparts protection against further corrosion

or at least acts to slow the corrosion rate. Rubber (e.g.,

halobutyl) tank linings are common, fabricated as outlined

above. However, for the most aggressive fluids, the high

chemical resistance shown by fluorinated thermoplastics

makes them preferable.

There are two general categories of polymer protection

[8, 9]. Barrier coatings/linings, which are classified as thin

(<0.64mm) and thick (>0.64mm), can be applied in

a number of ways to a metal (or other) substrate; examples

of application techniques include thermal/chemical curing,

spray-and-bake and electrostatic powder coating, rotolining,

and adhesive bonding. The choice of a thin or thick lining

depends on the expected rate of corrosion rate of the steel

to be protected. The second form in which polymers are

deployed in an anticorrosion role is as self-supporting struc-

tures. Since a large number of thermoplastics are suitable for

extrusion and/or molding, components such as pipes, valves,

and fittings can be fabricated to carry hostile fluids or to

protect metallic structures. Thermosets on their own are not

employed as thick (>0.65mm) coatings for pipes and tanks,

but epoxy and phenolic resins are utilized as thin (<0.3mm)

protective linings. Fiber-reinforced plastics (FRPs) arewide-

ly employed to fabricate piping and tanks for protection

against corrosion and aggressive chemicals. These are com-

posite materials, a combination of thermosetting resin and

fiber reinforcement (usually glass), and are outside the scope

of this chapter. Of the thermoplastics, it is the perfluoropo-

lymers, in which all C–H bonds that can be “replaced” are

fluorinated, which possess the highest combined levels of

chemical and thermal resistance; examples include PTFE

(poly(tetrafluoroethylene)), PFA (perfluoroalkoxy), MFA

(copolymer of TFE and perfluoromethyl-vinylether), and

FEP (fluorinated ethylene-propylene). Partially fluorinated

polymers such as PVDF, ETFE (ethylene-tetrafluoroethy-

lene), and ECTFE (ethylene-chlorotrifluoroethylene) are

also widely used by the chemical process industry [10].

Polymer coats that are chemically bonded to the metal via

an adhesive system [11] or that intimately contact the metal

as a result of the application method (e.g., dipping, spraying,

electrostatic spraying, vacuum coating [12]) generally pro-

vide better corrosion protection (because air and water tend

to be excluded from the polymer–metal interface during

fabrication) than polymeric liners that operate by being in

close physical contact with the metal surface. An example of

the latter is the lining of steel pipe with PE pipe [13, 14].

In this case, fluid molecules could slowly gather in this
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interfacial region, following permeation through the

polymer, possibly allowing metal corrosion to commence.

For elastomers bonded to metal, the bond joining the two

material types is often stronger and more durable than the

rubber itself [15, 16].

C. RELEVANT POLYMER PROPERTIES

There are numerous factors to be considered when selecting

a polymer to control corrosion. Of the utmost importance is

the nature of the service fluid and the conditions likely to

be experienced by the polymer during service (temperature,

pressure, flow, stress, etc.). The criteria which influence

the choice of polymer for a particular fluid environment

have been outlined in Chapter 66.

In an amorphous polymer at sufficiently low temperature,

all large-scale chainmovement is “frozen” and no long-range

order exists; the polymer is said to be in a glassy state. With

heating, a temperature is reached at which segmental chain

motion becomes possible, and the polymer stands on the

threshold of a rubbery condition. The apex of this region,

which varies with polymer type, is known as the glass

transition temperature (Tg); the vast majority of polymers

possess a Tg. In general, the more flexible a polymer chain

(a function of its chemical structure), the lower its Tg. During

dynamic motions, there is a high-energy absorption range in

the vicinity of the Tg, envisaged as the “internal friction”

between the glassy and rubbery regions.

C1. Polymer/Fluid Compatibility

A polymer selected to protect a metal surface should be

incompatible, in the chemical sense, with the contacting

fluid; that is, the fluid should not interact with the polymer

to a significant degree. The chemical compatibility of a liquid

and a polymer can be estimated empirically from the prox-

imity of their solubility parameters (symbol d; units usually
cal1/2/cm3/2; multiplying by 2.05 changes them toMPa) [17–

19]. This is a measure of the energy of attraction between the

different molecular species involved. If the d values differ

significantly, there is no chance of swelling, but if they are

similar, within �2 units, swelling may occur. For example,

a nitrile rubber with a low acrylonitrile content (d� 9) would

not be considered an appropriate lining for a tank containing

toluene (d also �9) as considerable swelling (and therefore

weakening) of the rubber could result. Structural (entropic)

considerations are important here and, particularly with

elastomers, there is scope to counteract the swelling expected

from solubility parameter similarities at the compounding

stage of processing. Increased filler loadings and/or

increased crosslink density will reduce the propensity of

a given elastomer to swell in a compatible liquid; in the first

instance, the volume of rubber present in the compound is

lowered, in the second, tighter network formation reduces

free volume (as would starting with a higher Tg base rubber)

and restricts the volume of solvent that the material can

accommodate; passage of solvent through the material is

also impeded. Increasing the crystallinity of a semicrystalline

thermoplastic, perhaps by altering the molecular weight

distribution and/or processing conditions, has the same

effect. The viscosity of the contained fluid should also be

considered, with more viscous liquids ultimately absorbed in

smaller amounts and at a slower rate than low-viscosity

solvents.

C2. Mechanical Strength and Fatigue Resistance

The mechanical strength of semicrystalline thermoplastics

originates from their crystalline domains; crystallites are

the strength-giving elements, literally holding the material

together above Tg and furnishing the polymer with reason-

able mechanical properties below the melting point. Crystal-

lites, dense regions of highly ordered polymer chains, are

dispersed in a less dense amorphous (randomly oriented or

disordered) polymer phase: some polymer molecules, which

are very long, run in and out of the two phases. Crystallites

will not admit solvent molecules and diffusing species must

circumvent such obstacles, increasing their pathlength

(tortuosity) and residence time in the polymer. In articles

fabricated by extrusion of a polymer melt (e.g., flexible pipe

internal pressure sheath), polymer chains tend to orient in the

flow direction. Subsequent cooling of the extruded melt

means that developed crystallites also tend to lie in the flow

direction. In other words, properties of the extruded article

may be anisotropic. The degree of anisotropy depends on

many factors, including polymer type and processing con-

dition, and can range from being extreme (as in liquid

crystalline polymers) to being insignificant.

In the example of Section A1, the flexible pipe concept

requires the correct balance between the compact self-orga-

nization of crystalline regions and chain mobility within

amorphous domains to provide strength together with some

flexibility. Mechanical property requirements depend on

service conditions, particularly temperature, but there is

scope at the pipe design stage to accommodate a range of

material attributes. For example, if a rigid (high-modulus)

polymer is being assessed as a potential pressure sheath,

a reduction in pipe wall thickness may be one way in which

to compensate for the increased material stiffness.

C3. Thermal Stability

Although thermoplastics are generally less permeable than

elastomers as a direct result of structural differences,

destruction of the crystallites by melting weakens the mate-

rial further and removes these barriers to solvent passage—

hence the requirement that service temperature not come
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close to the melting point or other transition point. For

instance, the continuous-use temperature (CUT) for the

PVDF example following is brought about by a transition

of crystalline form at 150–155�C. In fact, the optimum CUT

of a semicrystalline thermoplastic is typically well below its

melting point and varies with exposure conditions. For

example, the CUT of plasticized PVDF in air is 145–150�C,
but this falls to 120–130�C in contact with oilfield production

fluids. Another factor that must not be overlooked is increase

in size experienced by most materials with temperature.

Since polymers generally have higher coefficients of thermal

expansion than dometals, glass, or ceramics, thermal stresses

resulting from mismatched joined materials should be taken

into consideration at the design stage.

C4. Chemical Resistance and Degradation

The next question concerns interaction, that is, does the fluid

or any of its components chemically react with the polymer?

Polymers do not corrode in the sense that corrosion is seen as

the deterioration of metals [12], but nevertheless they can

degrade chemically in contact with hostile chemicals. The

main point of issue is that, to retain a barrier function,

a polymer lining must be affected less rapidly than the metal

being protected from a particular hostile fluid. In addition, it

is necessary to know the residual life of the polymer to avoid

fluid eventually reaching the metal. Degradation (by defini-

tion) chemically alters polymer structure at the point of

contact. The chemical changes are usually irreversible and

surface alterationsmay ormay not enhance the entry of fluids

into the polymer bulk. Properties (physical, thermal, and

mechanical) are thus changed. For example, the discoloration

and embrittlement of PVDF by n-butylamine is well known.

Although much information about the effect of specific

chemicals on polymers has been published, it is by no means

complete, especially for complex formulations such as the

corrosion inhibitors, scale inhibitors, biocides, and drilling

fluids used in offshore oil and gas production. These fluids

contact the flexible pipe inner sheath, some for short periods

neat, others continuously in trace amounts. Appropriate

assessments of their impact on polymeric components (pipes,

seals) must be made before deployment.

C5. Permeation

Because of its relevance to all anticorrosion linings and

barriers, this section is devoted to a discussion of permeation

and its measurement. Other properties and test methods

germane to the flexible pipe example are outlined briefly in

Section D.

Permeation is a molecular phenomenon involving the

passage of a fluid through amaterial [20]. Due to their nature,

a degree of permeation is an unavoidable consequence of

polymer contact with a liquid. The driving force is the

chemical potential (m), which is normally quantified as

a concentration gradient. When the fluid is a gas or vapor,

the concentration becomes pressure dependent (i.e., the

driving force is now the applied partial pressure). In all

polymeric barrier/lining applications, including the un-

bonded flexible pipe inner sheath, the contained service fluid

initially contacts only one polymer surface.

Permeation and degradation are unrelated properties but

may interact; for instance, the components of the permeation

process (solvation and diffusion) give hostile chemicals

a route into the polymer bulk, where they may (or may not)

interact in a degradative way with the material. If an imper-

meable polymer existed, any degradative chemical reaction

would be confined to the surface. While there is only one

permeation phenomenon, other physical features of poly-

mers can affect the permeation rate. The rate depends on

a balance of factors; polymer and fluid type, fluid concen-

tration (may apply as a pressure differential), temperature,

exposed surface area, and thickness. For any one fluid,

permeation is an inherent material property, that is, different

polymers display different permeation behavior in a partic-

ular liquid.

C5.1. Permeation Defined. Permeation is a two-stage pro-

cess involving, first, adsorption/evaporation of the fluid by

the polymer surfaces (quantified by the surface solubility

coefficient s) and, second, diffusion (quantified by coefficient

D) of the fluid through the polymer bulk. (A related total-

immersion phenomenon—absorption—possesses no evapo-

ration stage.) Both D and s are inherent material properties

and the permeation coefficientQ is the product of these other

two coefficients, that is,

Q ¼ Ds

At constant conditions, different fluids will permeate at

different rates through a given polymer, with the rate raised

by increasing the exposed area and/or decreasing specimen

thickness. As already noted, the concentration gradient is the

main driving force for permeation of a single fluid through

a polymer membrane. For a gas, this is used most conve-

niently by considering the difference between its partial

pressures on either side of the membrane: if the gas is the

only permeant and there is no restriction to evaporation when

through the membrane, this difference will equal its applied

pressure.

With the units in commonplace use (cm2/s/atm), Q is

defined as the permeation rate for a fluid passing

right through a polymer cube of dimension 1 cm driven by

a pressure of 1 atm. Similarly, D is the diffusion rate across

the cube and s is the fluid concentration in the polymer

surface, both at atmospheric pressure. Hence, for a given

fluid, all these coefficients can be measured from a single

permeation experiment. The temperature dependencies ofQ,
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D, and s are each given by Arrhenius relations of the form

(for Q)

lnQ ¼ A exp
Ea

RT

� �

wereA is a constant andEa is the activation energy associated

with permeation. By performing accelerated testing at

elevated temperatures, a plot of ln Q (or D or s) versus

reciprocal temperature, followed by extrapolation to the

service temperature, allows service permeation, and so on,

characteristics to be estimated. It should be noted that at high

pressures these coefficients can become pressure dependent.

Permeation can occur simultaneously in opposite directions

if, for example, a polymer membrane separates two different

fluids. It is also worth stressing that permeation character-

istics can change over time if other factors that affect the

polymer are altered.

The parameter Q provides insight on how much fluid

passes right through a polymer at steady-state conditions,

whereasD is used to estimate the time to breakthrough and s

governs the amount of fluid initially available for migration.

Predictions stemming fromQ should be applied to the correct

service geometry. In general, permeation rates for thermo-

plastics are an order of magnitude below those typical of

elastomers, reflecting the different molecular architecture

prevalent in each material class. Most elastomers are amor-

phous with relatively high free volume content (i.e., space for

diffusing small molecules to occupy) and exist above Tg at

room temperature. Thermoplastics possess crystalline zones

which, as already described, do not admit diffusing small

molecules; the path of diffusing molecules is thus distorted

and lengthened.

C5.2. Permeation Measurement. As far as testing is

concerned, permeation (“transmission”) tests are best for

gases (and perhaps water [21]), while absorption (“total

immersion”) tests are more suitable for liquids. A variety of

arrangements exist to measure gas permeation at high

pressures and temperatures. One setup, developed by

MERL [22], can perform at pressures up to l5,000 psi and

temperatures in excess of 200�C and is shown schematically

in Figure 82.2. The centerpiece is a permeation cell in which

the polymer membrane is supported by a smooth, porous,

stainless steel sinter; a gauge is incorporated to measure

sample thickness changes while under pressure. Band

heaters and good insulation provide the required test tem-

perature. After permeation through the polymer sample, gas

on the lower pressure side is collected in a fixed-volume

reservoir. All pressures and temperatures are continually

monitored using pressure transducers and thermocouples,

respectively, and logged by a computer. The increase in low

pressure with time is converted to a rate of gas permeation at

standard conditions.

With oriented thermoplastics (e.g., some extruded poly-

mers), anisotropic effects have led to the suggestion that the

rate of permeation through the exposed ends of the article,

say a pipe, can greatly exceed that of the same fluid through

the curved surface. The passage of migrating fluid mole-

cules between crystallites along the length of the pipe is

often less impeded than that of molecules passing through

the pipe in a direction orthogonal to the extrusion axis. Thus

the permeation rate obtained by testing an unsealed pipe

section may be misleading (too high) if such orientation

effects are present; after all, the exposed pipe cross section

is not a surface relevant to pipe service conditions. A sealed

edge/unsealed combination of tests is required. For aqueous

acids, permeation tests detect acid by titration or electro-

chemical means; results should be validated by a series of

absorption tests.

It is recommended that laboratory permeation tests be

performed on samples removed from actual structures.

Failing that, samples should be manufactured under condi-

tions that mimic actual production as closely as possible; this

is less important for elastomers.

A special case is that of PTFE linings and barriers. As

a result of the special processing techniques required for its

fabrication, a consequence of the lack of melt processability

due to the extremely high molecular weight of commercial

grades, this perfluoroplastic invariably contains ultrafine

porosity within its bulk. These special techniques (e,g., ram

extrusion) involve the fusion of partially molten PTFE

FIGURE 82.2. Schematic of high-pressure permeation test cell

assembly showing location of elastomer sample and the developed

in situ thickness gauge.
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particles, after the required shape has been formed, by

sintering; pores remain where the process is incomplete.

If PTFE contains open pores, then testing with a liquid at

several pressures should resolve the issue; with open pores,

the “permeation” rate will be high and pressure dependent.

If the pores are closed, the rate will be low and generally

pressure independent The presence of pores in PTFE can lead

to applications in filter systems.

C5.3. Other Factors That Influence Permeation. The per-

meation rates characteristic of elastomers are generally an

order of magnitude greater than those measured for thermo-

plastics [6]. Hydrophilic residues in polymers [e.g., residual

protein in natural rubber (NR)] lead to higher than expected

amounts of water being absorbed. Increasing temperature

permits greater thermal motion of polymer chains, thereby

easing the passage of diffusants. If a polymer surface is

degraded by contact with hostile chemicals, access to the

interior may be facilitated; the permeation characteristics

change accordingly. Application of mechanical stresses

can, by altering chemical potential factors, also affect

permeation rates.

D. TEST METHODS

In this section, available test methods for measuring the

properties outlined in Section C are discussed, with emphasis

on the flexible pipe example [3]; the methods described

below are not relevant to composites.* In evaluating poly-

meric materials for barrier applications, test pieces should

ideally be cut/machined from actual liner or pipe or from

articles fabricated under similar processing conditions.

D1. Tensile Properties

Mechanical properties can be determined by tensile testing

[e.g., American Society for Testing and Materials (ASTM)

D638] using standard test pieces, at a series of service-related

temperatures, to obtain values for Young’s modulus, tensile

stress at yield, percent elongation at yield, tensile (ultimate)

strength at break, and percent elongation (strain) at break.

Such measurements should be repeated using (standard) test

pieces that have been subjected to relevant chemical aging

procedures in order to determine changes after specified

times of exposure to chemicals of interest. Limitations of

tensile strength include its rather strong dependence on the

method of testpiece preparation and its failure to test notch

sensitivity.

D2. Fracture Toughness

The basis of this test is given in a draft European Structural

Integrity Society (ESIS) protocol [23]. It provides a measure

of fracture toughness (J) by relating the total work done in

displacing the compact tension test piece (Fig. 82.3) by

a preselected amount to the depth of the crack that results.

After the test, the fracture surfaces are exposed and the crack

depth measured. It is necessary for compact tension test

pieces (described in the protocol) to be accurately machined

and for thick (6-mm minimum) samples to be used to ensure

that only plane strain conditions apply during testing. The test

piece has a lateral slot at the center of one side into which

a sharp crack tip is added with a razor blade just before

testing. A useful form in which to present data is as a plot of

fracture toughness (resistance) versus crack growth con-

structed using the results from several separate tests in which

different levels of deflection are employed. Fracture tough-

ness J is calculated from an appropriate equation for the

compact tension test piece. In summary, the test measures

the intrinsic fracture toughness of the polymer immediately

prior to crack growth, that is, the capacity of the polymer to

withstand crack propagation. This is a more fundamental

property than tensile strength and can also determine notch

sensitivity.

D3. Crack Growth Fatigue

This test extends the fracture toughness concept by providing

stress–strain cycles on the same test piece type to illustrate

the fatigue behavior of thermoplastic materials. Dynamic

fatigue occurs under cyclic loading where a small amount of

crack growth appears during each load cycle, initially from

the crack introduced into the material. Dynamic fatigue

resistance is measured using a compact tension test piece

that contains a crack of defined dimension. The material

FIGURE 82.3. Side view of compact tension test piece showing

the slot where the crack tip is added and the holes for loading the test

piece; all dimensions in millimeters.

* For composite materials, relevant test methods are the remit of the

following ASTM committees: committee D20 on Plastics, committee

D30 on Composite Materials.
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property required is the relation between crack growth rate

and the energy input level as determined, for example, by

the so-called J integral. The rate of crack growth under

cyclic conditions is measured over an appropriate range of

J values. The test uses the ESIS standard protocol [23] for the

determination of J values. This relation is different at dif-

ferent temperatures and so a sequence of tests needs to be

carried out at service temperatures of interest. A convenient

way of representing the results is empirically to define a term

“crack growth resistance” as the J value for a crack growth

rate of 10 nm/cycle. It cannot be assumed that materials with

high fracture toughness will also have low rates of crack

growth at low energies.

D4. Stress Relaxation

Stress relaxation provides a measure of the rate of decrease

in stress during a constant state of strain. A linearity of

applied stress with log time is the norm for viscoelastic

materials, providing that no chemical (air) aging occurs

during the test. For semicrystalline and/or glassy polymers,

with less viscous flow, linearity of stress with another

function of time may apply. Any changes caused by oxida-

tion are only likely to occur (if at all) at high test tempera-

tures. If no such chemical aging occurs during service, the

same relationship can be extrapolated to indicate stress

retention during service life. If measurements with suitably

aged samples should indicate a chemically induced change

in relaxation rate, appropriate corrections to the simple

extrapolation might be estimated.

The relation of stress is important in end-fitting regions of

flexible pipe. At the end of the pipe, the pressure sheath is

terminated by a swaging process involving metal elements to

isolate the bore from the outer armor layers. This ring

supports the entire weight of the internal sheath during

periods when the production schedule requires the pipe to

be decompressed. Hence, this test is necessary tomeasure the

rate of loss of applied stress when a polymeric material is

compressed to a fixed deformation. If the rate of stress

relaxation is high, then it is possible that the loss of sealing

force could lead to leakage, or, in the extreme, the end fitting

could loosen.

D5. High-Pressure Gas Permeation

As described in Section C5, this test involves applying gas at

a predetermined pressure to a suitably designed and sealed

test piecemounted in an appropriate cell. The gas permeation

coefficient (Q), diffusion coefficient (D), solubility coeffi-

cient (s), and concentration (c) are all determined from the

test: c is the product of s and applied pressure (Henry’s law).

If the test is repeated for a range of pressures and tempera-

tures, a predictive model of these coefficients, based on

Arrhenius plots, can be established.

D6. Rapid Gas Decompression

It is a crucial requirement for any polymeric lining subject to

prolonged exposure to high-pressure gas (>5000 psi) that

rapid decompression of the gas should not cause internal

fracturing/blistering of the polymer [24–27]. This can be

caused by dissolved gas no longer being in equilibrium, from

Henry’s law. A full characterization of resistance to rapid

decompression should include the effect of appropriate

mechanical constraints and also the effect of temperature,

pressure, and relevant gas type. The test consists of exposing

samples, preferably cut from pipe/liner, to the test gas for

sufficiently long as to allow them to become saturated with

gas. Knowledge of permeation behavior (Section C5) is

highly relevant here, involving D and c, allowing the calcu-

lation of the soak period and the amount of gas absorbed. The

pressure is then released at a controlled rate (e.g., 1000 psi/

min). A representative number of repeat cycles are performed

and, after a suitable degassing period, samples are removed

and inspected for damage. Ideally, thermoplastic materials

likely to best resist rupturing will be characterized by low gas

solubility in the relevant gas and a high diffusion coefficient;

the latter is essential if the gas is to exit the polymer rapidly

after/during the decompression.

D7. Liquid Compatibility

When evaluating the compatibility of any polymeric lining or

barrier with the liquid it is to contact during service, testing

must be undertaken at realistic temperatures and pressures

using samples cut from actual liner or similarly processed

material. In the case of the flexible pipe pressure sheaths,

which carry a variety of different crude oils, depending on the

field location, model reference oils can be developed that

have the same solubility parameter as the crude and a similar

ratio of aliphatic/naphthenic/aromatic constituents [19]. Oth-

er solvents can be included to represent oil field production

additives, for example, corrosion inhibitors. Measurements

made during exposures can lead to the equilibrium mass

uptake and volume swell for the polymer/liquid system and

provide diffusion and permeation data. If tensile test pieces

are used, the change in tensile properties as a function of time

in the fluid of interest can be monitored.

D8. Chemical Deterioration/Aging

The aging effects of hostile service fluids are assessed in

a similar way; test vessels used tend to be pressure cells.

Chemicals that may be hostile to the polymeric flexible pipe

inner sheath are constituents of injected fluid mixtures such

as biocides, corrosion inhibitors, and scale inhibitors; these

include quaternary ammonium compounds, lower alcohols,

and glycols. Hydrogen sulfide is present at low levels inmany

oil wells (sour wells) and steel surfaces are vulnerable to
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attack by this corrosive gas. When including H2S in labora-

tory aging fluids, special precautions are necessary to safely

contain, monitor, and dispose of liquids containing this

dangerous chemical. Some flexible pipes are employed in

fields requiring that they be exposed for short periods to

strong acids and neat alcohols; resistance should be assessed.

In total, there could be as many as a dozen different fluids to

which the polymer is exposed, long term, during service, and

hence should be so during realistic testing. These tend to be

longer term (typically one year) tests, designed to evaluate

the effect on relevant polymer properties (see above) of

exposure to service fluids. The effects of aging are often

visible after exposures: changes in color, changes in volume,

presence of surface fractures, or complete disintegration in

extreme cases.

D9. Environmental Stress Cracking

When mechanical stress is combined with a hostile chemical

environment, faster rates of failure can occur than would

occur due to the stress or the environment alone. The cause

can be physicochemical (i.e., high local swelling in solvents

with certain solubility parameters) and/or truly chemical

(e.g., ozone cracking of white-walled tyres in very sunny

climates). The stress required to induce cracking is invari-

ably lower than it would be in air, and hence the need to

assess relevant polymer/fluid combinations. Temperature,

stress level, time, and nature of the fluid all influence the

process. In general, the extent of the damage incurled

increases with stress level and temperature. The effect of

dilution is less clear-cut. For polymers, increasing molecular

weight can reduce susceptibility to this problem. Testing is

straightforward: samples are held strained at the appropriate

level in rigs, and these are immersed in the fluid of interest.

MERL has developed special test methods for characterizing

the combined effects of material stress and aggressive

chemical environment, including high fluid pressure.

E. PREDICTION OF POLYMER

SERVICE LIFE

If service temperatures are low (e.g., 23�C) the permeation

rate, especially for thermoplastics, is often very slow. In

testing, therefore, an element of acceleration (usually higher

temperature) is often introduced. As already noted in Section

C5.1, because diffusion follows Arrhenius-type kinetics,

testing at (typically) three different higher temperatures

allows Arrhenius plots to be constructed with extrapolation

giving an estimate of the permeation rate at the service

temperature. If service temperature is high, property mea-

surements should be made at this temperature.

Predictions are also possible for the consequences of

chemical aging using a similar technique to that for

permeation. For these, it is necessary to identify a property

change or property level that marks the limit of being

acceptable. Then, by accelerated testing at elevated tem-

peratures, in each case the aging time ta necessary to bring

about the defined changes (or reach the defined level) is

recorded. Because reciprocal time is a rate, from the orig-

inal Arrhenius concept, ln (1/ta) versus 1/T plots will be

linear (T in kelvin). Once again, extrapolation will lead to

the time to reach the limiting point at service temperature.

Practically, for partially accelerated tests at slightly elevat-

ed temperatures, an extrapolation of property-versus-time

plots may be necessary to obtain a value for ta: a knowledge
of the chemical kinetics (i.e., first order, second order) can

improve the quality of this extrapolation.

F. CONCLUSIONS

It should be apparent from the preceding discussion that

the largest single factor in using a polymer to restrict, or

even prevent, a potentially corrosive fluid reaching a metal

surface is permeation—hence the focus on this topic and its

measurement in polymeric materials. The challenge in

qualifying polymers for corrosion control is to apply (or

if necessary develop) relevant tests to measure appropriate

permeation characteristics for the particular fluid in

question.

However, other factors also apply. Aflexible pipe example

has been used to illustrate the complexity and breadth of

testing required to validate a polymeric material for duty in

hostile dynamic service conditions. Properties besides per-

meation requiring measurement are selected as appropriate

from mechanical, fracture toughness, crack growth fatigue,

stress relaxation, rapid gas decompression, environmental

stress cracking, and liquid compatibility and chemical aging.

Although extreme in the number of different property/fluid

combinations requiring assessment, the flexible pipe case

does highlight the need to realistically test polymers for

critical applications.

Clearly, in relatively simple static applications (e.g., a

tank liner operating at low temperature and pressure,

where the polymer coating is expected to protect the tank

surface from a single fluid type), less testing is required.

Compatibility with and aging in the relevant service fluid

must be appraised as well as permeation issues and

general strength properties, but dynamic testing, rapid gas

decompression, stress relaxation, and crack growth fatigue

are not relevant for such an end use. In the case of widely

used barrier materials, such as fluoroplastics, extensive

technical information is available from suppliers and the

open literature. However, this is no substitute for properly

targeted testing if the slightest doubt exists about the

suitability of any polymer/fluid combination under service

conditions.
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A. INTRODUCTION

In an echo to Lord Kelvin, who said, “When you cannot

measure what you are speaking about or cannot express it in

numbers, your knowledge is of a meager or unsatisfactory

kind,”much effort has been expended in developing tests to

measure the corrosion resistance of refractories under slag-

ging conditions and of structural ceramics under hot gas

corrosion and oxidation at high temperatures, especially for

nonoxide materials. Numerous methods have been tried and

some reasonable correlations have been obtained for very

specific conditions, but very few methods have reached the

status of standard operating practices and none have yet been

accepted for universal use.

The main reason is that corrosion resistance data obtained

in a laboratory environment very rarely simulate the condi-

tions that prevail in service: sample size and geometry, state of

stresses in the lining, thermal gradient and thermal cycling, as

well as time, which are very difficult to be scaled down to fit

with acceptable laboratory test conditions. It must always be

remembered that accelerated tests, specially those done using

very severe conditions, can lead to erroneous predictions.

Compared with laboratory testing, field trial testing is of

course much more costly and, in some instances, unsafe. It

may then be worthwhile to test small panels rather than to

carry out full-size testing; the larger the installation, themore

confidence one will have in the selection of the proper

material to use.

Postmortem examination of in-service trials also provides

very useful insights to understand and determine the

controlling mechanisms in the degradation of ceramics.

Detailed investigations include the use of a wide variety

of characterization methods, including chemical analysis,

X-ray diffraction, mineralogical analysis, and scanning elec-

tron microscopy (SEM)/energy dispersive spectroscopy.

Selecting samples and carrying out sample preparation are

often very challenging. Observations of the uncorroded part

often yield clues as to what may have happened in the

corroded part.

Crescent and Rigaud [1] reviewed and classified some

106 different experimental setups, all falling into one of

12 categories, as shown schematically in Figure 83.1. Among

the nonstandard tests, the most commonly used are the

crucible test, the rotary disk, and the finger test.

The Refractory Committee C8 of the American Society

for Testing and Materials (ASTM) [2] has defined two

standard practices dealing with slags (C-768 and C-874);

two others are designed to measure corrosion resistance of

refractories to molten glass, one under isothermal conditions

(method C-621), the other standard practice using a basin

furnace tomaintain a thermal gradient through the refractory.

These methods could be applicable to other liquids as well.

In addition, there are other ASTM methods dealing with

the disintegration of certain refractories in carbon monoxide

(C-288), by alkali for carbon refractories (C-454), and by

alkali vapor for glass furnace refractories (C-863). Only

the three standard practices, C-768, C-874, and C-863, will

be described here.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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B. DRIP SLAG TESTING (ASTM C-768)

The standard practice on drip slag testing covers the deter-

mination of the relative resistance of various refractory brick

(and structural ceramics) to the action of molten slag dripped

continuously onto test specimens within a heated furnace.

Test samples are mounted into the wall of the furnace with

their top surface sloping down at a 3� angle. Rods of slag are
placed through a hole in the furnace wall so that the melting

slag drips onto the specimens. Slag is fed continuously to

maintain consistent melting and dripping. The bottom of

the furnace should be constructed to provide a base for the

FIGURE 83.1. Different approaches to corrosion testing in slags. (From [1]. Reprinted with

permission from the Canadian Institute of Mining, Metallurgy and Petroleum.)
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specimen supports and a sand pit to receive the spent slag.

The testing temperatures can be adjusted to the conditions, as

can the duration of the test (from 5 to 8 h and from 300 to

800 g of slag are the usual ranges considered). The amount of

corrosion is determined by measuring the amount of model-

ing clay or fine sand required to fill the corroded cavity. In

addition, the depth of penetration of slag into the refractory

may be determined by cutting the sample in half, perpen-

dicular to the slag cut where it is deepest. Since the entire

specimen is at the test temperature, penetration of the slag

into the specimen is promoted and may exceed that observed

under thermal gradients that often exist in refractory applica-

tions. Oxidation of carbon-containing materials or of

oxidation-prone structural ceramics may occur during such

a test since the entire sample is not covered by slag and since

the furnace atmosphere is air.

C. ROTARY-KILN SLAG TESTING

(ASTM C-874)

The standard practice for rotary-kiln slag testing is used to

evaluate the relative resistance of refractory materials

against slag erosion. The furnace is a short kiln, a cylindrical

steel shell mounted on rollers and motor driven with adjust-

able rotation speed and tilt angle, heated with a gas–oxygen

torch capable of heating up to 1750�C (3182�F), if needed.
The kiln is lined internally with the test specimens.

Normally, six test specimens 228mm long and two plugs

to fill the ends of the shell constitute a test lining. In

principle, the furnace is tilted at a 3� angle and rotated at

2–3 rpm. An initial amount of slag is first fed into the kiln,

which coats the lining and provides a starting bath. Extra

amounts of slag are then added at regular intervals of time at

a rate of �1kg/h for at least 5 h. The test atmosphere is

usually oxidizing, but neutral conditions may be obtained

by using a reducing flame or by adding carbon black to the

slag mixture. The tilt angle is adjusted axially toward the

burner end so that the molten slag washes the lining and

drips regularly from the lower end after each addition of

new slag at the higher end of the kiln. One method of

assessing erosion is to measure the profile of the refractory

thickness along a surface cut in the middle of the exposed

surface of the specimen andmeasure the eroded area using a

planimeter. Results can be reported as percent area eroded

from the original specimen area. It is to be noted that, for this

practice, the thermal gradient through the test specimen is

controlled by the thermal conductivity of the specimen and

the backup material used at the cold face of the lining. The

slag is constantly renewed so that a high rate of corrosion is

maintained. The flow of slag can cause mechanical erosion

of materials. Care must be taken to prevent oxidation of

carbon-containing refractories and oxidation-prone struc-

tural ceramics during heat up. A reference refractory spec-

imen should be used for comparison in each consecutive test

run. Caution should be exercised in interpreting results

when materials of vastly different types are included in a

single experiment. A full discussion on the advantages and

shortcomings of the method has been published [1].

D. OXIDATIONRESISTANCEATELEVATED

TEMPERATURES (ASTM C-863)

ASTM standard practice C-863 covers the evaluation of

the oxidation resistance of silicon carbide refractories in an

atmosphere of steam. The steam is used to accelerate the test.

Oxidation resistance is the ability of SiC to resist conversion

to SiO2. The volume changes of cubes (64mm side) are

evaluated at a minimun of three temperatures between 800

and 1200�C (1472 and 2192�F). The duration of the test at

each temperature is normally 500 h. In addition to the average

volume change (based upon the original volume), weight,

density, and linear changes are also reported as supplemen-

tary information.

More information on corrosion testing of ceramics can be

found inMcCauley [3] and ASTMVolumes 2.05, 2.06, 4.01,

and 15.02 [2].

REFERENCES

1. R. Crescent and M. Rigaud, in Advances in Refractories for

the Metallurgical Industries, Proceedings of the 26th Annual

Conference of Metallurgists, CIM, Montreal, Canada 1988,

pp. 235–250.

2. American Society for Testing and Materials, Vol. 15.01, West

Conshohocken, PA, published annually.

3. R. A. McCauley, Corrosion of Ceramics, Marcel Dekker,

New York, 1995, pp. 109–128.

REFERENCES 1119



 



 

84
EVALUATION AND SELECTION OF
CORROSION INHIBITORS

S. PAPAVINASAM
CANMET Materials Technology Laboratory, Hamilton, Ontario, Canada

A. Introduction

B. Laboratory methodologies

B1. Wheel test

B2. Bubble test

B3. Static test

B4. Rotating-disk electrode

B5. Rotating-cylinder electrode

B6. Rotating cage

B7. Jet impingement

B8. Humidity chambers

C. Measuring techniques

C1. Weight loss

C2. Electrochemical methods

C3. Solution analysis

D. Evaluation of compatibility

D1. Cost

D2. Environmental issues

D3. Quality control

D4. Emulsion formation

E. Field evaluation

E1. Weight loss coupons

E2. LPR probes

E3. Mass counts

E4. Pipeline integrity gauge (PIG)

E5. Field signature method (FSM)

E6. Visual inspection

E7. Hydrogen permeation

E8. Electrochemical techniques

References

A. INTRODUCTION

In principle, any method to determine the corrosion rate can

be used to test a corrosion inhibitor. The primary criterion for

evaluation is inhibitor efficiency. Inhibitors having sufficient-

ly high efficiency are tested for “side effects,” which include

environmental compatibility, emulsion formation, viscosity,

and pour point density. Finally, the inhibitor formulation

is tested in the field. In general, the process of evaluation

and selection of corrosion inhibitors involves three steps:

(1) laboratory evaluation, (2) evaluation of compatibility

(including cost), and (3) field evaluation.

B. LABORATORY METHODOLOGIES

The laboratory test methods should be carried out under

conditions that simulate operational conditions in the field,

including composition of material and environment, temper-

ature, flow, pressure, and themethod bywhich the inhibitor is

added, continuous or batch. Screening of inhibitors in the

laboratory requires two parts: methodology and measuring

techniques.Methodology is defined as an experimental setup

to generate corrosion, and measuring techniques are used to

determine the corrosion rate and inhibitor efficiency.

The laboratorymethodology should simulate thevariables

that influence inhibitor performance. These variables are

classified into two categories: direct and indirect. The direct

variables include composition (environment and metal-

lurgy), temperature, and pressure. If the direct variables of

a system are known, then the laboratory experiments can be

carried out under these conditions. On the other hand,

simulation of indirect variables in a laboratory experiment

in not straightforward. One common indirect variable is flow.
�HerMajesty the Queen in Right of Canada, as represented by theMinister

of Natural Resources, 2010.

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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To simulate flow effects in laboratory experiments, hydro-

dynamic parameters, including mass transfer coefficients,

wall shear stress, and Reynolds number, are used, as de-

scribed in Chapters 17 and 18. The merit of a laboratory

methodology is generally judged by the ability to control and

determine these hydrodynamic parameters. Some of the

laboratorymethodologies to evaluate inhibitors are discussed

in the following sections.

B1. Wheel Test

The wheel test is performed by adding the corrosive fluids

and inhibitor to an �7-oz (�207-cm3) bottle with a metal

coupon, purging with a corrosive gas, and capping the

bottle [1]. The bottle is then agitated for a period of time

by securing it to the circumference of a “wheel” and rotating

it. In the high-temperature, high-pressure wheel test, auto-

claves substitute for the conventional bottle and allow dif-

ferent partial pressures of corrosive gases, such as CO2 and

H2S, to be used. Thewheel test is best regarded as a screening

test in a preliminary stage of inhibitor evaluation because it

may discriminate poor inhibitors from good ones but not

necessarily the best inhibitor among several good ones [2].

There is no theoretical or hydrodynamicmethod to determine

the flow patterns in a wheel test.

B2. Bubble Test

The bubble test is also known as the stirred corrosion test

or the kettle test. It is a flexible laboratory procedure for

monitoring corrosion rates and inhibitor performance. The

test is performed in a 1-L glass beaker or conical flask. The

glass lid of the vessel has access ports for the working,

counter, and reference electrodes, thermometer, and gas inlet

and outlet tubes (Fig. 84.1 [3]). In the bubble test, the

composition and temperature of the field can be simulated.

The only fluid movement is generated by the bubbles of the

purging gas. No hydrodynamic equation exists to describe

the flow conditions in the bubble test.

B3. Static Test

The static test is used to evaluate inhibitor performance in the

absence of flow. The apparatus described for the bubble test

can also be used for the static test. The corrosion rates can be

measured by weight loss or by electrochemical methods.

B4. Rotating-Disk Electrode

The rotating-disk system is simple and provides information

quickly and inexpensively. For these reasons, the rotating-

disk electrode (RDE) is very popular in electrochemical

studies [4–6]. A typical RDE apparatus consists of a rotating

unit driven by a motor that is attached to a sample holder.

Electrochemical connections to the electrodes are made

using brush contacts. The corrosion rates are measured using

conventional electrochemical instruments.

The RDE surface is uniformly accessible. It is one of the

few convective systems for which the equations of fluid

mechanics have been solved rigorously for steady-state

conditions. The limiting current density, id, at the RDE is

given by [7]

id ¼ 0:62nFCD2=3n� 1=6w1=2 ð84:1Þ

where n is number of electrons, F is the Faraday constant, C

is concentration of reactant (or product), D is the diffusion

coefficient of the reactant (or product), n is the kinematic

viscosity, and w is the angular velocity.

Equation (84.1) can be applied only under conditions

of laminar flow. At higher rotation speeds, the flow at the

RDE changes from laminar to turbulent. Hydrodynamic

relationships have been derived to correlate RDE and other

systems, for example, pipe flow [5] [Eq. (84.2)]. The relation

between the RDE under laminar conditions and under pipe

conditions is

Rep ¼ 79
d

ro

� ��
e

d

�� 0:15

Sc� 1=6 Re
1=2
D ð84:2Þ

where ReD is the Reynolds number for the rotating disk, Rep
is the Reynolds number for pipe, d is the diameter of pipe, e is

the roughness of the pipe wall, ro is the radius of the rotating

disk, and Sc is the Schmidt number. Only a few experimental

verifications of this equation have been performed, and,

for this reason, RDE has not been widely used for inhibitor

evaluation. Rotating electrode systems are now available for

FIGURE 84.1. Apparatus for the bubble test. (From [3]. Copyright

ASTM. Reprinted with permission.)
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studies under flowing conditions at elevated temperature and

pressure [8].

B5. Rotating-Cylinder Electrode

The rotating-cylinder electrode (RCE) test system is com-

pact, relatively inexpensive, and easily controlled [9]. It

provides stable and reproducible flow in relatively small

volumes of fluid. It operates in the turbulent regime over a

wide range of Reynolds numbers. The design of the RCE has

several features in common with the RDE, including control

of the rotation speed that is continuously variable at high and

low speeds.

For RCE, the reaction rates may be mass transport con-

trolled. Provided the ohmic polarization (IR drop) is constant

in the cell, the current distribution over the electrode surface

may be uniform, and concentration changes may be calcu-

lated even though the fluid flow is generally turbulent. Lam-

inar flow is limited because in the conventional arrangement

the RCE is enclosed within a concentric cell and Recrit�200,

corresponding to rotation speeds of <10 rpm. Notwithstand-

ing the instability of turbulent motion, the RCE has found a

wide variety ofapplications, especially when naturally turbu-

lent industrial processes must be simulated on a smaller scale

or when mass transport must be maximized.

Dimensionless group correlation for turbulent flow in

RCE has been described [10–14]. When the wall shear

stresses are equal in the RCE laboratory test and in the pipe

in the fluid, similar hydrodynamic conditions (e.g., turbu-

lence) are maintained. Under these conditions, the corrosion

mechanism (not the rate) is hypothesized to be the same in

two geometries (e.g., RCE and pipe).

The wall shear stress of RCE, tRCE, is given as [10–12]

tRCE ¼ 0:0791Re� 0:3rr2w2 ð84:3Þ

where Re is the Reynolds number, r is the density, w is the

angular velocity, and r is the radius of the cylinder.

In the absence of other correlations, Eq. (84.3) can be used

as a first approximation to establish the appropriate RCE

velocity for modeling the desired system when trying to

examine corrosion accelerated by single-phase flow. The

American Society for Testing and Materials (ASTM)

G170 and G185 provide guidelines to operate RCE [15, 16].

B6. Rotating Cage

The rotating cage (RC) has been reported in the literature as

one of the promising laboratory methodologies to evaluate

corrosion inhibitors [17–19]. Several results have been re-

ported using this methodology, but methods to calculate

the hydrodynamics of this system, to optimize apparatus

dimensions, and to assess their effects on flow have not been

clearly defined.

Figure 84.2 shows a rotating-cage system. Several cou-

pons (8 or 10) are supported between two Teflon disks

mounted a fixed distance apart on a stirring rod.

When the rod is rotated, a vortex is formed and the

dimensions of the vortex (both length and width) increase

with rotation speed until the width reaches the side walls of

the container. The flow patterns in the rotating cage can

be qualitatively divided into four zones that depend on the

rotation speed and the volume of the solution and of the

container [20]:

1. Homogeneous zone: Vortex dimensions (length and

width) increase with rotation speed.

2. Side-wall affected zone: Vortex length increases, but

the width has reached the side and collides with the

wall.

3. Turbulent zone: Vortex length penetrates into the

rotating-cage unit and creates turbulent flow.

4. Top-cover affected zone: The liquid level oscillates and

rises to the top cover, which restricts the development

of the vortex.

FIGURE 84.2. Photograph of rotating cage (note the vortex

formation).
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The rotating cage illustrated in Figure 84.2 is in the

homogeneous zone. As a first approximation, the rotating-

cage wall shear stress can be calculated using the equation

tRC ¼ 0:0791Re� 0:3rr2w2:3 ð84:4Þ

where r is the radius of the rotating cage. ASTM standards

G170, G184, and G202 provide guidelines to operate

RC [15, 21, 22].

B7. Jet Impingement

The jet impingement (JI) test can simulate reliably and

repeatedly high-turbulence conditions at high temperature

and pressure for gas, liquid, and multiphase turbulent sys-

tems. It requires relatively small volumes of test fluids and is

controlled easily. Jet impingement is a new methodology

to evaluate corrosion inhibitors.

For a circular jet impinging on a flat plate with the central

axis of the jet normal to the plate, a stagnation point exists at

the intersection of this axis with the plate, and the flow is

axisymmetric. Only the flow and fluid properties in the radial

plane normal to the disk are considered (Fig. 84.3) [23–25].

RegionA in Figure 84.3 is the stagnation zone. The flow is

essentially laminar near the plate, and the principal velocity

component is changing from axial to radial, with a stagnation

point at the center. Region A extends from the central axis to

the point of maximum velocity and minimum jet thickness

at r/ro¼ 2.

Region B in Figure 84.3 is a region of rapidly increasing

turbulence, with the flow developing into a wall jet (i.e., the

primary flow vector is parallel to the solid surface). This

region extends radially to r/ro¼ 4. The flow pattern is

characterized by high turbulence, a large velocity gradient

at the wall, and high wall shear stress. Thus, region B is of

primary interest for studying fluid floweffects on corrosion in

high-turbulence areas. This region has not been rigorously

characterized mathematically, but results of some research

indicate that wall shear stress is proportional to the velocity

squared [11]:

tJ ¼ 0:179rUoRe
� 0:182 r

ro

� �� 2:0

ð84:5Þ

Re ¼ 2roUo

n
ð84:6Þ

where tj is the wall shear stress of the jet, r is the density of

the fluid, Uo is the flow rate, Re is the Reynolds number, r is

the jet radius, ro is the radial distance, and n is the kinematic

viscosity.

In region C in Figure 84.3, the bulk flow rate and turbu-

lence decay rapidly as the thickness of the wall jet increases,

momemtum is transferred away from the plate, and the

surrounding fluid is entrained in the jet. This region is

amenable to mathematical characterization, but the flow

cannot be related to other flow conditions (e.g., pipe flow),

because momentum transfer and fluid entrainment are in the

opposite direction from pipe flow.

B8. Humidity Chambers

Inhibitors to prevent corrosion in the vapor phase (vapor-

phase inhibitors, VPI) are tested in humidity chambers in

which wet–dry cycles are carried out and parameters such

as temperature and relative humidity are measured. Various

accelerated procedures have been developed to simulate

different conditions (e.g., tropical, marine, and industrial

FIGURE 84.3. Schematic representation of fluid flow characteristics of jet impingement. (Adapted

from [11].)
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[26–29]. Observations are made after a predetermined time

or number of cycles (for wet–dry tests). Corrosion of ferrous

metals is assessed in terms of the percentage of the surface

area covered by rust, whereas corrosion of nonferrous metals

is assessed from changes in the state of the surface, as

reflected by color changes.

C. MEASURING TECHNIQUES

The measuring techniques used to determine corrosion rates

can be broadly classified into two categories: nondestructive

and destructive. A measuring technique is destructive if it

alters the corrosion process during the measuring process

(e.g., potentiodynamic polarization) or if the material is

physically removed from the environment (e.g,. weight loss

measurements). Nondestructive techniques, including linear

polarization resistance (LPR), electrochemical impedance

spectroscopy (EIS), and electrochemical noise, can be used

to make repeated measurements at different time intervals.

C1. Weight Loss

Determination of weight loss of the coupons in a corrosion

experiment is one of the common methods to calculate

corrosion rates. The coupons are cleaned and weighed before

and after the experiments to remove the surface and/or

corrosion products. Corrosion rates in wheel tests and in

rotating-cage experiments can be determined only by weight

loss methods. This method can, in principle, be used in all

laboratory methodologies and for monitoring corrosion

rates in the field using coupons.

From the weight loss measurements, the corrosion rates

are calculated using the equation

Corrosion rate ðmm=yearÞ ¼ w� 104

a

� �
0:365

r

� �
ð84:7Þ

wherew is weight loss (g), a is the surface area (cm2), and r is
the density (g/cm3).

The inhibitor efficiency is usually given as percentage

inhibition (% P). Percentage inhibition can be calculated as

%P ¼ Xo �Xi

Xo

� 100 ð84:8Þ

whereXo andXi areweight loss (or corrosion rate or corrosion

current) in the absence and presence of inhibitor,

respectively.

C2. Electrochemical Methods

Linear polarization resistance, EIS, electrochemical noise

(all nondestructive), and potentiodynamic polarization

(destructive) are all used in measurements to assess inhibi-

tors. These methods are discussed in detail in Chapters 85

and 86.

C3. Solution Analysis

In thismethod, determinations aremade of changeswith time

in the content of metal ions measured in the process liquid

resulting from the corrosion process; inhibition will be

reflected in the analytical data. The method is clearly of

most use when the corrosion products are soluble and is of

less value when the corrosion, or inhibition, process leads to

the formation of insoluble products.

A recent variation of this method is the technique of thin-

film activation analysis. In this technique, metal components

or special test coupons are irraliated to produce a thin layer

of radioactive isotopes on the metal surface. The extent of

inhibition can then be determined from changes in the

radioactivity of the medium or the specimen [30].

D. EVALUATION OF COMPATIBILITY

D1. Cost

A philosophy for using corrosion inhibitors is to define the

benefits in terms of reduced costs of operation, shutdown,

inspection, reliability, and maintenance by using a cheaper

material with inhibitor versus using a costly corrosion-

resistant material without inhibitor. Economic considera-

tions and factors such as plant life dictate the material chosen

and the corrosion prevention strategies used. Various meth-

ods (e.g., discounted cash flow discussed in Chapter 3) can be

used to determine the benefits of using corrosion inhibitors.

D2. Environmental Issues

There has been increasing concern about the toxicity, bio-

degradability, and bioaccumulation of inhibitors discharged

into the environment. Standardized environmental testing

protocols are being developed [31–33].

D3. Quality Control

Spectroscopic techniques, including carbon-13 nuclear

magnetic resonance (13C NMR) and Fourier transform

infrared spectroscopy (FTIR), are used as quality control

methods to ascertain whether the correct inhibitor ingre-

dients are blended into the product and whether the

ingredients are added in the correct proportions [34].

D4. Emulsion Formation

The effect that an inhibitor has on the emulsion-forming

tendency ofwell fluids is critical in the selection of the proper
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inhibitor. Test methods available to determine emulsion

formation include the Setzer bottle test and high-pressure

cell test [35].

E. FIELD EVALUATION

Corrosion inhibitor monitoring in a field may be needed at

several points to ensure that the inhibitor has reached all

locations, has formed films and/or adsorbed, is persisting,

and more importantly has reduced the corrosion rates. Tech-

niques for the field should satisfy the following requirements:

high resolution/short response time; high reliability; no

regular maintenance or long maintenance intervals (years);

and simple signal collection, processing, and transmission.

Techniques for field monitoring are discussed in the follow-

ing sections.

E1. Weight Loss Coupons

Corrosion monitoring using weight loss coupons is one of

thecommonpractices inmanyindustries.Preweighedcoupons

are exposed for a fixed duration and then retrieved. Equipment

is nowavailable to place and remove couponswithout shutting

down the plant or reducing pressure, temperature, or flow.

However, coupon measurements are used to calculate only

time-averagedvalues of corrosion rate andmaynotadequately

represent corrosion rates throughout the entire system.

E2. LPR Probes

The presence of a conducting solution (e.g., NaCl solution) is

necessary for LPR probes. In systems where there is nowater

or the probe is not exposed to water, LPR probes do not give

meaningful results.

E3. Mass Counts

Historical metal count data are useful for determining cor-

rosion trends. The method of collecting metal count data is

difficult to apply as a tool for controlling the day-to-day

dosage of inhibitors.

E4. Pipeline Integrity Gauge (PIG)

Internal inspection of pipelines with intelligent (containing

sensors) pigs defines the corrosion status of the pipeline for

scheduling the inhibitor treatment frequency. This method

is relatively expensive and, for this reason, cannot be used

frequently [36].

E5. Field Signature Method (FSM)

FSM technology is a relatively new, nonintrusive electrical

resistance method for measuring wall thickness on a

semicontinuous basis [37]. In this method, a large number

of electrical resistances measured on a short section of the

equipment are used to generate a map of the monitored area

in terms of the changes in wall thickness over time as

compared to the original readings. Even though this tech-

nique does not directly measure inhibitor efficiency, it can be

used to monitor corrosion, erosion, and cracking.

E6. Visual Inspection

Visual inspection by permanently installed video cameras is

now a possibility. A very small color video camera for

borehole inspection that can operate at temperatures up to

150�Cand at pressures up to 10,000 psi (69MPa) is available.

For certain critical equipment, for example, subsea oil pro-

duction equipment, and at critical locations such an internal

visual monitoring system can be valuable.

E7. Hydrogen Permeation

One of the common cathodic reactions during corrosion in

acid solution is hydrogen reduction:

Hþ þ e!H ð84:9Þ

The atomic hydrogen that can form, for example, inside a

pipeline carrying wet sour gas can diffuse and recombine on

the outside to form molecular hydrogen. Monitoring of this

hydrogen gas on the outside surface can provide an indirect

measurement of the corrosion inside the equipment [38].

This principle is used in assessing corrosion and inhibitor

efficiency using externally mounted hydrogen foils. Two

different types of hydrogen monitoring probes are used:

electrochemical and vaccum probes [39–42].

E8. Electrochemical Techniques

Electrochemical techniques are reviewed in Chapters 85

and 86.
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A. INTRODUCTION

Corrosion evaluations usually have two main objectives:

to predict compatibility before a material is used in an

environment and to aid in understanding why a certain

material—environment interaction has been observed. Very

often there is a need to make this evaluation quickly as, for

example, when moving a product or process very quickly

from the laboratory to full-scale production or when mon-

itoring corrosion in real time either in a process or in the

laboratory. Instances arise requiring corrosion evaluations to

be completed in 1–3 days. Coupon immersion tests often

cannot provide the necessary information in this short of a

time period.

Under these circumstances, electrochemical techniques

provide a viable alternative for rapid prediction or evaluation

of alloy corrosion. Their applicability arises from the fact that

most aqueous corrosion processes involving metals require

the transfer of charge across the alloy–solution interface.

These techniques can be loosely pictured as placing a mea-

suring device directly in the electrical circuit creating the

corrosion process. Widespread use of these techniques arises

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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from their relative ease of implementation requiring instru-

mentation that, today, is relatively inexpensive while being

completely automated. Electrochemical techniques can be

used both for laboratory and field evaluations though, in this

chapter, the emphasis is on their use in the laboratory. While

the techniques are usually fairly easy to use, the interpreta-

tion of the results can be difficult. The interpretation is

usually made by examining the measured response (current

or voltage) to an input perturbation and then by comparing

the characteristics of the response to those that might be

expected for different types of corrosion phenomena. That

expectation ranges from agreement with highly sophisticated

mathematical models to little more than comparison of

output plots of current, voltage, and resistance to those

expected for given types of behavior. The difficulty arises

from the fact that one relationship (voltage or current) is

being used to dissect a rather complex set of phenomena. If

only one technique is being used, the analogy is similar to

attempting to solve for several unknowns by using only one

equation. The best approach is to apply several independent

techniques, some ofwhichmay be nonelectrochemical, to the

same problem. Thermodynamics, various electrochemical

techniques, theoretical calculations, various types of spectro-

scopies, and traditional coupon immersion tests have been

combined to provide the insights needed to make reliable

corrosion predictions [1–4].

The purpose of this chapter is to provide practical exam-

ples of how a number of electrochemical techniquesmight be

used to predict corrosion behavior in practical situations. The

emphasis is on simple laboratory tests for rapid corrosion

testing. The examples do not provide step-by-step procedures

that cover all possibilities. Nor does the discussion focus on

how to set up and run the electrochemical corrosion experi-

ments. Such is provided in the references that the practitioner

is urged to read. The examples are presented to give a flavor

for the approaches that have been taken when tight time and

budget constraints limit the number of tests that can be run in

order to make the prediction. The practitioner must make

the final judgment about which techniques and procedures

are most applicable to the situation. Detailed discussions in

the references should help. The techniques discussed here

are the following:

1. Thermodynamic potential–pH diagrams

2. Cyclic potentiodynamic polarization scans (especially

for predicting localized corrosion)

3. Polarization resistance technique

4. Electrochemical impedance spectroscopy

5. Velocity sensitivity testing with emphasis on the

rotating-cylinder electrode in single-phase fluids

Methods for estimating the onset and propagation of stress

corrosion cracking and use of electrochemical noise are not

considered in this chapter. Many times, the above five

techniques are combined to provide greater depth of under-

standing andmore reliable predictions.Wherever applicable,

such examples of combining techniques are discussed.

B. THERMODYNAMIC POTENTIAL–pH

DIAGRAMS

Predicting alloy corrosion requires information in two areas,

the expected state of the alloy (e.g., nonoxidized metal,

oxidized metal surface, oxide, and ion) and the rate at which

the alloy proceeds to that state. Thermodynamics can address

the first area. The potential–pH diagram originally developed

by Pourbaix [5] is a pictorial method of displaying metal

stability (the lowest free-energy state) as a function of

hydrogen ion activity (pH) and equilibrium potential (oxi-

dizing power). Though these diagrams tend to be used to aid

in explaining corrosion mechanisms by identifying possible

corrosion products, they nave an equally important ability to

act as corrosion “road maps.” If all components important to

corrosion are included and the thermodynamic data used

represent that expected for the interface and the reactions

occurring there (a nontrivial assumption), the diagrams can,

in principle, show under what circumstances of pH and

potential does corrosion not occur (region of immunity).

The diagrams show what pH and potential conditions might

cause the metal to transform to an ion (metal loss) or an

oxidized solid (possible passivity). The important point is

that corrosion penetration rates ofmicrometers per century or

kilometers per second would both be depicted as regions of

corrosion. Kinetic experiments are required to show what

would, indeed, happen. If themeasured corrosion rate is high,

the potential–pH diagram might provide guidance as to how

this rate might be suppressed (change pH, change potential,

change concentration, etc.). The diagrams tend to be gener-

ated for pure metals because appropriate thermodynamic

property values for alloys usually do not exist.

B1. Limiting Amount of Corrosion Testing

The ability of potential–pH diagrams to narrow the necessary

amount of corrosion testing is illustrated by the following

example [6]. The purpose of this discussion is to provide a

practical example of how potential–pH diagrams might be

applied to analyzing corrosion in a practical system. The

reader is strongly urged to consult the chapters on aqueous

thermodynamics and construction of Pourbaix diagrams

elsewhere in this book as well as the literature referenced

in [5] and [6] for further applications of this approach. The

question arose as to the lowest possible pH (greatest acidity)

titanium could withstand when exposed to a process stream

somewhat depleted in oxygen and containing a high
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concentration of sodium chloride, hydrochloric acid, and an

amino acid containing two carboxylic acid groups in addition

to the amine group. The equipment involved was made from

Unified Numbering System (UNS) R50400 (Grade 2 titani-

um). The temperature was 75�C (167�F). The only informa-

tion available was that below a certain pH titanium was

known to corrode catastrophically. The point at which such

corrosion begins to occur was unknown. With little a priori

knowledge, many costly experiments might have been run to

define the threshold pH. The situation is an excellent example

of where potential–pH diagrams can be most helpful in

providing the guidance to minimize the number and com-

plexity of the experiments.

Practical use of the potential–pH diagram requires place-

ment of the coordinate of hydrogen ion activity and equilib-

rium potential on the diagram. Though the abscissa is

actually the logarithm of the inverse hydrogen ion activity,

under most circumstances, that quantity is approximated

reasonably well by the measured pH of the solution. This

example is somewhat different. It is provided to summarize

one approach for estimating the “pH” under extremely acidic

conditions with a large amount of additional salt. In this case,

since the desire is to find the lowest pH or highest hydrogen

ion activity that titanium might withstand, some values of

hydrogen ion activity would be expected to be greater than

one meaning an effective pH< 0. Most hydrogen ion elec-

trodes have difficulty responding to the high concentrations

of hydrogen ion expected here (hydrogen ion molality be-

tween �1 and 10). Note that under these conditions the

activity of water may not be 1 or be independent of pH.

The hydrogen ion activity was estimated from the compo-

sitions of the solutions provided for this study. The method is

discussed indetail elsewhere [6] andonlyoutlinedhere togive

a flavor for the approach required because of space considera-

tions.Theexpectedprocess streams thatmight exist at various

levels of acidity were used to estimate the hydrogen activities

for each case. The only information known about the sodium

chloridewas that it was at saturation in all solutions, meaning

that not all of the material was in solution. The molality at

saturation was estimated for each solution using the correla-

tion of Potter and Clynne [7]. That reference should be

consulted for details on the procedure and equations. No

account was taken of possible “salting out.”

The organic acid was assumed to have a lowest acidity

constant equivalent to aspartic acid and iminodiacetic acid

(�1.9) [8]. The equations that relate the acid–base equili-

brium constants of water and the organic components to the

individual concentrations, the charge balance equation that

equates the sum of the concentration of positive and negative

charges, and the mass balance equations that relate the initial

and equilibrium concentrations of the components were

solved simultaneously for the hydrogen ion concentration.

Ideality was assumed for this portion of the calculation for

simplicity. The activity coefficient of hydrogen chloride in

these solutions was estimated by the methods outlined by

Kusik and Meissner [9] and should be consulted for details.

The carboxylate moiety on the organic acid was assumed to

affect activity coefficients in a manner similar to chloride.

Errors in the hydrogen activity are expected. But the effect of

those errors on the predictions by the potential–pH diagram

are somewhat deemphasized by the fact that the abscissa is

actually the logarithm of the hydrogen ion activity, not the

activity itself. The calculated activity is the abscissa portion

of the (hydrogen ion activity, potential) coordinate to be

placed on the diagram.

The corrosion potential is assumed in place of the equi-

librium potential for the potential portion of the coordinate

because of ease of measurement. This potential is usually the

only one available for placement on the diagram. Judging the

magnitude of the error introduced by this substitution is

impossible without knowing the electrochemical mecha-

nism. Once again, some solace can be gained by noting that

the voltage ordinate is actually a logarithm of the “electron

activity” so only the logarithm of the error is included in the

coordinate.

Figure 85.1 shows the calculated potential–pH diagram

for titanium at 75�C (167�F). Chloride ion activity was

assumed to be 10. Sources of the thermodynamic values for

the various compounds and the computer algorithm are

discussed in detail elsewhere [6]. The important point is that

the thermodynamic data for the hydrolysis products must be

self-consistent, that is, consistent with measured equilibrium

constants between various forms of the species. The coordi-

nates of pH and corrosion potential have been placed on

Figure 85.1. The diagram predicts that the coordinates for the

first three solutions lie in the region of stability of titanium

dioxide (TiO2), an oxidized solid. The coordinates for the last

two solutions lie in a region of stability of titanium as either

Ti3þ or TiCl2þ , both of which are ions. The results suggest
that exposure of titanium would be resistant to the first three

solutions because the solid oxide has the lowest free energy.

Dissolution of titanium might be expected in the last two

solutions since an ion (a soluble corrosion product) has the

lowest free-energy state. That metal dissolution occurs must

be verified experimentally.

As mentioned previously, the potential–pH diagram can

only answer the question, “Is corrosion possible?” The next

question is “What is the corrosion rate?” That can only be

answered by kinetic measurements. But the thermodynamic

prediction has greatly simplified the required experiments in

twoways. First, only the region� pH0needs to be examined.

Second, since an ion is expected, corrosion rates might be

expected to be large. Experiments of short duration might

suffice.

Static immersion tests were run in solutions similar to

those used in the calculation but concentrating in a narrower

region of acidity.As predicted, the original solution near pH2

showed effectively no corrosion. As the acidity increased
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above a hydrogen ion activity of 1, the corrosion rate

increased dramatically, rising from�0.025mm/year (1mpy)

at pH 0 to 2.5mm/year (100mpy) for a hydrogen ion activity

of 10. The conclusion is that in this situation a hydrogen ion

activity of between 1 and 2 is probably about the maximum

that can be tolerated before corrosion rates become exorbi-

tant. The important lesson from this exercise is that, while

thermodynamic potential–pH diagrams in and of themselves

cannot predict corrosion, they can provide experimental

guidance and some mechanistic understanding so that sub-

sequent experimentation is simplified and more effective.

B2. Thermodynamic Calculations

Before leaving this subject, mention should be made of the

ease with which these diagrams can be constructed and how

they can be modified for a given situation. With respect to

construction, computer algorithms are available either in the

literature (see the chapter 7 on constructing Pourbaix dia-

grams in this volume and the discussion in [10]) or as “ready-

to-run” packages ([11] is one example). Reasonably self-

consistent thermodynamic databases have been compiled for

inorganic solids and ions [12–15]. Methods for ensuring that

the database used for the diagrams is self-consistent have

been described in detail [6]. For many simpler applications,

the database associated with the commercial software pack-

age is adequate. More recently, generation of potential–pH

diagrams has been shown to be feasible as a Web-based

application on the Internet [16]. This approach circumvents

existing compatibility issues that exist with present applica-

tions run on individual computer operating systems. By using

the Web browser, generation of the diagrams becomes

FIGURE 85.1. Potential–pH diagram of titanium at 75�C. All dissolved titanium species are at 10�6

activity. Chloride ion is at an activity of 10. Symbols correspond to various pH values. Open symbols

correspond to no corrosion. Closed symbols correspond to corrosion. (From [6]. Copyright NACE

International. Reprinted with permission.)
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platform independent. This approach is probably the future

direction for many corrosion computer applications.

Often an environment of interest contains organic ions in

addition to inorganic species.Databases for stability constants

of metal and organic ion adducts exist [8]. The information in

these databases is usually adequate but is often incomplete. In

addition to using these sources, the user should perform a

literature search because new or updated data are continually

being published. These adducts can be incorporated in the

diagrams but to do so requires a minimal background with

thermodynamic theory and the understanding that thermody-

namic properties are a function of state, not path. This concept

enables data to be estimated by constructing “calculation

pathways” from initial reactants for which data are available

to final products for which data are not available. These

pathways may include virtual states as intermediate states.

The reason for using this approach is that, though acid–base

constants and stability constants are available for many or-

ganic and organometallic ions, the free energy of such species

is usually not available. These data can be obtained by

constructing the molecule in the “virtual” vapor state and

then moving from this vapor state to an ideal liquid state. One

such method described in detail elsewhere [6, 16, 17] utilizes

the fact that group contribution methods can be used to

estimate the free energy of the organic species in the vapor

state and in moving from the vapor state to the liquid state.

Then, the stability constants are used to estimate the free

energies of the various ions. This type of procedure is only

required when considering adducts between organic ions and

metals. The interested reader is directed to [6, 16, 17] for a

more thorough discussion of this methodology.

C. CYCLIC POTENTIODYNAMIC

POLARIZATION SCANS FOR PREDICTING

LOCALIZED CORROSION

The cyclic potentiodynamic polarization technique for cor-

rosion studies was introduced in the 1960s and refined

especially during the 1970s into a fairly simple technique

for routine use. It tends to bemost useful for the so-called self-

passivating alloys susceptible to localized corrosion such as

austenitic stainless steels, nickel-based alloys containing

chromium, and reactive alloys such as titanium and zirconi-

um. The technique is built on the idea that corrosion can be

predicted by observing the response to a controlled upset from

steady-state behavior. The upset can be created by application

of voltage or current. In most cases the voltage is ramped in a

cyclic manner from the corrosion potential and the character-

istics of the current generated during the cycle are used to

predict possible behavior at the corrosion potential.

The voltage applied between an electrode made from the

alloy under study and an inert counter electrode is ramped at a

continuous, often slow, rate relative to a reference electrode

using a potentiostat. The voltage is first increased in the

anodic or noble direction (forward scan). The voltage scan

direction is reversed at some chosen current or voltage and

progresses in the cathodic or active direction (backward or

reverse scan). The scan is terminated at another chosen

voltage, usually either the corrosion potential or some po-

tential active with respect to the corrosion potential. The

potential at which the scan is started is usually the corrosion

potential measured when the corrosion process reaches

steady state. Sometimes the sample has to be immersed in

the environment for 24 h or more for the potential to become

constant indicating steady state. The corrosion behavior is

predicted from the structure of the polarization scan. An

American Society for Testing and Materials (ASTM) stan-

dard exists for this procedure [18] though the procedure as

outlined there is not the only or even necessarily the best way

to generate the polarization scan in all situations. Several

vendors offer softwarewith their potentiostats that enable the

scans to be generated automatically under computer control.

Though the generation of the polarization scan is simple,

its interpretation can be difficult. The interpretation is derived

from the relationship between the current and voltage and

differences in that relationship between the forward and the

reverse portions of the scan. Certain characteristics were

identified as being important very early in the development of

this technology. Characteristic potentials identified as im-

portant for determining the propensity for localized corro-

sion were the “protection” or “repassivation” potential and

“pitting” potential [19]. Over the years, investigators have

reexamined this technique to determine the relevancy of

these and other parameters for the routine prediction of

localized corrosion. The practitioner should note that these

parameters have not been theoretically derived and so

are empirical in nature. For example, as discussed later, the

critical pitting potential and the repassivation or protection

potentials are not fundamental properties but can changewith

such experimental variables as scan rate and point-of-scan

reversal. Pitting may be observed at potentials below the

measured pitting potential. This empiricism does not mean

that the technique is not useful for practical corrosion

screening. What the empiricism does mean is that care is

required to ensure that experimental variables are chosen so

that differences among polarization scans reflect actual

differences in corrosion behavior. No single set of experi-

mental parameters can be recommended though guidelines

can be given. The following discussion is meant to provide

background so that the practitioner can make his/her own

procedure relevant to the system under study.

The polarization scan should not be used to estimate the

general or uniform rate of corrosion. Making such an esti-

mate from polarization scans would usually require the

assumption of a mechanism and the curve fitting of the scan

to equations describing that mechanism over a significant

potential range (e.g., several hundred millivolts). Assuming
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that the corrosion mechanism does not change over this

potential range may not be valid. Better technologies exist

for estimating corrosion rates (e.g., electrochemical imped-

ance spectroscopy, polarization resistance technique, and

coupon immersion testing).

C1. Features Used for Interpretation

The features used for the interpretation should be consistent

across a broad range of alloys and conditions assuming that

the experiments are run properly. Table 85.1 shows five such

generally applicable features. That these features provide

such consistency is supported by the successful development

of an expert system inwhich the scan features could be trained

to predict the type of corrosion by an artificial neural net-

work [20]. Such training would be possible only if the “input”

features and “output” corrosion are internally consistent. The

work originated from the realization that interpretation of

polarization scans is akin to recognizing the pattern that the

polarization scan presents and from which the interpretation

is made. The features listed in Table 85.1 provide much of the

necessary consistency between observation and prediction

and were those that enabled the artificial neural network to

be trained with reasonable success. The features cannot be

used separately. Only when used together and generated

under a consistent set of conditions do they present the

pattern that is interpretable. Also, the values of some of the

features can be a function of experimental variables as

discussed later. Care is required to maintain consistency

across polarization scans when screening corrosion.

Figures 85.2–85.5 show some generalized polarization

scans that are often observed in practice with the features

listed in Table 85.1 labeled on them. These figures represent

different types of corrosion phenomena as discussed in

their captions. The figures are drawn assuming an arbitrary

minimum recorded current (e.g., 0.1mA/cm2) that could

lie above the actually measured minimum current (e.g.,

0.01mA/cm2) sometimes observed in an experiment. Hence,

the lowest current portion of the scanmay sometimes overlay

the voltage axis. Some of the features that were found to be

relevant are shown on the figures.

The methodology for choosing the values of these

parameters is described in detail elsewhere [21] and is

summarized here. The propensity for localized corrosion in

the form of pitting and crevice corrosion may be deduced by

proper consideration of the parameters shown in Table 85.1.

The relative position of the “pitting” and “repassivation”

potentials with respect to the corrosion potential is one

important observable. For this reason, the scan should be

started from the corrosion potential when steady state has

been established, which may take at least 24 h. A traditional

interpretation is that pitting would occur if the hysteresis

between the forwardand reverse scanappears as inFigure85.2

and the corrosion potential is�100–200mVmore active than

or is anodic (noble) with respect to the pitting potential.

Preformed pits (e.g., crevices) might be expected to activate

andgrow if the corrosion potential lies between the pitting and

repassivation potentials. The alloywould be expected to resist

localized corrosion if the corrosion potential lies cathodic

(active) with respect the repassivation potential or if the

polarization scan appears as in Figure 85.3. A useful rule-

of-thumb is to require that the corrosion potential be some

value (e.g., 200mV) more active than the repassivation

potential for the risk of crevice corrosion to be negligible.

In that case, the pittingpotential either should not be present or

should be somewhat more noble (e.g., 100–200mV) to the

repassivation potential. These rules of thumb are recom-

mended because of the influence that experimental variables

can have on the value of the repassivation potential.

The pitting potential is a function of the scan rate,

becoming less noble (more active) as the scan rate is de-

creased. The difference between the pitting potential and

repassivation potential has been found at least in some

environments to be a measure of the extent of crevice

corrosion suffered by the electrode [22]. Extrapolation of

reported results suggests that at low scan rates the pitting

potential and repassivation potential approach each

other [23]. Such convergence suggests that the repassivation

potential and pitting potential might become equal at zero

scan rate. This concept has not been proven. The concept

does imply that the corrosion predictions deduced from such

measured repassivation potentials would be conservative.

The practical conclusion is that the scan rate should be as

slow as possible, consistent with the timing required to obtain

an answer. Often 0.5mV/s is a reasonable choice.

The hysteresis refers to a feature of the polarization scan in

which the forward and reverse portions of the scan do not

overlay each other. The hysteresis is shown in Figures 85.2

TABLE 85.1. Features for Interpreting Polarization Scansa

Feature Value or Quality of Feature

Repassivation or protection potential (repassivation potential� corrosion potential)

Pitting potential (pitting potential� corrosion potential)

Potential of anodic-to-cathodic transition on reverse portion of scan (potential of anodic-cathodic transition� corrosion potential)

Hysteresis Positive, none, negative

Active–passive transition Present, absent

aSee [21].
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and 85.3 and is created by the current density difference

between the forward and reverse portions of the scan at the

same potential. The difference is a result of the disruption of

the passivation chemistry of the surface by the increase in

potential and reflects the ease with which that passivation is

restored as the potential is decreased back toward the

corrosion potential. For a given experimental procedure,

the greater the current on the return portion relative to

the forward portion, the greater the disruption of surface

passivity, the greater the difficulty in restoring passivity, and,

usually, the greater the risk of localized corrosion. This

type of hysteresis is labeled in this chapter as “negative

hysteresis.” Figure 85.2 shows negative hysteresis. In this

case, the current decreases much more slowly during the

FIGURE 85.2. Typical potentiodynamic polarization scan for an alloy suggesting a significant risk

of localized corrosion in the form of crevice corrosion or pitting depending on relative values of

characteristic potentials. General corrosion is not likely. (From [21]. Copyright NACE International.

Reprinted with permission.)

FIGURE 85.3. Typical potentiodynamic polarization scan for a completely passive alloy suggesting

little risk of crevice corrosion, pitting, or general corrosion. (From [21]. Copyright NACE Interna-

tional. Reprinted with permission.)
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reverse scan and indicates an alloy that has difficulty in

repassivating. Such behavior often suggests a lack of resis-

tance to localized corrosion. In many experiments involving

passive alloys, the voltage is ramped until the pitting poten-

tial is exceeded. Figure 85.3 shows the opposite type of

hysteresis labeled as “positive hysteresis.” In this case, the

current decreases very rapidly during the reverse scan and

indicates an alloy that passivates very easily. Such behavior

often suggests a resistance to localized corrosion. Such

localized corrosion is not expected in the absence of the

type of hysteresis as shown in Figure 85.4. Such a polariza-

tion scan often indicates an active surface with a possibly

large corrosion rate. The corrosion rate should be determined

by the techniques listed previously.

The active–passive transition or “anodic nose” reflects the

characteristic in which the current increases rapidly with

increasing potential in the anodic direction near the corrosion

potential, goes through amaximumvalue, and then decreases

to a low value. Iron or some austenitic alloys may demon-

strate this type of behavior in acidic environments, for

FIGURE 85.4. Typical potentiodynamic polarization scan for an alloy that might suffer general

corrosion, possibly at a nigh rate of penetration. (From [21]. CopyrightNACE International. Reprinted

with permission.)

FIGURE 85.5. Typical potentiodynamic polarization scan for an alloy that has easily oridizable/

reducible surface species andmight not be passive at the corrosion potential. General corrosionmay be

measurable. (From [21]. Copyright NACE International. Reprinted with permission.)
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example. The decrease in current may suggest an alloy

surface undergoing some type of passivation process or

valency change (FeII to FeIII) as the potential is increased.

Figure 85.5 shows such an example. This feature often

implies that the alloy has a finite, possibly small, general

corrosion rate at the corrosion potential.

The “anodic-to-cathodic transition potential” at which

current changes from anodic to cathodic current during the

reverse portion of the scan is assumed to be the potential of

the anodic-to-cathodic transition. The difference between

this potential and the corrosion potential is an additional

feature useful for screening. If the polarization scan appears

as in Figures 85.2 and 85.3, this potential still exists, but the

current at the transition is lower than the lowest recorded

value of the current density. Under these circumstances, this

potential might be assumed to be the potential at which

the cathodic current rises above the lowest recorded value.

Note that in Figure 85.5 the feature labeled as anodic nose

might not appear. Since this feature results from a potential

induced change in surface chemistry that makes the alloy

surface suddenly more passive, it often is further evidence of

a somewhat easily reducible surface.

The difference between this anodic-to-cathodic transition

potential and the corrosion potential would provide an addi-

tional indication of persistence of passivity. In alloys that can

passivate either by a change in oxidation state (ferrous to

ferric) or a change in the passive layer (greater enrichment of

chromium oxide, e.g.), polarization to mare noble potentials

relative to the corrosion potential might place the surface in a

more passive state than at the corrosion potential, at least until

the transpassive region is reached. If in the reverse scan this

potential is cathodic or active with respect to the corrosion

potential, the suggestionwouldbe that passivitypersists as the

scan returns through the corrosion potential (Figs. 85.2

and 85.3). Following that reasoning, the passive layers that

would normally develop on the alloy in the environment

would be considered to be very stable. General corrosion

shouldbe low. If thispotential ismorenoble than thecorrosion

potential, the passive layers formed by oxidizing the surface

are not stable at the corrosion potential (Fig. 85.5). Under

these circumstances, the general corrosion rate should be

measured by the techniques mentioned before.

C2. Artifacts Introduced by Experimental Details

Numerous examples of how these polarization scans might

be used to predict localized corrosion abound in the litera-

ture [4, 21–27]. The technique can be used in the laboratory

or in actual process equipment. The reader is recommended

to read these and other references on how the technique has

been applied in practice. The focus here is on three exper-

imental artifacts that can arise even if the physical equipment

and cell arrangement are verified to be appropriate: excessive

resistivity in the fluid, inappropriate scan rate, and inappro-

priate point of reversal of the polarization scan.

C3. Solution Resistivity

The typical arrangement in an electrochemical cell is for the

sensing point of an external reference electrode to be brought

close to the working electrode by means of a Luggin–Haber

capillary [28]. A rule of thumb is that the sensing point can be

no closer than about two outer diameters of the capillary.

Sometimes, such close proximity is not possible. The po-

tentiostat can compensate for the voltage drop between the

counter electrode and the sensing point of the reference

electrode. The potentiostat is blind to the voltage drop

(resistance) between the sensing point and the working

electrode. This resistance includes the solution resistance,

anypassive film resistance, and the electrical resistance of the

electrode and leads. This uncompensated resistance may

change with changing applied potential.

Often in well-controlled corrosion studies the uncompen-

sated voltage drops are not significant enough to warrant

attention. But a large solution resistance might be encoun-

tered in routine corrosion testing where the practitioner

may have less control of the environment and possibly the

cell arrangement. The problems are that (1) the potential

affecting the alloy surface region can be different from the

potential applied by the potentiostat and (2) the effective

scan rate at the surface can be different from the scan rate

applied by the potentiostat [29]. If the uncompensated volt-

age drop becomes significant, these offsets can become so

large that they drastically affect scan appearance and the

subsequent interpretation. The applied potential (which is

plotted on the polarization curve) can become much greater

than the voltage that is affecting the corrosion processes (the

voltage that is assumed to be plotted on the polarization

curve). The applied scan rate can be much greater than the

effective scan rate. The differences will become larger with

increasing current.

An example can best show how this phenomenon might

manifest itself. A rotating-cylinder electrode was used to

assess the effect of velocity on corrosion of steel for a plant

solution of acetone cyanohydrin [30]. The solution conduc-

tivity was 100 mmho/cm. Mass loss of the electrode mea-

sured as a function of fluid velocity demonstrated that the

corrosion rate of steel in this environment was equal to the

mass transfer rate of iron from the surface, as shown in

Figure 85.6. Under these circumstances, the polarization

scans would have been expected to have an anodic current

density that increases with flow rate while maintaining a

constant primary passivation potential. Two of the polari-

zation scans as generated at different rotation rates are

shown in Figures 85.7 and 85.8.

In both figures, the mass transfer limiting current would

appear to be independent of rotation rate while the “mea-

sured” primary passivation potential seems to increase with

velocity (1.0 V at 500 rpm and l.8 V at 5000 rpm). These

observations are artifacts of the uncompensated resistance.

The voltage drop is so great that the compliance of
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FIGURE 85.6. Sherwood number versus Reynolds number relationship calculated from mass-loss-

derived corrosion rate of steel in process acetone cyanohydrin versus that expected in the rotating-

cylinder electrode apparatus.

FIGURE 85.7. Potentiodynamic polarization scan for steel in process acetone cyanohydrin at

500 rpm in rotating-cylinder electrode apparatus. (From [30]. Copyright NACE International.

Reprinted with permission.)
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the potentiostat has most likely been reached, limiting the

current. The observed primary passivation potential is a

function of rotation rate because the difference between the

applied potential and the potential driving the corrosion

process (the effective potential) increases with the increased

voltage drop caused by the increased rotation rate (increased

current). This point is confirmed by the independence of

the characteristic potentials found on the reverse portion of

the scan when the current densities are much lower. Had the

effect of uncompensated resistance not been realized, the

erroneous interpretation might have been that the corrosion

rate is not sensitive to fluid velocity and the passivation

mechanism depends on velocity.

C4. Scan Rate

The rate at which the potential is changed, the scan rate, is an

experimental parameter over which the user has control. If

not chosen properly, the scan rate can alter the scan and cause

a misinterpretation of the features. The problem is best

understood by picturing the surface as being modeled by a

simple resistor and capacitor in parallel. As an example, the

capacitor could represent the double-layer capacitance and

the resistor could represent the polarization resistance

(inversely proportional to the corrosion rate). The goal is

for the polarization scan rate to be slow enough so that this

capacitance remains fully charged and the current/voltage

relationship reflects only the interfacial corrosion process at

every potential. If not, some of the current being generated

would reflect charging of the surface capacitance in addition

to the corrosion process. The result is that the measured

current would be greater than the current actually generated

by the corrosion reactions. The measured current would not

reflect the corrosion process.

The question is, “What is that proper scan rate?” No

recognized method exists to estimate this scan rate because

the capacitance and resistance would be functions of the

applied voltage and change during the course of the scan.

But an estimate can be derived using the premise that the scan

rate (rate of change of voltage) is analogous to a frequency at

FIGURE 85.8. Potentiodynamic polarization scan for steel in process acetone cyanohydrin at

5000 rpm in rotating-cylinder electrode apparatus. (From [30]. Copyright NACE International.

Reprinted with permission.)
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every applied potential [31, 32]. That frequency must be low

enough so that the impedance magnitude (resistance) is

independent of frequency, as shown in Figure 85.9. Then,

the polarization or charge transfer resistance is being mea-

sured with no interference from the capacitance.

This rate might be estimated if the corrosion mechanism

can be modeled by circuit analogues. For example, if the

corrosion mechanism can be modeled as a resistor (solution

resistance) in series with a parallel combination of a resistor

and capacitor (polarization resistance and double-layer

capacitor, for instance), then the frequency corresponding

to the inflection or break point of Figure 85.9 can be

described by*

fb ¼ 1

4pRWCdl

1� 1

Rp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
p � 4RWRp � 4R2

W

q� �
ð85:1Þ

FollowingMansfeld and Kendig [32], to obtain a frequen-

cy in the horizontal portion of Figure 85.9, the frequency fb
in Eq. (85.1) should be divided by 10. That is, the applied

frequency should be about an order of magnitude lower than

the breakpoint frequency. The maximum scan rate is then

estimated by

Smax ¼ pVppfmax

� �
<

pVppfb

10

� �
ð85:2Þ

Table 85.2 shows estimated maximum scan rates for

several polarization resistance values, solution resistance

values, and capacitance values sometimes encountered.

For example, many passive alloys have estimated polariza-

tion resistance values of 104–106W�cm2 and capacitance

values of the order of 10–100mF/cm2. The estimates are

approximate. They do suggest that the maximum permissi-

ble scan rates at which the capacitive contribution is

eliminated are fairly low for very passive types of

alloy–environment interactions. Even scan rates as low as

TABLE 85.2. Example of Maximum Scan Ratesa

Solution

Resistance

(W�cm2)

Polarization

Resistance

(W�cm2)

Surface

Capacitance

(mF�cm2)

Maximum

Scan Rate

(mV/s)

10 103 100 5.1

10 104 100 0.51

10 105 100 0.05

10 106 100 0.005

100 103 100 6.3

100 104 100 0.51

100 105 100 0.05

100 106 100 0.005

10 103 20 25.

10 104 20 2.5

10 105 20 0.25

10 106 20 0.025

100 103 20 50.

100 104 20 2.6

100 105 20 0.25

100 106 20 0.025

aSee [21].

FIGURE 85.9. Impedance modulus plot for a simple parallel combination of resistor and capacitor

showing which elements contribute as a function of frequency.

* Parameters are defined in Section H.
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0.5mV/s suggested earlier as being reasonable may not

allow for complete charging of the surface capacitance.

This observation does not mean that the cyclic polarization

scans cannot be used for screening or that the scan rates

must be so low so as to make them impractical. What the

observation does mean is that the polarization scan is

probably not measuring only the charge transfer process.

From a practical standpoint, consistent interpretations can

still be made if the scan rates are kept low and the same

(e.g., 0.5mV/s) when screening alloys or environments

(with comparable uncompensated resistance).

C5. Point of Scan Reversal

The current density (potential) at which the polarization

scan is reversed can play a significant role in the appearance

of the polarization scan and the value of the repassivation or

protection potential. The reason is that the value of the

repassivation potential is dictated by the amount of prior

damage done to the passive surface. The farther the polar-

ization scan is generated in the anodic direction, the greater

tends to be the degree of upset of the surface region. The

influence of the point of reversal on repassivation potential

is especially pronounced if the pitting potential is exceeded

or some other electrochemical transformation is precipi-

tated, especially if it does not reflect the behavior at the

corrosion potential. The result can be an erroneous predic-

tion of corrosion behavior. There is no “best” recommen-

dation because the amount of upset of the surface required

for a prediction is somewhat dictated by the information

desired One rule of thumb that has been suggested is to

reverse the potentiodynamic polarization scan when

100 mA/cm2 is reached so that the surface is perturbed but

not overly perturbed [21]. As shown in the example below,

that rule of thumb cannot be followed blindly. Maintaining

a constant reversal point can be most important if alloys are

being screened in a constant environment or if a single alloy

is being evaluated across a number of environments but

the choice must be dictated by the environment and

application.

The following example shows how this artifact can affect

the polarization scan and the prediction from it [21]. The

polarization scan shown in Figure 85.10 was generated for

UNS N08825 during a test program in a low-pH (pH 1–2)

environment. The scan shows a large hysteresis with the

repassivation potential lying about 50mV more active

than the corrosion potential. The conclusion would be that

localized corrosion in the form of crevice corrosion has a

reasonable risk of occurring. No such attack was ever found

in practice, contrary to the prediction.

Figure 85.11 shows a polarization scan in the same

environment but generated so as to avoid potentials in the

region of the CrIII–CrVI transformation above the 0.8–1.0V

saturated calomel electrode (SCE) range as deduced from a

potential–pH diagram for chromium. This potential–pH

diagram was used because in the strongly acidic solution

UNS N08825, which has a fairly high bulk chromium

concentration, was believed to have a surface enriched

in chromium, a surface that might be modeled by the

FIGURE 85.10. Potentiodynamic polarization scan of UNS 08825

in process stream sample. Maximum potential and current density

at scan reversal are excessive for this system. (From [21]. Copyright

NACE International. Reprinted with permission.)

FIGURE85.11. Potentiodynamic polarization Scan ofUNS08825

in process stream sample.Maximumpotential and current density at

scan reversal are appropriate. (From [21]. Copyright NACE Inter-

national. Reprinted with permission.)

CYCLIC POTENTIODYNAMIC POLARIZATION SCANS FOR PREDICTING LOCALIZED CORROSION 1141



 

potential–pH diagram for chromium. Such oxidation of

CrIII to CrVI probably does not occur during normal exposure

of this alloy in this environment Excessive destruction

of passivity was circumvented by avoiding potentials

>0.8–1.0V. To avoid this region, the polarization scan had

to be reversed when the current reached �10 mA/cm2. In

Figure 85.11, the repassivation potential lies � 0.5V above

(more noble than) the corrosion potential. The prediction

from this polarization scan is that the alloy would not be

expected to suffer localized corrosion, a prediction in line

with observed behavior. This example shows that the pro-

cedure used for generating the polarization scan must be

consistent with the anticipated surface chemistry in the

application.

C6. Anodic Protection—An Application

of Potentiodynamic Polarization Scans

The potentiodynamic polarization scan can be used to esti-

mate if a technology called anodic protection might be used

for corrosion control. The principle of anodic protection is

straightforward. In certain alloy–environment systems, a

potential region exists anodic or noble with respect to the

corrosion potential such that if thevoltage is controlled in that

region the corrosion rate of the alloy can be drastically

reduced relative to what it is at the corrosion potential. This

technology has been applied to a number of practical sys-

tems [33]. The reader is encouraged to consult [33]. One very

common application is the protection of carbon steel and

stainless steel in various concentrations of sulfuric acid.

Anodic protection of tanks, heat exchangers, and piping

handling sulfuric acid is widely used. Several other examples

are protection of S31600 and S31700 in mixtures of acetic

acid and acetic anhydride, S32100 in phenol, various stain-

less steels in phosphoric acid, and mild steel in contact with

fertilizer solutions containing ammonium sulfate and

ammonium phosphate [34–36].

Figure 85.12 shows a hypothetical anodic or forward

portion of a potentiodynamic polarization scan for an alloy

that undergoes an active–passive transition as the potential

applied to it is increased. At the corrosion potential, the

corrosion rate can be estimated by means of a Tafel extrap-

olation [1] of the anodic and cathodic portions of the scan to

the corrosion potential, point A in Figure 85.12. This corro-

sion rate is shown as “corrosion current” on the figure. If the

potential is increased above the primary passivation poten-

tial, the current density decreases markedly to the value

marked “passive current.” The value of the passive current

may then become independent of potential over a fairly wide

potential range between points B and C on Figure 85.12. The

passive current can be several orders ofmagnitude lower than

the corrosion current (note that current is on a logarithmic

scale). The concept of anodic protection is to control the

potential of the alloy between points B and C.

The polarization scan illustrates some of the complica-

tions of anodic protection. Under steady-state conditions,

the current requirements can be very low as suggested by the

passive region BC in Figure 85.12. But if the alloy is initially

at the corrosion potential (point A), the current must follow

the curve as the potential is increased into the passive region

between points B and C. The required maximum current

density to establish steady state can be several orders of

magnitude higher than the steady-state current The practical

significance is that the power supply must be significantly

oversized relative to that needed to maintain the steady-state

current or the equipment to be protected must be prepassi-

vated or passivated at a lower temperature.

Under some conditions, the corrosion potential is noble

with respect to the primary passivation potential (B), lying

between points B and C. But the initial current is actually

greater than that found at steady state [37, 38] or greater than

that predicted from the polarization scan. The actual cause is

unknown. One theory is that in the case of sulfuric acid the

surface undergoes a reconstruction into, for example, an iron

oxide–iron sulfate matrix that ultimately functions to in-

crease electrical resistance across the interface. Nomatter the

FIGURE 85.12. Anodic portion of a potentiodynamic polarization

scan that shows an active–passive transition. The corrosion potential

is at point A. The passive region lies between points B and C.
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cause, this phenomenon translates into a required power

supply that is greater than that which would be deduced by

using the current between points B and C, the region of the

initial potential.

One last point should be mentioned. Anodic protection

might not be a viable corrosion control technology if the

polarization scan appears as in Figure 85.2. The reason is

that should the potential stray above the repassivation po-

tential crevice corrosion and ultimately pitting could result.

The best systems for which anodic protection might be

considered are those with polarization scans as shown in

Figures 85.3 and 85.5. Longer term controlled potential tests

must be used to ensure that all currents used for specifying

electronic equipment are at steady state.

D. POLARIZATION RESISTANCE
TECHNIQUE FOR CORROSION

PREDICTION

Predicting rates of general corrosion is far easier than pre-

dicting the risk of crevice corrosion or pitting. Several

electrochemical techniques are very useful in predicting such

corrosion rates. One such technique is the linear polarization

technique or, as it should be mere properly named, the

polarization resistance technique. The technique is rapid,

simple, and relatively inexpensive. It can be applied without

detailed knowledge of the controlling electrochemical para-

meters. The technique can be used in complex, poorly defined

electrolytes. The methodology for generating the potentio-

dynamic sweep in the vicinity of the corrosion potential

is adequately described in ASTM G59 [39]. This standard

provides a test circuit and standard solution useful for

determining if a setup is functioning properly. The name

“linear polarization technique” is actually a misnomer

because the inverse relationship between the polarization

resistance (slope of the voltage versus current curve at the

corrosion potential) and the corrosion current (corrosion rate)

exists even though the curve itself may not necessarily be

linear at the corrosion potential [40].

The polarization resistance technique is very well estab-

lished for routine use both for corrosion prediction and

corrosion monitoring. During routine use, the realistic

limit for corrosion rate estimation is about 0.001mm/year

(�0.1mpy) mostly because of limitations in estimating Tafel

slopes. Under quiescent conditions and with no outside

electrical or other interference, a polarization resistance of

greater than 106W�cm2may bemeasured reasonably reliably.

Such valueswould translate to corrosion rates of�10� 4mm/

year, or�0.01mpy. Reviews byMansfeld [40, 41] provide an

overview of the applications of this technique and assump-

tions inherent in its use. Sensors are available for online

corrosion monitoring [42] and are available from several

commercial suppliers.

D1. Assumptions Behind Corrosion

Rate Estimate

The data are usually analyzed by assuming that the relation-

ship between the current and voltage in the polarization curve

is given by

i

icorr
¼ exp

2:303ðV �VcorrÞ
ba

� �
� exp

�2:303ðV �VcorrÞ
bc

� �
ð85:3Þ

The corrosion current can be related to the Tafel slopes by

icorr ¼ 1

2:303Rp

	 
 ðbabcÞ
ðba þ bcÞ ð85:4Þ

No assumptions beyond fulfilling Eq. (85.3) are needed to

derive Eq. (85.4). The derivation of Eq. (85.4) is completely

mathematical. The assumption of linearity between voltage

and current is not needed [43]. Substituting Eq. (85.4) into

Eq. (85.3) enables Tafel slopes and the polarization resis-

tance to be extracted from a curve fitting of Eq. (85.3) to the

actual data.

As shown in Figure 85.13, the polarization resistanceRp is

the reciprocal of the slope of the polarization curve at the

corrosion potential when plotted with current density on the

ordinate and voltage on the abscissa. The polarization resis-

tance is inversely proportional to the corrosion current

density, which can be transformed to a corrosion or pene-

tration rate for uniform corrosion. From Eq. (85.4), all that

would be needed in principle to estimate the corrosion rate is

to have the values of the two Tafel slopes and the polarization

resistance, allmeasured at the corrosion potential.Thevalue

of the technique lies in the fact that, in most instances, the

method of making the measurement does not interfere with

the quantities being measured as long as the polarization is

in the vicinity of the corrosion potential (� �30mVor less

offset) and the measurement can be made very quickly,

usually in amatter ofminutes.Notice also that inFigure 85.13

the curve is not linear in the vicinity of the corrosion

potential. In addition, a polarization curve is symmetrical

in the vicinity of the corrosion potential only when the two

Tafel slopes are equal [40].

Using Eq. (85.3) to quantify the corrosion process and

estimate corrosion rates from a polarization curve, such as

that in Figure 85.13, requires assumptions such as those

summarized below:

1. The reaction rate (corrosion current) can be expressed

as being proportional to the exponential of the voltage

offset from the corrosion potential for one oxidation

(anodic) and one reduction (cathodic) reaction.
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2. Uncompensated resistance in the electrolyte is either

absent or much smaller than the polarization resis-

tance. The resistance estimated by the technique as the

polarization resistance contains all contributions to the

total resistance.

3. For the full form of Eq. (85.4) to be used, mass transfer

is not the controlling or rate-limiting step and both the

anodic and cathodic reactions are under activation

control. Otherwise, the Tafel slope corresponding to

the mass-transfer-controlled process is infinite. The

technique itself can still be used to estimate corrosion

rates under these circumstances. Nonlinear regression

of the combined Eqs. (85.3) and (85.4) would result

in an extremely large Tafel slope for the subprocess

under mass transfer control.

4. The corrosion potential does not lie close to the

reversible potentials for the oxidation and reduction

reactions. Being 25mV from the reversible potential

should be sufficient [43].

5. To estimate the rate of uniform corrosion from the

polarization resistance, the entire electrode surface

must function simultaneously as a cathode and an

anode. The anodic and cathodic reactions must not

occur on different sites. Otherwise, corrosion will be

localized and the corrosion rate calculated using

Eqs. (85.3) and (85.4) is not the rate of uniform

corrosion. If such localized attack is severe, themethod

might be used as a sensitive detector of such corrosion,

but that use is beyond the scope of this discussion [42].

6. No additional electrochemical reactions are

occurring.

Assessing how well these assumptions are fulfilled

requires some knowledge of the corrosion process. The

polarization resistance technique, like all electrochemical

techniques, cannot be used blindly. Fulfilling the above

assumptions means that using the polarization resistance

technique to estimate the corrosion rate is valid for that

corrosion process. Many practical systems are often poorly

characterized so assessing howwell these criteria are fulfilled

can be difficult. Some degree of imprecision must be asso-

ciated with the estimated corrosion rate under these condi-

tions. Additional sources of error can arise when the tech-

nique is applied in practice.

D2. Sources of Error

D2.1. Voltage Scan Rate. The rate at which the voltage

is ramped can affect the slope of the polarization curve at

the corrosion potential and, hence, the polarization

resistance [32, 40, 44] for the same reasons as discussed

previously with respect to the potentiodynamic polarization

scan.When one ramps the voltage in one direction (e.g., �20
to þ 20mV relative to the corrosion potential) and then in the

other direction (þ 20 to �20mV relative to the corrosion

potential), the two curves should overlay each other. Other-

wise, the slopeofeither curvemaynot represent the true slope.

If the scan rate is too large, these curves will not overlap. The

FIGURE 85.13. Theoretical polarization resistance curve showing the relationship between the

polarization resistance and die curve structure [44]. (Reprinted from Proceedings of the 1995 Water

Quality TechnologyConference, by permission. Copyright� 1996,AmericanWaterWorksAssociation.)
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methodology outlined with respect to Eqs. (85.1) and (85.2)

and as shown in Table 85.2 could be used to estimate the

maximum scan rate. Note that, as in the case of the potentio-

dynamic polarization scan, the applied potential may not be

equal to the effective potential if the scan rate is too high.

D2.2. UncompensatedSolutionResistance. The resistance

calculated from Eq. (85.4) is the sum of the actual polari-

zation resistance and the uncompensated resistance between

the sensing point of the reference electrode and the working

electrode. The lower the conductivity of the solution, the

greater the uncompensated resistance and the greater

the possible error in the estimated polarization resistance.

The slope of the polarization curve at the corrosion potential

as plotted in Figure 85.13 would make the estimated Rp too

large and the estimated corrosion rate too small. Often, the

resistance estimated at high frequency (e.g., several thousand

hertz) as measured by electrochemical impedance spectros-

copy can be used as the solution resistance. That number

would be subtracted from the measured polarization resis-

tance to provide the “true” polarization resistance.

D2.3. Nonlinearity in Vicinity of Corrosion Potential.
Sometimes, the slope of the voltage-versus-current curve in

the vicinity of the corrosion potential is assumed to be

independent of applied potential. Devices exist that apply

two voltages, one at �10 to �20mV and the other at þ 10

to þ 20mV, both relative to the corrosion potential. The

voltage difference is divided by the current difference and

the result is assumed to be the polarization resistance. Other

devices exist that measure the current at discrete voltage

increments and determine the curve by linear regression.

Figure 85.13 shows how a true polarization curve might

appear. For Eq. (85.3), the second derivative is not zero at the

corrosion potential so curvature of the polarization curve

might be expected at that point [43, 44]. The amount of

curvature will depend on icorr, which itself depends on the

Tafel slopes and polarization resistance. Invoking the as-

sumption of linearity where the curve is actually nonlinear

has been estimated to result in errors as high as 50% from this

source alone [40]. Such errors may be acceptable because

corrosion rates estimated from mass loss can also be in error

by 100%. During screening, rates differing by a factor of 2 or

3 may be considered to be the same. Then, linearity may be

assumed for simplicity. If more accuracy is needed, account

should be taken of the full nonlinearity in the polarization

curve near the corrosion potential. Curve-fitting by nonlinear

regression of the data against an equation such as (85.3) is

a reasonable way to extract the polarization resistance.

One straightforward way to curve fit the data is place the

voltage–current pairs into a spreadsheet program such as

Excel (trademark of Microsoft Corporation) and to subtract

the corrosion potential from the each voltage. If Excel is the

spreadsheet program, the option “Solver” can be used to

obtain the Tafel slopes and polarization resistance by

nonlinear regression of the data against Eq. (85.3) with

Eq. (85.4) substituted for the corrosion current.

D2.4. Errors in Tafel Slopes. A plethora of methods exist

for estimating the corrosion current (polarization resistance)

and Tafel slopes that do not assume linearity in the relation-

ship between voltage and current. A number of these meth-

ods have been developed that tend to use a regression against

the actual polarization curve to calculate the Tafel slopes and

the polarization resistance followed by calculation of the

corrosion current. Differences between actual and calculated

Tafel slopes can cause large errors in estimated corrosion

rates [45–47]. Regression techniques can sometimes lead to

nonunique solutions by locating a local and not a global

minimum in the response surface. Care must be used when

trying to extract the corrosion rates from the polarization

curve shown as in Figure 85.13. One simple technique useful

during screening is to assume that the corrosion current is

equal to the reciprocal of the polarization resistance multi-

plied by 0.025V [48].

D2.5. Varying Corrosion Potential. The corrosion poten-

tial is the potential of a corroding surface in an electrolyte

relative to a reference electrode measured under open-circuit

conditions. This potential is created by all of the electro-

chemical reactions occurring on the corroding surface. One

of the requirements of the polarization resistance technique is

that the electrochemical reactionsmust be at steady state or at

least constant during the measurement. Such a condition is

identified by a constant corrosion potential. If the corrosion

potential is varying, the current–voltage relationship defining

the polarization curve may not reflect the same corrosion

phenomena at all points of the curve.

D2.6. Nonuniform Current and Potential Distributions.
The Wagner number W is useful for qualitatively predicting

if a current distribution is uniform or nonuniform [44, 49].

The parameter W is dimensionless and is given by

W ¼ k
L

� � @V

@i

� �
ð85:5Þ

This number can be considered as the ratio of the resistance to

electron transfer across the interface to the resistance of the

solution. For practical purposes, Eq. (85.5) can be repre-

sented by

W ¼ Rp

RW
ð85:6Þ

One rule-of-thumb proposed is that if W is less than 0.1 the

current distribution is likely to be nonuniform unless

precautions are taken to ensure that the cell geometry is
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ideally symmetric [44]. The solution resistance will be the

dominant factor. In this case, the voltage must be corrected

for IR drops. Reference [50] provides a significant amount of

information on the measurement of and correction for the

uncompensated resistance.

D2.6.1 Example of Use of Technique (Nickel in Strong

Acid). The corrosion rate of nickel had to be estimated in

several strongly acidic phosphoric/phosphorous acid solu-

tions, the total acid content being�50wt%. The polarization

resistance method was used because of the ability of this

technique to provide corrosion rates fairly quickly as a

function of time over a 24-h period. Several solutions were

examined.

The procedurewas to scan the potential between � 20 and

þ 20mV at 0.1mV/s after about 1 h, after about 4 h, and

finally after 24 h of exposure. Voltage–current data were

recorded at every 0.2mV. The corrosion potential was stable

during the generation of replicates at each time period. In

several solutions, the potential did change by �50mVover

the 24-h period.

Figure 85.14 shows a typical polarization resistance plot

for these systems. One feature is that the curve is not

completely linear over this voltage range. Even between

�10 and þ 10mV, the curve is not completely linear. A

nonlinear regression routine was used to curve fit Eq. (85.3)

to the data in all cases. The two Tafel slopes and the

polarization resistance were used as independent variables

whose values were determined directly by the regression

analysis. A number of variations of this procedure have been

described in the literature [40, 41, 51–53]. A simple method

using a spreadsheet was briefly described in the previous

section. Corrosion rates calculated from these parameters

were compared to corrosion rates estimated from the mass

loss of the nickel electrode in each solution. This last

comparison is important because it provides a check against

the assumption that Eq. (85.3) is valid. An ASTM standard

provides a methodology for how to make such calculations

for all alloys [54]. Also, the electrode itself was examined

under a microscope for localized corrosion. If such appears,

the assumption about uniform corrosion might be violated,

providing another source of error.

Table 85.3 shows the calculated Tafel slopes and the

corrosion rates estimated from the regression analysis using

Eq. (85.3) and from mass loss. The Tafel slopes and polar-

ization resistance values were averaged across the runs over

the 24-h period because the corrosion rate did not change

over that period. The error shown is the standard deviation.

As shown in the first two cases, good agreement is possible

between corrosion rates calculated by mass loss and those

calculated from Eq. (85.4).

The difference between corrosion rates in the last two

cases touches on several areas that can contribute to errors.

First, the solution resistance was �1–2W�cm2 as measured

by electrochemical impedance spectroscopy at 5000 Hz. The

error introduced by ignoring solution resistance is very small

in the first two cases, but that error can account for at least

10% of the value in the last two. Second, though the standard

deviation in themeasurement of the polarization resistance is

only� 20% of the average value, the difference between the

FIGURE 85.14. Polarization resistance curve for nickel in a 50–60wt % mixture of phosphoric and

phosphorous acid.
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extremes in the polarization resistance (measurement þ
standard deviation) � (measurement � standard deviation)

is �100% for those two cases. Small errors in small polar-

ization resistance values can lead to large errors in estimated

corrosion rates. Third, the corrosion potential for those two

cases is about � 250mV (SCE), very close to the reversible

potential for hydrogen under the extremely acidic conditions.

Hydrogen evolution in the form of bubbles was observed,

suggesting that the corrosion potential might have been close

to the reversible potential for the hydrogen evolution reaction

in this system. Such proximity could have led to errors

because Eq. (85.3) would not have completely described the

electrochemistry [43].

D3. Steel in Inhibited Water System

(Effect of Experimental Artifacts)

In view of the plethora of literature on successful applica-

tions, a discussion showing the influence of experimentally

induced artifacts on the estimates may be useful. Reasonable

values of the polarization resistance may be obtained even if

the Tafel slope estimates are poor or if extraneous experi-

mental artifacts may be interfering with the measurement.

The results of a corrosion evaluation of steel (UNS G10180)

in the presence of aminotrimethylene phosphonic acid are

used for this purpose. Details of the techniques, materials

used, and results are given elsewhere [55]. The aqueous

environment was an aggressive water to which the phospho-

nate was added.

Figures 85.15–85.17 show polarization resistance curves

generated between � 20 and þ 20mV from the corrosion

potential as measured at the time the polarization was

performed. They were chosen because they demonstrate

different experimental problems that can arise because of

electrical interference. The scan rate was 0.1mV/s.

Figure 85.15 shows a polarization resistance curve for steel

generated under static conditions under mildly heated

conditions at 35�C. Figure 85.16 shows a polarization

TABLE 85.3. Nickel in Strong Acid Tafel Slopes, Polarization Resistances, and Corrosion Rates

Corrosion Rate (mm/year)

Solution

Tafel

Slope, ba (mV)

Tafel

Slope, bc (mV)

Polarization

Resistance (W�cm2), Rp Corrosion Current Mass Loss

1 47(�25) 65(�24) 83(�15) 1.55 1.80

2 62(�16) 82(�20) 116(�18) 1.58 1.62

3 50(�10) 54(�9) 24(�5) 5.03 22.3

4 59(�9) 44(�10) 16(�5) 7.30 29.5

FIGURE 85.15. Polarization resistance curve for steel in aggressive water with 50 ppm DEQUEST

2000 at 32�C under state conditions [44]. (Reprinted from Proceedings of the 1995 Water Quality

Technology Conference, by permission. Copyright � 1996, American Water Works Association.)

POLARIZATION RESISTANCE TECHNIQUE FOR CORROSION PREDICTION 1147



 

resistance curve for steel under dynamic conditions of 200

rpm using a rotating-cylinder electrode at 35�C (95�F).
Figure 85.17 shows a polarization resistance curve for steel

under dynamic conditions of 200 rpm using the same

rotating-cylinder electrode but at 80�C (144�F). No attempt

was made to compensate for solution resistance or to isolate

the electrical interference.

The polarization curve was fit by computer to Eq. (85.3)

using nonlinear regression. Table 85.4 lists the anodic

and cathodic Tafel slopes ba and bc and the polarization

resistance, Rp calculated from these curves. Tafel slopes

in the range of 30–120mV can be explained theoreti-

cally [40, 41] in terms of single electrochemical processes

that allow for the application of Eqs. (85.3) and (85.4).

Values much beyond this range raise warning flags. In the

case of mass transfer control, one of the Tafel slopes

should be infinite.

In terms of the values in Table 85.4, the anodic Tafel slope

corresponding to the curve calculated in Figure 85.15 is

reasonable. The cathodic Tafel slopemost likely corresponds

FIGURE85.16. Polarization resistance curve for steel in aggressivewaterwith 50 ppmDEQUEST2000

at 35�C at 200 rpm in rotating-cylinder electrode [44]. (Reprinted from Proceedings of the 1995 Water

Quality TechnologyConference, by permission. Copyright� 1996,AmericanWaterWorksAssociation.)

FIGURE 85.17. Polarization resistance curve for steel in aggressive water with 50 ppm DEQUEST

2000 at 80�C at 200 rpm in rotating-cylinder electrode [44]. (Reprinted from Proceedings of me 1995

Water Quality Technology Conference, by permission. Copyright � 1996, American Water Works

Association.)
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to the mass-transfer-controlled process of oxygen reduction

under the static conditions in the aerated, inhibitedwater. The

appearance of the small sinusoidal variation superimposed

on the curve in Figure 85.16 can make estimating the Tafel

slopes and polarization resistance more difficult. In addition,

the polarization resistance values are larger, suggesting a

lower corrosion rate than above. Figure 85.17 shows the

effects of still greater noise on the estimation of the Tafel

slopes. Assuming the 25-mV proportionality, a polarization

resistance of >104W�cm2 corresponds to a corrosion rate of

under 2.5� 10� 2mm/year (1mpy). The anodic Tafel slopes

estimated from Figure 85.16 and especially Figure 85.17

are large.

The corrosion currents estimated using the Tafel slopes

are much greater than the corrosion currents of 10� 6 A/cm2

suggested by the polarization resistance values. The differ-

ence clearly shows that one should not curve fit Eq. (85.3)

to experimental data or substitute calculated Tafel slopes

into Eq. (85.4) blindly. The practitioner should ensure that

experimental artifacts are not interfering with the

measurement.

One additional question is, “Are large errors in the

estimated Tafel slopes necessarily associated with large

errors in the polarization resistance?” The polarization

resistance estimated using the polarization resistance tech-

nique was compared to that estimated from electrochemical

impedance spectroscopy. The impedance spectra were

generated on the same electrode used for the polarization

resistance measurements. The analysis is described in detail

elsewhere [55]. The results in Table 85.5 show that the

polarization resistancevalues are in good agreement between

the two techniques even though the Tafel slopes might be in

error. Though significant error can be associated with Tafel

slope estimates, the polarization resistance values may be

reasonably accurate.

Changes in the polarization resistance may themselves be

used as indicators of changes in the corrosion rate. Assuming

a constant Tafel constant B [calculated as (1/2.303)[babc/

(ba þ bc)] provides a reasonable way of estimating a corro-

sion rate. The value of 25mV is a reasonable average value

(�15mV) to use [40]. This approach has been used in

commercial instruments using this technique for corrosion

monitoring. Corrosion rates calculated by this method

can differ from that calculated from mass loss by greater

than a factor of 2.

TABLE 85.4. Electrochemical Parameter From Curve Fit of

Figures 85.14–85.16

Polarization
Tafel Slopes (V)

Figure

Number

Resistance

(W�cm2) Anodic (ba) Cathodic (bc)

85.15 3.01� 103 9.3� 10� 2 1.5� 107

85.16 6.14� 103 2.9� 10� 1 2.3� 105

85.17 1.44� 104 8.5� 106 1.8� 109

TABLET 85.5. Comparison of Polarization Resistance Measurementsa

Estimated Polarization Resistance (W�cm2)

Environment and Temperature

Rotation

Rate (rpm) Impedance dc Polarization

Uninhibited, 35�C 200 8.78� 102 (2 time constants) 9.30� 107

200 7.63� 102 (2 time constants) 7.95� 102

200 7.55� 102 (2 time constants) 1.02� 102

200 1.18� 103 (2 time constants) 1.02� 102

Uninhibited, 80�C 200 2.05� 102 1.87� 102

200 2.32� 102 2.08� 102

1000 1.38� 102 1.28� 102

200 2.15� 102 2.15� 102

30 ppm DEQUEST 2000, 35�C 200 1.16� 104 1.13� 104

200 1.78� 104 1.44� 104

1000 2.02� 104 1.68� 104

200 2.52� 104 1.72� 104

1000 2.43� 104 1.89� 104

30 ppm DEQUEST 2000, 80�C 200 3.11� 104 3.75� 103

200 1.12� 104 6.14� 103

1000 1.33� 104 6.59� 103

200 1.43� 104 7.18� 103

1000 1.17� 104 6.36� 103

aSee [55]. Results correspond to exposure at increasing times. The first 200 rpm result is after 3–5 h of exposure. Afterward, spectra were generated at 200 rpm

every 24 h. The spectrum at 1000 rpm was generated 1 h after the preceding spectrum at 200 rpm.
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E. CORROSION PREDICTION USING

ELECTROCHEMICAL IMPEDANCE

SPECTROSCOPY

Electrochemical impedance spectroscopy (EIS) has become

a routine tool for practical corrosion prediction. A number of

reviews and tutorials have been written discussing the ex-

perimental setup,methodology formaking themeasurement,

and methods for analyzing the data [4, 56–62]. Generating

the spectra is now very easy with several “turnkey” com-

mercial systems available. Some types of electrical interfer-

ence as shown with the polarization resistance technique can

havemuch less influence on the EISmeasurement, especially

when a good frequency response analyzer is used. Several

software packages are available for fitting the spectra to

analogous circuits [63, 64], a technique often used to

analyze the data, and others have been reported in the

literature [65, 66]. The technique has been established to

the point that an ASTM standard has been written to provide

the practitioner with a test method for ensuring that the

electronic equipment, algorithm for generating the imped-

ance spectra, and electrochemical cell are functioning prop-

erly [67]. This standard is geared to relatively low values of

the polarization resistance so it may not be appropriate for

ensuring that the equipment can examine coatings or other

systems exhibiting an extremely high impedance.

The areas that have been demonstrated as appropriate for

using EIS for corrosion measurements are:

Rapid estimation of corrosion rates (within 30min to 24 h)

Estimation of extremely low corrosion rates and metal

contamination rates (<10� 4mm/year, <0.01mpy)

Estimation of corrosion rates in low-conductivity media

Rapid assessment of corrosion inhibitor performance in

aqueous and nonaqueous media

Rapid evaluation of coatings

Following are examples of practical applications of EIS

encountered in industry. The emphasis is on situations in

which either the environment is poorly defined or charac-

terization of the corrosion mechanism could not be done

beyond that needed for making a practical prediction.

Application of EIS to coatings is not being considered in

this section. References [58, 60] and [68–73] are provided as

places to start for information on coating evaluation.

E1. Validity of Impedance Spectra

Before attempting to model impedance spectra, one must be

assured that the spectra themselves are valid. When a sine

wave is used as the perturbation, the relationship between the

current and applied voltage can be characterized by the ratio

between the amplitudes of the voltage and the current and the

phase shift between the rotating vectors which represent the

instantaneous voltage and current. These two quantities are

themodulus and phase shift of the vector (a complex number)

representing the impedance [56, 62]. In mathematical terms,

the impedance is a transfer function relating (the Laplace

transform of) a response (e.g., current) to (the Laplace

transform of) a perturbation (e.g., voltage). The transfer

function can only become an impedance when the following

four conditions are fulfilled [73]:

1. Causality: The response of the system must be a result

only of the applied perturbation.

2. Linearity: The relationship between the perturbation

and response is independent of the magnitude of the

perturbation.

3. Stability: The system returns to its starting state after

the perturbation is removed.

4. Finite valued: The transfer function (impedance) must

be finite as the frequency approaches both 0 and 1
and is continuous and finite valued at all intermediate

frequencies.

Causality is difficult to verify. Agreement with the results

in ASTM G-106 [67] to check equipment and algorithm

would provide confidence that the signals are not arising from

extraneous sources in the equipment and cell. Linearity is

very easy to verify. The impedance spectra should be inde-

pendent of the amplitude of the applied voltage (or current).

Generating spectra with excitation amplitudes greater and

less than that used and verifying that the modulus and phase

angle values extracted from the spectra do not change with

excitation amplitude at each frequency comprise the simplest

method for checking linearity. Stability can be verified by

generating spectra from high to low frequency and repeating

from low to high frequency. Since the lowest frequency takes

the longest to generate (e.g., 0.001Hz requires �15min for

the measurement), this frequency would have the greatest

chance of upsetting the system. If the spectra are the same,

stability has not been violated.

One of the techniques that has been proposed to validate

the polarization resistance is to use the Kramers–Kronig

transformations. They enable calculation of the real contri-

bution from the imaginary contribution and vice versa [74,

75]. In theory, as long as the four criteria cited above arevalid,

the contributions calculated by the transforms will equal the

real and imaginary contributions asmeasured. The calculated

and measured spectra will be identical. Unfortunately, if the

impedance measured at the lowest frequency is far from

the value that it would have at zero frequency and additional

time constants are present in that region, the transforms

cannot be applied easily [76]. Methods have been introduced

that help the practitioner to assess the error structure of the

measurement and give direction on the need to minimize
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stochastic “noise” and bias [77]. The reader is directed to the

above references and those contained in those articles for

more information about these techniques.

E2. Modeling of Impedance Spectra

Typically, the impedance spectra are modeled by assuming a

circuit made up of resistors, capacitors, and inductors and

then fitting that circuit to the spectra to extract values of the

circuit elements. The values may then be related to physical

phenomena to try to verify that the circuit model is a

reasonable representation of the corrosion process. A con-

stant-phase element is often introduced in the imaginary

(capacitance) terms. It has the form A(jw)a. Some workers

have tried to relate A to a capacitance and a to a degree of

surface roughness or cell geometry. From a practitioner’s

standpoint, the constant-phase element serves as a way of

ensuring that the capacitive contributions fit the data. From a

mathematical standpoint, this parameter is actually two

adjustable parameters, A and a.
Nonlinear regression is used to curve fit the analogous

circuit model to the spectra. Caremust be taken to ensure that

the number of circuit elements (independent variables) does

not exceed the number of data points or even approach the

number of data points. Usually, the simpler the model that

fits the data, the more likely it represents the physical

process. Two types of circuits that are often used to fit

spectra are shown in Figure 85.18 [(1) and (2)]. The first

analogous circuit represents a single charge transfer reac-

tion. The second represents an imperfectly covered electrode

as might be found with an inhibitor, an adsorbed interme-

diate, or an imperfect coating. Pseudoinductance will be

discussed in a later example. Note that the maximum number

of adjustable parameters is kept small so that agreement

between calculated and measured impedance spectra

would hopefully reflect the adequacy of the model. Four

adjustable parameters are present in the first model and seven

in the second.

A word of caution is in order. The tendency might be to

assume that good agreement between the measured imped-

ance spectrum and that calculated from the modeling circuit

means that the model used is the best representation of

the corrosion process and provides an explanation for it. One

cannot, however, assume the uniqueness of a circuit model

merely on the basis of a good fit with the observed spectrum.

Tables of mutually degenerate networks exhibiting identical

total impedance over the entire frequency spectrum have

been published [78]. These provide insight into the large

number of circuits that can produce the same spectrum.

Another reason for two analogous circuits seeming to fit

the same spectrum is that signal noise can sometimes prevent

nonlinear regression from differentiating between two

models because of the structure of the equations used for

the models [79]. This phenomenon was recently

demonstrated for the second and third models in

Figure 85.18. Both models were curve fit to the same data

using EQUIVCRT [63]. The resulting values for the ele-

ments are shown in Table 85.6. Both models yielded the

same element values. Figures 85.19(a) and (b) show the

measured and calculated impedance spectra from the two

circuits. The reason for the similarity can be found by

examining the structure of the equations for the two circuits.

The equation for circuit 2 is

Z ¼ RW þ R1R2Q1 þR1Q1Q2 þR2Q1Q2

R1R2 þR1Q2 þR2Q2ð1þQ2=Q1ÞþQ1Q2

� �
ð85:7Þ

and for circuit 3 is

Z ¼ RW þ R1R2Q1ð1þQ2=Q1ÞþR1Q1Q2 þR2Q1Q2

R1R2 þR1Q2 þR2Q1 þQ1Q2

� �
ð85:8Þ

The only difference between these two equations is the

location of the term 1 þ (Q2/Q1). If Q2/Q1� 1, then the

term is’ 1. The magnitude ofQ is the inverse of the value of

A reported in Table 85.6. In this example, the quotient

A1/A2¼ 0.017, a number � 1. Since the experimental data

have scatter, the effect of the small quotient is probably

buried in the numerical “noise” of the regression. The

FIGURE 85.18. Simple circuit models for analyzing EIS spectra:

(1) single-resistor and constant-phase element in parallel, (2) nested

parallel combination of resistors and constant-phase elements, and

(3) series of two parallel combinations of single-resistor and con-

stant-phase element. See discussion for meaning of models.
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conclusion is that large differences in the values of the

constant-phase elementsmay lead to difficulty in distinguish-

ing the goodness of fit between two models even if the two

models are not degenerate.

E3. Example of Pseudoinductive Behavior

Impedance spectra possessing pseudoinductive characteris-

tics have been observed since about the time that the modern

version of the technique was reported for corrosion predic-

tion. Such behavior is characterized by a portion of the

impedance spectrum appearing in the fourth quadrant when

plotted in Nyquist format or when the impedance modulus

decreases at low frequency coupled with negative phase

angles when plotted in Bode format.

Deducing corrosion mechanisms in the presence of this

behavior is controversial and requires care because phe-

nomena other than corrosion might be causing the effect.

For example, impedance spectra for iron in 1M sulfuric

acid with small amounts of propargyl alcohol exhibited such

pseudoinductive behavior [80]. Later, this behavior was

shown to be a result of a nonlinearity in the response to

FIGURE 85.19a. Measured EIS spectrum versus that calculated using circuit 2 in Fig. 85.18 and

parameters from Table 85.6. (From [79]. Copyright NACE International. Reprinted with permission.)

TABLE 85.6. Values for Circuit Elements in

Eqs. (85.7) and (85.8)a

Circuit Element Value

Rs (W�cm2) 1.14� 10

R1 (W�cm2) 1.87� 102

A1 (F/cm
2) 1.04� 10� 4

a1 8.88� 10� 1

R2 (W�cm2) 3.72� 104

A2 (F/cm
2) 6.12� 10� 3

a2 8.91� 10� 1

aSee [79].

FIGURE85.19b. MeasuredEIS spectrumversus that calculated using circuit 3 in Fig. 85.18 and parameters

from Table 85.6. (From [79]. Copyright NACE International. Reprinted with permission.)
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the voltage perturbation [81]. An irreversible desorption of

the inhibitor occurred in the vicinity of the corrosion

potential [82]. This particular system violated the criteria

of linearity and stability. The pseudoinductive behavior was

caused by violation of two of the criteria required for the

quotient of the applied voltage divided by the measured

current to be the impedance.

Corrosion rates estimated from the low-frequency limit of

the impedance modulus might be in significant error because

the decrease in the modulus can be large when pseudoin-

ductive behavior is observed. An example of the care

required is shown in the following example. In this case,

an estimate of the corrosion rate was needed for steel

handling awaste stream containing iminodiacetic acid which

could form complexes with steel under process condi-

tions [83] Figures 85.20(a) and (b) show a typical impedance

spectrum from that study. The spectra were analyzed using

Eq. (85.9)

Z ¼ RW þ 1

Rt

ð1þð jwt1ÞaÞþ 1

rð1þ jwt2

� �� 1

ð85:9Þ

FIGURE 85.20a. The EIS spectrum of waste stream demonstrating pseudoinductive behavior.

Spectrum generated at 5-mV perturbation peak height. (From [83]. Copyright NACE International.

Reprinted with permission.)

FIGURE 85.20b. The EIS spectrum of system in Fig. 85.19(a). Spectrum generated al 2-mV

perturbation peak height. (From [83]. Copyright NACE International. Reprinted with permission.)
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This equation was proposed to describe the impedance of

iron in a solution containing 0.1M sulfuric acid and 0.9M

sodium sulfate [84]. The derivation of Eq. (85.9) assumed

that an adsorption process with electron transfer at equilib-

rium preceded the rate-determining step. Note that this

analysis uses an equation different from that in the more

generally available software. Such an approach does not

mean the available software cannot be used for analyzing

impedance spectra with pseudoinductive behavior. The ex-

ample does indicate that, at times, the practitioner should

look beyond that software.

Verifying that the criteria of stability and linearity are not

violated is needed before attempting to use the spectra to

estimate corrosion rates. Three additional experiments were

run to aid in verifying that this behavior is real and EIS could

be used to estimate corrosion rates in this system:

1. Figure 85.20a) was generated using a voltage pertur-

bation of 5mV. Additional spectra were generated at

2- and 10-mV perturbations. Figure 85.20b) shows

that pseudoinductance of the same magnitude was

observed even at the lowest amplitude. This agreement

implies linearity.

2. Polarization resistance measurements were made at

the same time. The polarization resistance estimated

by curve fitting Eq. (85.3) to the current–voltage data is

compared in Table 85.7 to the resistance Rt obtained

using Eq. (85.9). The agreement is consistent with

fulfilling the stability criterion at least to a frequency

of �0.001Hz, equivalent to a scan rate of �0.1mV/s

according to Eq. (85.2).

3. The experiments were run over a 24-h period and the

corrosion rates were such that mass loss was measur-

able. Then corrosion rates calculated from the EIS

analysis could be compared to those calculated from

mass loss. The corrosion rate was estimated bom EIS

by time averaging the individual corrosion rates

determined during that period. These rates were cal-

culated by using the relationship icorr¼B=Rt, where B

was assumed to be 0.025V and the charge transfer

process was assumed to involve two electrons. These

rates showed good agreement with those estimated

frommass loss of the same electrode (see reference for

details). The agreement in rates as determined by two

independent techniques supports that the corrosion

process was, indeed, being measured by EIS.

E4. Low-Corrosion-Rate Estimation

Very often, concern is not with integrity of equipment but

with contamination of the product by corrosion of the

containment vessel. Corrosion rates acceptable from a struc-

tural standpoint (e.g., 0.01mm/year, or 0.4mpy) may be

excessive from a metal contamination standpoint. Corrosion

rates one to two orders of magnitude lower and polarization

resistance values one to two orders of magnitude higher may

be required. Time requirements to obtain accurate corrosion

rates from Immersion testing could be excessive (e.g. im-

mersion test time in hours¼ 2000/corrosion rate in mpy is

one recommended rule of thumb [85] though shorter implied

exposure times are often acceptable). This particular recom-

mendation has been shown to guarantee negligible error

propagation in the corrosion rate calculation caused by errors

in measuring test time, coupon dimensions, and weight

change for the experimental accuracy routinely found in

laboratory equipment [86] The ability to fit the impedance

spectrum using a model of an analogous circuit enables one

to easily estimate extremely large values of the polarization

resistance even when the impedance value at lowest frequen-

cy measured still has a significant capacitive contribution.

EIS has been demonstrated to enable such rates to be

estimated within 24 h, the delay being determined by the

time required for the corrosion process to reach steady state,

the corrosion potential to become constant [66]. The advan-

tages over the polarization resistance technique are thatmuch

larger polarization resistance values can be measured rou-

tinely (107 to �1010W�cm2 depending on equipment and

experimental apparatus), electrical interference of the type

causing the problems in Figures 85.16 and 85.17 can be easier

to overcome, and some additional information about the

corrosion mechanism can be provided very quickly.

As an example, corrosion was examined in a process

stream subjected to low pH, higher chloride concentrations,

and moderate temperatures (60–75�C) (116–137�F). The
goal was an alloy choice showing virtually no corrosion.

Very highly resistant alloys (e.g., UNS R52400, Grade 7

titanium) were chosen for evaluation. Figure 85.21 shows a

typical EIS spectrum for titanium in the process streams.

All spectra were modeled by a simple parallel combination

of a resistor (polarization resistance) and capacitor (double

layer) in series with a resistor (uncompensated solution

resistance). Table 85.8 shows some of the polarization

resistance values for several of the alloys, all measured after

24 or so hours of exposure. A value of 0.025V was assumed

TABLE 85.7. Comparison of Resistances from EIS

and DC Measurementsa

Experiment

No.

Exposure

(h)

Resistance

from EIS

(W�cm2)

Resistance

from DC

(W�cm2)

1 4 7.21� 102 4.90� 102

24 4.09� 102 3.05� 102

2 4 5.10� 102 4.36� 102

24 4.87� 102 4.10� 102

3 24 2.82� 102 2.27� 102

aSee [83].
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for the proportionality between corrosion current and the

inverse of the polarization resistance because the Tafel slopes

could not be determined. Corrosion rates this low are virtu-

ally impossible to measure by mass loss. Even if the error in

the estimates is significant (an order of magnitude), the

results do provide guidance for the types of metal loss and

contamination that might be observed. Table 85.9 shows

order-of-magnitude estimates of corrosion rates as a function

of polarization resistance values for iron- and nickel-based

alloys assuming avalue of 0.025V for “B” and a two-electron

process. This approach can be used to provide reasonable

estimates of corrosion rates when Tafel slopes are unavail-

able or not easily obtained.

E5. Rapid Estimation of Corrosion Rates
in Complex Systems

The use of passive circuit elements to curve fit impedance

spectra so that the polarization resistance can be estimated

means that, in principle, corrosion rates can be estimated

rapidly. That rather simple models can be fit to spectra from

systemsexhibitingcomplexchemistryor insystemsforwhich

the chemistry is unknown means that EIS allows for rapid

corrosion estimation in complex, poorly characterized sys-

tems [87]. The extreme example of a poorly characterized

environment is a waste stream which contains all of the

unknown components in a plant. The example below is a

corrosion study in such environments made even more com-

plicated because the waste streams could be combined [88].

Seven differentwaste solutionswere examined. The effect

of fluid velocity was examined by coupling the EIS mea-

surement with a rotating-cylinder electrode and estimating

polarization resistance as a function of rotation rate. Fig-

ures 85.22 and 85.23 show EIS spectra for two waste solu-

tions. The spectrum in Figure 85.22 was modeled using a

parallel combination of a resistor and capacitor in series with

a resistor. That in Figure 85.23wasmodeled using Eq. (85.9).

EIS spectra were generated daily over several days. The

FIGURE 85.21. The EIS spectrum of UNS R52400 (Grade 7 titanium) in process stream demon-

strating ability to estimate extremely low corrosion rates. Spectrummodeled by circuit 1 in Fig. 85.18.

TABLE 85.8. Low-Corrosion-Rate Estimation by EIS

Alloy and Process Stream

Polarization

Resistance

(W�cm2)

Corrosion

Rate [mm/year (mpy)]

Tantalum slurry product 1.7� 106 1.0� 10� 4 (0.004)

Grade 7 titanium slurry

product

5.2� 105 4.2� 10� 4 (0.02)

Zirconium 702 slurry

product

4.2� 106 6.8� 10� 5 (0.003)

Grade 7 titanium

condensate

4.5� 105 4.8� 10� 4 (0.02)

TABLE 85.9. Order-of-Magnitude Estimates of Corrosion

Rates for Iron- and Nickel-Based Alloys

Polarization

Resistance (W�cm2)

Corrosion Rate

[mpy (mm/year)]

10 1� 103 (25)

102 1� 102 (2.5)

103 1� 10 (0.25)

104 1 (0.025)

105 l� 10� 1 (0.0025)

106 1� 10� 2 (0.00025)

107 1� 10� 3 (0.000025)
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corrosion rates were estimated by assuming a proportionality

constant of 0.025V between the polarization resistance and

the corrosion current because of difficulties in estimating

reasonableTafel slopes under the dynamic conditions in these

complex systems. The time-averaged corrosion rate was

compared to that estimated from mass loss of the electrode.

The latter measurement is useful because it provides an

independent check on the corrosion rates estimated by EIS,

especially important when making measurements in com-

plex, poorly characterized environments or where pseudoin-

ductance is observed. The direct current (DC) measurements

were also made, with the polarization curves being modeled

by Eq. (85.3) to provide yet another check on the results.

Table 85.10 shows the time-averaged corrosion rates from

EIS compared to those from mass loss. The agreement

provides strong support that the polarization resistance va-

lues represent the corrosion process. The agreement means

that the pseudoinductance in Figure 85.23 is not an artifact

and is caused by the corrosion process. Further, this agree-

ment means that polarization resistance values measured as

a function of rotation rate are valid and might provide

information onvelocity sensitivity of corrosion. Figure 85.24

FIGURE 85.22. The EIS spcctram of waste solution 7 in Table 85.10 at 200 rpm. Spectrummodeled

by circuit 1 in Fig. 85.18 [88]. (Reprinted from Electrochimica Acta, Vol. 38, D. C. Silverman,

“Corrosion Prediction in Complex Environments Using Electrochemical Impedance Technique,”

p. 2075, Copyright 1993, with permission from Elsevier Science.)

FIGURE 85.23. The EIS spectrum of waste solution 4 in Table 85.10 at 200 rpm. Spectrummodeled

using Eq. (85.9) [88]. (Reprinted from Electrochimica Acts, Vol. 38, D. C. Silverman, “Corrosion

Prediction in Complex Environments Using Electrochemical Impedance Technique,” p. 2075,

Copyright 1993, with permission from Elsevier Science.)
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shows the corrosion rate as a function of rotation rate

measured at various times during immersion for the envi-

ronment of Figure 85.23. Fluid motion must be taken into

account when considering corrosion of steel in this environ-

ment. Section E6 provides some information on using elec-

trochemical measurements to estimate the influence of fluid

velocity on corrosion.

One of the needs for the impedance spectra to be valid is

steady-state conditions. Monitoring of the corrosion poten-

tial can aid in determining if and when steady state has been

achieved. “The question is, “How close to steady state must

one be in order to use EIS for practical corrosion screening?”

Often, rapid screening forces one to try to generate spectra

prior to reaching actual steady state. Under these circum-

stances, the concern is if the electrochemistry and reaction

rates change enough during generation of the spectrum so

that the lower frequency portion represents chemistry dif-

ferent from the higher frequency portion. If this inconsis-

tency occurs, the higher frequency portion of the spectrum

might be extrapolated to low frequencies to estimate the

polarization resistance if no additional low-frequency time

constants are present. This type of extrapolationwas required

for some of the spectra obtained after shorter exposure times.

An alternative approach might be to use DC polarization at

short exposure times because this technique requires less

measurement time. EIS would be used only after longer

exposure times. Though phase angle information would be

absent, this approach would enable estimation of the polar-

ization resistance after short exposure times.

E6. Evaluation of Corrosion Inhibitors

Corrosion inhibitors are prevalent throughout industry func-

tioning in many diverse applications. EIS offers a powerful

technology for evaluating these compounds, often in real

time. The literature is saturated with studies of corrosion

inhibitors. Corrosion inhibition under near-neutral pH con-

ditions offers certain challenges not found under more acidic

conditions. The reason is that this type of inhibition has been

characterized, at least for low-alloy steels, as interphase

inhibition [89, 90]. This type of inhibition is characterized

by a three-dimensional protective layer between the metal

and the electrolyte. Corrosion behavior depends on exposure

time and conditions (e.g., fluid motion). The three-dimen-

sionalmatrix takes time to develop, resulting in a slow drift in

corrosion potential. Fluid motion can affect the rate at which

the inhibitor or oxygen reaches the surface. In addition, one

side benefit of using EIS for this system is that use of a

frequency response analyzer can sometimes circumvent the

electrical noise that causes DC curves of the type shown in

Figures 85.16 and 85.17 resulting in more accurate values of

the polarization resistance.

As discussed in SectionDand shown inTable 85.4, though

estimating theTafel slopes and thevalue forB can be difficult,

reasonable agreement can be achieved between the polari-

zation resistance values determined by EIS and by DC

polarization. The question becomes how to estimate corro-

sion rates from only the polarization resistance on a routine

basis. One approach to obtaining a corrosion rate number is to

assume some reasonable value for the proportionality con-

stant B (e.g., 0.025V) and use it for all measurements as

discussed previously, understanding that the error could be

50% or greater.

Another approach is to plot the value of 1/Rp (or 1000/Rp

to make the ordinate usually lie between 0.1 and 10) versus

the variable under consideration [90], This procedure pro-

vides a practical way to track the inhibitor behavior with time

TABLE 85.10. Comparison of Time-Averaged Corrosion

Rates as Function of Waste Solutiona

Time-Averaged Corrosion Rate

Impedance Mass Loss

Waste Solution mm/y mpy mm/y mpy

1 (high tar) 0.36 14.0 0.30 12.0

2 (low tar) 0.44 17.0 0.38 15.0

3 (low tar) 0.12 4.7 0.30 12.0

4 (high tar) 8.5 335.0 7.4 291.0

5 (high tar) 1.6 63.0 1.8 71.0

6 (high tar) 0.15 5.9 0.19 7.4

7 (high tar) 0.30 12.0 0.43 17.0

aSee [88].

FIGURE 85.24. Corrosion rote as a function of time and rotation

rate for solution 4 in Table 85.10. (Reprinted from Electrochimica

Acta, Vol. 38, D. C. Silverman, Corrosion Prediction in Complex

Environments Using Electrochemical Impedance Technique,

p. 2075, Copyright 1993, with permission from Elsevier Science.)
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as a function of variables such as inhibitor and velocity. An

example is tracking inhibitor behavior on a surface that has

already suffered corrosion. Figure 85.25 shows such a plot

for the polarization resistance as measured by EIS for

corrosion of steel prior to and after addition of an inhibitor.

This figure demonstrates the corrosion inhibitor monitoring

capability with EIS when the polarization resistance values

are near the upper limit for polarization resistance measure-

ments for the particular experiment. Since the Tafel slopes

might have changed after addition of the inhibitor, the

absolute differences may be somewhat approximate. But

the procedure is noworse than assuming a constant value for

B and provides a practical way to assess relative differences

in inhibitor efficacy.

F. TESTING FOR VELOCITY-SENSITIVE

CORROSION—ROTATING CYLINDER

ELECTRODE

Fluids arevery rarely stagnant.Under appropriate conditions,

fluid flowing past a metallic surface may accelerate its rate of

corrosion. Four general mechanisms have been proposed:

mass transport–controlled corrosion, phase transport–

controlled corrosion; erosion–corrosion usually involving

suspended solid particulates, and cavitation corrosion [91].

Erosion–corrosion and cavitation corrosion are beyond the

scope of this chapter. Phase transport–controlled corrosion

involves corrosion in the presence of more than one phase in

which each phase has differing corrosivity and often differing

conductivity. Though this type of corrosion might be exam-

ined electrochemically, the need for phase transport and not

molecular transport tobemodeledby the laboratory apparatus

complicates the ability to simulate the actual field conditions.

Another publication provides examples of attempts to

examine this type of flow-induced corrosion mechanism [92]

and it will not be considered further here. A more detailed

discussionoffluidflow–affectedcorrosion is foundelsewhere

in this volume.

Amechanismvery suitable to evaluation andpredictionby

electrochemical techniques is mass transport affected corro-

sion in single-phase fluids. It is the only one considered in this

section. Numerous examples exist, corrosion of steel in

sulfuric acid [93, 94] and steel in oxygenated water without

inhibitors [95] being two.Thequestion is howbest to simulate

this type of corrosion. Under some conditions the exact

geometry must be modeled. Under others, one geometry can

be used to simulate the mechanism of another. A recent state-

of-the-art report compares in detail four techniques for

examining flow-induced corrosion in the presence of a

single–phase fluid [96], The techniques described are the

rotating-disk electrode, rotating cylinder electrode, imping-

ing jet (in stagnation region), and flow loop. Each of the

techniques can be equipped to measure corrosion electro-

chemically. Table 85.11, taken from [96], shows the strengths

andweaknessesofeachof the techniques for this typeofstudy.

Choice of the appropriate laboratory geometry to use to

model the field geometry suffering velocity–sensitive cor-

rosion depends on both geometries and their fluidmechanics.

The reader should consult the references provided at the end

FIGURE 85.25. Reciprocal of the polarization resistance versus time for steel in an aggressive water

solution under static conditions. The inhibitor was added after 48 h [44]. (Reprinted from Proceedings

of the 1995 Water Quality Technology Conference, by permission. Copyright � 1996. American

Water Works Association.)
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of this chapter and the chapter on fluid flow–affected corro-

sion elsewhere in this volume as starting points to determine

which type of geometry might best model the system being

investigated [97–102]. Using the rotating cylinder electrode

as the example, the following discussion is meant to provide

an overview of how proper flow conditions might be con-

structed in the laboratory to model the corrosion mechanism,

if not the corrosion rate, in the field situation.

How conditions are chosen depends on how detailed the

information has to be. Sometimes, the answer only has to be

qualitative. For example, corrosion of steel in an aqueous

solution tends to be sensitive to fluid velocity because ofmass

transport of oxygen or inhibitors or shear-induced removal of

inhibitor films. The need may be only to demonstrate that

such a sensitivity exists. Under these circumstances, the

experimenter need only measure the corrosion rate at several

velocities. Figure 85.24 is an example of this qualitative

approach. Plotting the reciprocal of the polarization resis-

tanceversus time and rotation rate as in that figure only shows

that corrosion is affected by fluid velocity but does not

indicate if the mechanism is one of mass transfer control.

To define the mechanism requires estimation of the mass

transfer coefficient from the corrosion current and compar-

ison to the expected mass transfer coefficient for that fluid

velocity. Such a calculation requires the determination of the

concentration difference of the species being transferred

between the surface and bulk. The unknown nature of the

environments in the previous example makes such a deter-

mination difficult, forcing the more qualitative approach.

Following is a methodology that might be used if the

corrosionmechanism is known or suspected to be undermass

transfer control. The fluid boundary layer is assumed to be

fully developed in both geometries and the surface is as-

sumed to be hydraulically smooth. A hydraulically smooth

surface is one in which all protuberances on the surface

caused by nonuniformity are smaller than the thickness of

the laminar sublayer portion of the boundary layer immedi-

ately adjacent to the wall. The assumption in this discussion

is that the rotating cylinder electrode is the laboratory

apparatus. Equations in Table 85.12 have been shown to

relate velocities in the rotating cylinder electrode to several

other geometries so that the mass transfer coefficients are

the same in both. If the flow rate is known in the field

geometry, then the appropriate velocity could be used in the

rotating cylinder electrode to maintain equal mass transfer

coefficients. Then, the polarization resistance technique or

EIS could be used to obtain the polarization resistance. The

corrosion current would be estimated from that parameter

(icorr¼B/Rp). This current would be expected to be the

same in the two geometries because the mass transfer

coefficients are the same and the corrosion mechanisms

are the same. The corrosion current is related to the mass

transfer coefficient by

icorr ¼ nFkmt CBulk�Cwallð Þ ð85:10Þ
Often the concentration either at the wall or in the bulk is

assumed to be zero, the other being at saturation.

Rearranging Eq. (85.10) so that the mass transfer coeffi-

cient is estimated from the corrosion current would enable an

assessment to be made of the degree of mass transfer control.

The logarithm of the Sherwood number Sh ¼ kmtD=dð Þ
when plotted as a function of the logarithm of the Reynolds

number Re ¼ rvd=mð Þshould be a straight line consistent

with the Sherwood–Reynolds relationship for that geometry.

Equation (85.11) has often been used to determine if data

generated in the rotating cylinder electrode follows complete

mass transfer control [106]:

Sh ¼ 0:079 Re0:7 Sc0:356 ð85:11Þ
As an example, Figure 85.26 shows actual data from a

study of UNS S44627 (26 wt % chromium and about 1 wt %

TABLE 85.11. Summary of Characteristics of Systems for Studying Single-Phase Flow-Induced Corrosiona

Characteristic Rotating Disk Rotating Cylinder Impinging Jet Flow Loop

Flow regime usually tested Laminar Turbulent Stagnation Laminar and turbulent

Well-characterized flow pattern Yes Yes Yes Yes (beyond entrance length)

Uniform mass transfer No Yes Yes No

Uniform primary cunent distribution No Yes/No No No

Uniform shear distribution No Yes No Yes

Possibility of noise at rotating contacts Yes Yes No No

Possibility of wobble-induced errors Yes Yes No No

Requires pump No No Yes Yes

Potential for leaks Low Low High High

Suitable for application of in situ surface analysis No No Yes Yes

Suitable for well-defined studies of mass transfer Yes Yes Yes Yes

Suitable for well-defined studies of shear No Yes Yes No

Suitable for qualitative screening studies Yes Yes Yes Yes

aSee [96].
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molybdenum, the balance iron) in several higher concentra-

tions of sulfuric acid [94]. Themass transfer coefficientswere

calculated from both current densities on polarization scans

at the anodic current limit andmass loss. Themechanismwas

assumed to have a rate-limiting step of iron mass transfer

from a surface saturated in iron sulfate similar to that for

steel [94]. The agreement with Eq. (85.11) is reasonable.

Under conditions of complete mass transfer control the

TABLE 85.12. Rotating Cylinder Electrode Velocity Versus Geometry to Maintain Equal-Mass-Transfer Coefficients

Geometry Relationship Source

Pipe ucyl ¼ 0:1185
m
r

	 
� 0:25 d
3=7
cyl

d
5=28
pipe

 !
Sc� 0:0857

" #
u
5=4
pipe Silverman [98]

Pipe ucyl ¼ 0:1066
m
r

	 
� 0:229 d
3=7
cyl

d
1=5
pipe

 !
Sc� 0:0371

" #
u1:229pipe Nesic et al. [103]

Pipe ucyl ¼ 0:1786
m
r

	 
� 0:211 d0:346
cyl

d0:135
pipe

 !
Sc� 0:0808

" #
u1:211pipe Silverman [27]

Annulus ucyl ¼ 0:1185
m
r

	 
� 0:25 d
3=7
cyl

d
5=28
annulus

 !
Sc� 0:0857

" #
u
5=4
annulus Silverman [98]

Wall jet region of impinging jet ucyl ¼ 0:7939
m
r

	 
� 0:2 d
3=7
cyl

d0:229
jet

 !
Sc� 0:0329 x

djet

	 
� 1:71
" #

u1:2jet Silverman [105]

FIGURE 85.26. Sherwood number versus Reynolds number relationship for UNS S44627 (26wt %

chromium and �1wt % molybdenum, the balance iron) in various concentrations of sulfuric acid.

The Eisenberg et al. [106] correlation is included for comparison ref [94]. (Copyright NACE

International. Reprinted with permission.)
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rotating cylinder electrode coupled with electrochemical

measurements is capable of demonstrating mass transfer–

controlled corrosion and of providing reasonable predictions

of field performance.

The deviation in slope in Figure 85.26 from that expected

for a smooth cylinder was attributed at the time to an increase

in surface roughness caused by corrosion [95]. That may not

be the case. While Eq. (85.11) is reasonable, it is not the only

equation that might be used to determine complete mass

transfer control. A recent review [105] has revealed a number

of mass transfer correlations that might be used. These are

shown in Table 85.13. All are linearizations of what in reality

is a curved relationship between the Sherwood and Reynolds

numbers even when plotted on log–log coordinates.

Figure 85.27 shows the relationship among the equations.

The curved line was developed using the Chilton–Colburn

TABLE 85.13. Reported Sherwood Number Versus Reynolds Number Relationships for Hydrodynamically Smooth Cylinder

Sh ¼ aReb Scc Experimental Conditions Reference

Sh ¼ 0:0791 Re0:7 Sc0:356 Ferricyanide–ferrocyanide on nickel electrode,

103<Re< 105
Eisenberg, Tobias, and Wilke [106]

Sh ¼ 0:0964 Re0:7 Sc0:356 Ferricyanide–ferrocyanide on platinum electrode,

103<Re< 2� 104
Morrison, Striebel, and Ross [107]

Sh ¼ 0:219 Re0:645 Sc0:27 Theoretical calculation compared to data from

ferricyanide–ferrocyanide on nickel electrode,

3� 104< Re< 1.3� 106

Kishinevskii and Kornienko [108]

Sh ¼ 0:0791 Re0:67 Sc0:356 Theoretical calculation with constant assumed to be

0.0791

Gabe and Robinson [109]

Sh ¼ 0:0791Re0:69 Sc0:41 Cathodic deposition of copper from copper sulfate

104<Re. 5� 105
Robinson and Gabe [110]

Sh ¼ 0:217 Re0:6 Sc0:333 Copper-copper sulfate deposition on copper electrode

103<Re< 1.9� 104
Ariva, Carrozza, and Marchiano [111]

Sh ¼ 0:184 Re0:62 Sc0:333 Compilation of 290 mass transfer data points

100<Re< 105
Singh and Mishra [112]

Sh ¼ 0:127 Re0:64 Sc0:333 Oxygen reduction on monel under cathodic

polarization �200<Re< 2� 105
Cornet and Kappesser [113]

Sh ¼ 0:165 Re0:654 Sc0:333

Sh ¼ 0:144 Re0:654 Sc0:356
Oxygen reduction in sodium chloride on monel and

sodium sulfate on steel 2000<Re< 1.2� 105
Silverman [114] (exponent on Sc

assumed)

Sh ¼ 0:0489 Re0:748 Sc0:356 Derived from curve fit of Theodorsen andRegier [115]

over range of 200<Re<4� 105
Silverman [105] (exponent on Sc

assumed to be 0.356)
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FIGURE 85.27. Comparison of Sherwood number vs. Reynolds number correlations for a hydrau-

lically smooth rotating cylinder. See Table 85.13 to match references to correlation. (Reproduced

from [119] with permission. � NACE International, 2008.)
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modification applied to the original friction factor equation

developed by Theodorsen and Regier assuming that the

exponent on the friction factor in the modification is

1 [105, 115]. The relative difference between the largest and

smallest estimates at a Reynolds number of 100 is about a

factor of 3 and the difference at a Reynolds number of 106 is

about a factor of 2. While the equation derived by Eisenberg

et al. [Eq. (85.11)] does provide a reasonable representation

Pipe Velocity (cm/s)
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FIGURE 85.28. Cylinder diameter as function of pipe velocity to fulfill simultaneous equality of

mass transfer and wall shear stress. The region of experimentally practical cylinder diameters lies

between the two arrows. Pipe diameters: (—) 5 cm, (– –) 10 cm, (- - - - - - -) 20 cm, (–�–�–�–) 50 cm,

(–��–��–��) 100 cm. (Reproduced from [118] with permission. � NACE International, 2005.)
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FIGURE85.29. Cylinder rotation rates as function of pipe velocity to fulfill simultaneous equality of

mass transfer coefficient andwall shear stress. The region of experimentally practical rotation rates lies

between the two arrows. Pipe diameters: (—) 5 cm, (– –) 10 cm, (- - - - - - -) 20 cm, (–�–�–�–) 50 cm,

(–��–��–��) 100 cm. (Reproduced from [118] with permission. � NACE International, 2005.)
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of the relationship and a reasonable estimate of the mass

transfer coefficient, the estimate is just that, an estimate. At

this point the “best” analytical equation of the form of

Eq. (85.11) cannot be defined, because even if the best

equation could be defined, it would still be a straight-line

approximation (in log–log coordinates) to what is actually a

curved-line relationship.

Requiring similarity in wall shear stress [116, 117] or

similarity in mass transfer coefficients [98, 103] has been

proposed as a way to establish flow conditions (rpm) within

the rotating cylinder electrode that could enable predictions

of velocity-sensitive corrosion mechanisms in other geom-

etries. Which approach is most appropriate is a subject of

debate and controversy. For fully developed turbulent flow,

the two approaches are linked because of the relationship

between the friction factor and the mass transfer coefficient.

Recently, approximate equations were derived that could

relate conditions in the rotating cylinder electrode to those in

a pipe while maintaining simultaneous equality of both

mass transfer coefficients and fluid wall shear stress [118].

Figures 85.28 and 85.29 show the relationship between

diameters as a function of pipe velocity and the relationship

between velocities as a function of pipe diameter. The lines

in the figures have been drawn so that all pipe Reynolds

numbers are turbulent. All rotating cylinder electrode

Reynolds numbers are turbulent.

The results imply that some combinations of pipe diam-

eter, pipe velocity, rotating cylinder diameter, and rotation

rate exist so that the mass transfer coefficients and the wall

shear stresses can be made similar simultaneously. Fulfilling

both criteria where possible might circumvent the need to

considerwhetherwall shear stress ormass transfer coefficient

is the appropriate modeling parameter. This derivation is

somewhatapproximate[119].Thereadershouldconsult [119]

for details. Experimental confirmation is needed to show

that conditions implied result in simultaneous similarity of

both fluid shear stresses at the wall and mass transfer

coefficients in the two geometries.

G. CONCLUSIONS

Electrochemical techniques provide a powerful assortment

of tools that the corrosion practitioner can use to assess

corrosion and make field predictions from that assessment

The speed with which such information becomes available

means that often the assessment can be made in real time

or shortly after a question has been asked. All predictive

techniques have shortcomings. The practitioner is cau-

tioned that before using such techniques the pertinent

literature be read and understood. The information and

references provided here should be helpful in that regard

Then, when using the techniques, the practitioner would

be best served by making at least two independent

measurements of corrosion, preferably one electro-

chemical and one nonelectrochemical (mass loss usually

being the easiest to implement).

H. LIST OF SYMBOLS (by equation)

Equation (85.1)

Cdl¼ double-layer capacitance (mF/cm2)

fb¼ breakpoint frequency (Hz)

RW ¼ uncompensated solution resistance (W�cm2)

Rp¼ polarization resistance (W�cm2)

Equation (85.2)

fb¼ breakpoint frequency (Hz)

Vpp¼ peak-to-peak voltage (V)

Smax¼maximum scan rate (V/s)

Equation (85.3)

i¼ current density (A/cm2)

icorr¼ corrosion current density (A/cm2)

V¼ applied potential (V)

Vcorr¼ corrosion potential

ba¼ anodic Tafel slope (V)

bc¼ anodic Tafel slope (V)

Equation (85.4)

icorr¼ corrosion current (A/cm2)

ba ¼ anodic Tafel slope (V)

bc ¼ anodic Tafel slope (V)

RP¼ polarization resistance (W�cm2)

Equation (85.5)

W¼Wagner number (dimensionless)

L¼ characteristic length dimension (cm)

k ¼ conductivity (mho/cm)

V¼ potential (V)

i¼ current density (A/cm2)

Equation (85.6)

W¼Wagner number (dimensionless)

RW ¼ uncompensated solution resistance (W�cm2)

Rp¼ polarization resistance (W�cm2)

Equations (85.7 and 85.8)

Z¼ impedance (W�cm2)

RW ¼ uncompensated solution resistance (W�cm2)

R1¼ resistance of one subcircuit (W�cm2)

R2¼ resistance of one subcircuit (W�cm2)

Q1¼ constant phase element (mF/cm2)

Q2¼ constant phase element (mF/cm2)
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Equation (85.9)

Z¼ impedance (W�cm2)

RW ¼ uncompensated solution resistance (W�cm2)

Rt,¼ charge-transfer resistance (W�cm2)

t1¼ time constant (s)

t2¼ time constant (s)

w¼ frequency (rad/s)

r¼ resistance (W�cm2)

j¼ ffiffiffiffiffiffiffiffi� 1
p

Equation (85.10)

icorr¼ corrosion current density (A/cm2)

n¼ number of electrons transferred per atom

(equiv/mol)

F¼ Faraday constant (9.649� l04C/equiv)

kmt¼mass transfer coefficient (cm/s)

Cbulk¼ concentration in bulk fluid (mol/cm3)

Cwall¼ concentration at surface (mol/cm3)

Equation (85.11)

Re¼Reynolds number (dimensionless), (Re¼ rvd/
m)

Sc¼ Schmidt number (dimensionless), (Sc¼m/rd)
Sh¼ Sherwood number (dimensionless), (Sh¼

kmtD/d)

m¼ absolute viscosity (g/cm-s)

r¼ density (g/cm3)

d¼ characteristic lengthdimension (diameter) (cm)

kmt¼mass transfer coefficient (cm/s)

D¼ diffusion coefficient (cm3/s)

v¼ velocity (cm/s)
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A. INTRODUCTION

Electrochemical noise (ECN) has become a powerful tool for

both corrosion science and corrosion engineering. ECN

consists of low-frequency, low-amplitude fluctuations of

potential and current associated with electrochemical corro-

sion processes. It was observed many years ago that certain

types of corrosion processes, in particular localized corrosion

phenomena, had characteristic signatures. Changes in the

free corrosion potential could be observed and correlated

with localized attack. In itself, this proved to be a useful tool

which could be used to identify changes in the behavior of

materials in particular environments.

The current noise is associated with discrete dissolution

events on the corroding metal surface, while the potential

noise is associated with the action of current noise on an

interfacial impedance. The potential and current noise sig-

nals can be measured simultaneously or at different times.

During the ECN measurements, no external potential or

current signal is applied. As a result, the ECNmeasurements

are passive monitoring of the corrosion system at freely

corroding potential. Electrochemical noise resistance and

corrosion mechanisms can be derived from the analysis of

electrochemical noise.

The foundations of electrochemical noise technology for

corrosion studies lie in the original work undertaken by

Iverson in 1968 [1]. Initial work studied the fluctuations of

electrochemical potential [2–5]. Subsequently the combina-

tion of electrochemical potential and current noise arising

from the coupling current between two nominally identical

electrodes was investigated in detail [6–9]. In 1986, Eden

et al. introduced the concept of electrochemical noise resis-

tance and described statistical methods for analysis of elec-

trochemical noise [10, 11]. In the 1990s, important advance-

ments in ECN analysis techniques were made. Mansfeld

et al. [12, 13] introduced the concept of spectral noise

resistance (impedance) and studied the spectral noise resis-

tance in the frequency domain. Bertocci et al. [14–16] further

used power spectral density to study the spectral noise

resistance on a firmer theoretical basis. The spectral noise

resistance at the zero-frequency limit and the polarization

resistance were found to be well correlated [14, 15].

This chapter will overview the measurements, data anal-

ysis, and interpretation of ECN. In addition, applications of

ECN for real-time corrosion monitoring in various environ-

ments will be briefly reviewed.
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B. NOISE MEASUREMENTS

Systems used for measuring electrochemical noise signals

have several key components that depend on the type of noise

measurements being undertaken. A typical schematic ar-

rangement is shown in Figure 86.1.

It is common practice to use a three-electrode cell (sen-

sor). The noise signals being measured may require some

form of signal conditioning, and this is included in the

interface. For the purposes of logging data from a series of

sensors, a multiplexer is often incorporated. This may be

configured in two particular ways, either before or after the

signal conditioning units; the latter is shown in the diagram.

The data acquisition unit and the computer controller may be

either an integrated subsystem or separate devices.

B1. Electrode Assembly

The sensors may be configured so as to measure either

potential or current noise in isolation or, as is more usual,

for simultaneous measurements. Two typical three-electrode

cell configurations are shown in Figures 86.2 and 86.3.

Figure 86.2 illustrates a system that could be used

for potentiostatic or galvanostatic control (monitoring cur-

rent or potential fluctuations, respectively). This type of

arrangement is often used for laboratory studies, particularly

for accelerated testing of material susceptibility to a variety

of failure mechanisms (e.g., SCC and pitting attack) within

defined potential regimes.

Figure 86.3 illustrates a typical configuration of electrodes

used for noise measurements at the corrosion potential such

that naturally occurring current and potential fluctuations

may be monitored simultaneously. This type of arrangement

is useful for studying the evolution of naturally occurring

corrosion processes and is widely used in plant monitoring/

surveillance.

Under certain circumstances it is possible to engineer a

differential working electrode arrangement such that effects

of stress, differential aeration, sensitization, and so on, can be

simulated. One such casewould be the study of susceptibility

of materials to stress corrosion cracking; in this instance the

sensor arrangement would be a sample of unstressed materi-

als as one working electrode and a sample of stressed

materials as the second working electrode.

B2. Interfaces

There are basically three different types of interfaces that can

be used to follow the evolution of the electrochemical

processes. Standard potentiostatic or galvanostatic interface

arrangements are illustrated in Figures 86.4 and 86.5,

respectively.

In the potentiostatic mode (Fig. 86.4), the potential of

the working electrode with respect to the reference electrode

Sensor Sensor Sensor

Interface InterfaceInterface

Multiplexer

Data acquisition unit

Computer/controller

FIGURE 86.1. Electrochemical noise schematic.

AE WE

RE

FIGURE 86.2. Three-electrode arrangement for potentiostatic or

galvanostatic control: WE, working electrode; RE, reference elec-

trode; AE, auxiliary electrode.

WE1 WE2

RE

FIGURE 86.3. Electrode arrangement for electrochemical noise

measurements.

V(out)=IR

R+

–

AE WE

RE

V set

FIGURE 86.4. Potentiostatic arrangement for measurement of

current noise at controlled potentials.
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is controlled to the set potential. The current required to

maintain the controlled potential flows through the sensing

resistor R. It is advisable in these circumstances to monitor

both the potential and current in the cell in order that the

intrinsic noise arising from the potentiostat can be assessed.

Evaluationof intrinsic instrumentationnoise iseasilyachieved

by substituting a resistor network for the electrode array.

In the galvanostatic mode (Fig. 86.5), the system acts to

maintain the voltage across R at the set potential; thus, the

current through the cell is kept at a constant value. The

variation in potential of the working electrode is measured

directly with respect to a reference electrode. The instru-

mentation component of the potential and current fluctua-

tions can be assessed in a similar manner to that for the

potentiostatic configuration by substituting a resistor net-

work for the electrodes.

For measurements at the free corrosion potential, it is

possible to measure potential and current fluctuations to-

gether or independently using an interface arrangement as

illustrated in Figure 86.6. The Zero-resistance ammeter

(ZRA) acts to maintain the potentials of the two working

electrodes at the same potential (with modern devices the

potential difference can be maintained within a microvolt).

The current required to maintain the two working electrodes

at the same potential flows through the feedback resistor R,

and the voltage output of the ZRA is related to the current

flowing through the system by V¼ IR. The potential buffer is

often used to ensure that there is no current drain on the

reference electrode. Ideally, with no cells connected, the

ZRAwill give a signal of 0V; however, intrinsic noise sources

and offsets will inevitably be present. It is important to

understand the limitations of such interfaces, and the baseline

offset and intrinsic noise parameters should be measured as a

matter of course.

Whereas it is possible to configure most potentiostats in

a ZRA mode, this may not be desirable, particularly if low-

current values are being measured. It is advisable to use

potentiostats with low-noise and offset specification in all

noise monitoring applications.

B3. Data Acquisition

There are many commercially available data acquisition

systems (DASs), of which a few are suited to electrochemical

noise measurements. Ideally the DAS unit should be able to

resolve signals in the microvolt range and have sufficient

resolution to accommodate direct-current (dc) offset voltages

which will arise if reference electrodes are used for potential

measurements. A basicminimumof a 16-bit analog-to-digital

converter is recommended, although 20-bit converters (or

better) may be required in certain circumstances. Ideally, the

potential and current noise signals should be measured at the

same time, but slight differences in timing are not considered

to be problematic. In terms of the data acquisition rate, there

does not appear to be any advantage in taking measurements

at high rates, and a minimum logging period of 1 s has been

found to be satisfactory for most circumstances. At higher

rates of data acquisition, the amplitude of instrumentation

noise approaches the electrochemical noise levels. In addi-

tion, electromagnetic interference at power supply frequen-

cies becomes problematic. By measuring at low frequencies,

it is possible to reject most spurious noise sources.

The advantage of using 16-bit converter technology is that

the conversion itself is sufficiently fast to allow multiplexing

of inputs froma number of sensors. Themajor disadvantageof

this type of system is the amount of data which can be

generated in a short period of time. Fortunately, data storage

and manipulation are facilitated by the computing power

available, and it is possible to process the data either on- or

offline using, for example, digital filtering techniques, statis-

tical analysis, and frequency domain transform techniques.

B4. Data Analysis

The analysis of electrochemical noise signals obtained as

potential and current time record seriesmay be undertaken by

a variety of means:

1. Examination of the potential and current–time records

2. Statistical analysis

3. Frequency domain transforms

AE

V set

RE

WE

R

+

–

FIGURE 86.5. Galvanostatic arrangement for measurement of

potential noise under constant current.

Current follower

Potential follower

V=IR

WE2

WE1

RE
ZRA

+

–

+

–

R

FIGURE 86.6. Interface for simultaneous monitoring of potential

and current noise.
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B4.1. Examination of Potential and Current–Time
Records. The potential and current–time records are typi-

cally used to identify, in a qualitative manner, short-term

transient behavior in the data. These transients are usually

indicative of spontaneous changes in corrosion mechanism,

such as occurs, for example, during passive film breakdown

due to pit initiation processes, cavitation attack, and certain

types of SCC. The absolute magnitude of the current signal

can be used qualitatively to assess the rate of corrosion.

B4.2. Statistical Analysis. Statistical analysis is typically

undertaken on batch data, although modifications can be

made semicontinuous by data blocking or by discounting

the past. The sample statistics may be derived, including

mean, standard deviation, variance, root mean square(rms),

third and fourth moments, skewness and kurtosis, and

coefficient of variance. Another statistic routinely used in

the analysis of current noise signals is the ratio of the

standard deviation to the rms value of the current, referred

to as the localization index (LI):

LI ¼ si

irms

ð86:1Þ

This statistic is used in preference to the coefficient of

variance, since the current may exhibit a mean of zero

having both positive and negative values.

The mean values of current or potential do not provide a

great deal of information in typical plant monitoring situa-

tions. The mean current value may give a very broad appre-

ciation of the rate of the process but generally may only be

applied to provide a rough estimate of rate. The mean

potential may have significance, but only if it is measured

with respect to a reference electrode. If a pseudoreference is

used, this is relatively meaningless.

The variance of the signal relates to the power in the data,

and it ismore usual to use the standard deviation of the signal.

The standard deviation of the signal is ameasure of the spread

of the data around the mean value. In essence it relates to the

broadband alternating-current (ac) component of the signal.

The third central moment is a measure of the asymmetry of

the data around the mean value, and the fourth moment is

used to derive a value for kurtosis, which indicates the

sharpness of the distribution.

The coefficient of variance, or more usually the LI, is a

measure of the distribution of the data around themean or rms

value, respectively. As a general rule, if the LI has a value

approaching 1, the corrosion process is unstable and there-

fore more likely to be stochastic. More uniform corrosion

processes, on the other hand, have LI values that are typically

of the order of 10� 3. The LI value relates to the basic

statistics of a Poisson process, where the standard deviation

is equal to themean; that is, an LI value of 1. The LI is usually

calculated from current data. Slow drift in the current through

zero may give an artificially high value of LI and therefore

indicates localized corrosion even though the corrosion

process has a Gaussian distribution symptomatic of general

corrosion. The LI must therefore be used with care.

Another method for identifying changes in the distribu-

tion of the noise signals [such as those occurring during

localized corrosion, pit initiation/propagation, and stress

corrosion cracking (SCC)] is to use the calculated kurtosis

values. The value of kurtosis reflects the distribution of the

signals. For data that exhibit spontaneous changes in

amplitude distribution, the kurtosis value will typically

be> 5. Kurtosis will also reflect sudden changes in corro-

sion rate that may occur due to changes in flow rate, pH,

and so on.

In addition, the value of skewness may be used to identify

whether the data have a nonuniform distribution, such asmay

occur, for example, during pitting attack, cavitation, and

SCC.

The statistics can always be calculated for existing

blocks of data, but this can be inefficient in terms of use

of computer memory, since all the data must be available all

the time. Running mean versions of these statistics for

calculating their next or (n þ 1)th values can be performed

for online monitoring. In addition to the above methods,

recursive techniques similar to those used for digital filter-

ing may be used.

For simultaneous or correlated current and potential noise

signals, certain derivatives are used to estimate the rate and

mechanism of the processes occurring, in particular, the

resistance noise value, which is defined as

Rn ¼ sV

si

ð86:2Þ

and the LI from Eq. 86.1.

For general corrosion, the resistance noisemay be equated

to a corrosion rate from knowledge of the Stern–Geary

constant provided that the corrosion process is relatively

stationary. The LI may be used to estimate the localized

nature of the corrosion process.

If a pseudoreference electrode is used (i.e., three-identi-

cal-electrode setup), then the potential noise value must be

corrected for this fact. The potential noise (as measured) will

be the geometric mean of the sums of the uncorrelated

potential noise signals, that is,

sVðmeasuredÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
V ;WE1;WE2 þs2

V ;REF

q
ð86:3Þ

such that the measured potential noise signal needs to be

corrected by a factor of
ffiffiffi
2

p
:

sV ;actual ¼ sV;measuredffiffiffi
2

p ð86:4Þ

The current measurements must be normalized for area,

and this is usually achieved by dividing, for example, the

mean current, by the area of one electrode.
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B4.3. Frequency Domain Transforms. Power spectra

estimation can be conducted by transforming correlated

ECN data to the frequency domain. Power spectral density

(PSD) of the correlated potential and current noise (mea-

sured simultaneously) can be calculated and plotted as a

function of frequency using the fast Fourier transform (FFT)

or the maximum-entropymethod (MEM). The PSD data are

plotted over frequencies that range from 1/t (t is the total

sampling time) to one-half of data-sampling rate. The PSD

value at a given frequency is proportional to the square of

the amplitude at that frequency. The units for the PSD of the

potential and current noise are V2/Hz and A2/Hz, respec-

tively. The spectral noise resistance,Rsn( f ), is calculated by

the square root of the ratio of the potential (or voltage) PSD

to the current PSD:

Rsnð f Þ ¼ cvð f Þ
cIð f Þ

� �1=2

ð86:5Þ

where cvð f Þ and cIð f Þ are the PSD of potential and current

noise, respectively.

The spectral noise resistance Rsn( f ) has been found to be

proportional to the magnitude of the cell impedance Z( f ) in

the two-electrode cell. For the ideally identical sized elec-

trodes, the proportional factor was unity. Figure 86.7 shows

that the spectral noise resistance Rsn( f ) coincided well with

the cell impedance over frequencies for Fe electrodes in 1M

Na2SO4 solution.

Under the certain conditions, noise resistance Rn can be

related to the spectral noise resistance Rsn( f ) through the

PSDs. The variance of a random signal in the time domain is

the integral of its PSD in the frequency domain. As a result,

the noise resistance Rn can be determined from the integrals

of the potential and current PSDs:

Rn ¼ sV

sI

¼

ðfmax

fmin

cVð f Þ dfðfmax

fmin

cIð f Þ df

0
BBB@

1
CCCA
1=2

ð86:6Þ

where fmin is 1/T (T is the total sampling time) and fmax is one-

half the sampling rate. The same symbols for PSDs are used

as in Eq. 86.5.

Combining Rsn( f ) expressed in Eq. (86.5), the relation-

ship between Rn and Rsn( f ) can be established through the

potential and current PSDs as

Rn ¼

ðfmax

fmin

cIð f ÞR2
snð f Þ dfðfmax

fmin

cIð f Þ df

0
BBB@

1
CCCA

1=2

ð86:7Þ

If Rsn( f ) is frequency independent in the range from fmin to

fmax, then Rn will equal Rsn( f ). In most corrosion systems,

Rsn( f ) is frequency dependent in the measured frequency

range. As a result, Rn is usually lower than Rsn( f ) at the

D C limit, Rsn(f ! 0), or zero-frequency impedance, Rp¼
|Z(f ! 0)|.

In addition to the above theoretical aspects of frequency

domain transforms, some practical aspects must be con-

sidered in applications such as online corrosion monitor-

ing. It may prove possible to produce a limited spectral

estimate on a continual basis using digital filtering tech-

niques by assessing the bandpass characteristics at a num-

ber of discrete frequencies. For corrosion control purposes,

a continuous update of corrosion-related information is

required in order to provide operator feedback about

corrosion rates and mechanisms. In order to achieve this,

there must be continuous, online evaluation of data which

will provide the operator with information as opposed to

data. By conversion of the raw time record data into

information, it should be possible to significantly reduce

the amount of data stored provided that the data can be

processed at a sufficiently fast rate. This, in essence, is a

requirement for an online expert system, where the algo-

rithms used to detect and extract the information should be

derived from a working knowledge of a variety of corrosion

processes.

The informationmost likely to be of use to a plant operator

is that which is related to the rates and mechanisms of the

corrosion processes, which can be correlated with plant
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FIGURE 86.7. Rsn versus |Z| for Fe electrodes in 1M Na2SO4 at

pH 4. Impedance measurements were performed in a two-elec-

trode arrangement using a noiseless reference (Fe) electrode.

(From [15].)
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variables. In essence, there are fundamentally two mechan-

isms that are of particular importance: general corrosion and

processes involving stochastic events such as pitting and

SCC. These two types of processes will be examined in order

to identify methods by which information pertaining to

corrosion rates and mechanisms may be extracted.

C. GENERAL CORROSION

General corrosion processes may be identified by several

techniques, some of which will be described here. In the first

instance, the time record data for these types of processes

exhibit few signs of individual uncorrelated events, that is,

there are few, if any, rapid transients. A statistical treatment

of the data provides some indication of the rate and stability

of the corrosion process in the short term. These types of

processes have a typically Gaussian distribution of data, and

examination for the types of distribution of both the current

and potential data can be used to estimate if the process is

indeed Gaussian.

This can be a time-consuming exercise but can usually be

achieved simply by examining the statistical data, particu-

larly of the current–time record. General corrosion processes

can often be estimated from themoments, skewness, kurtosis,

and coefficient of variance and its derivatives. Alternatively,

the data may be transformed into the frequency domain. In

this case the amplitudes of the signals at specific frequencies

and the slope of the frequency spectrum can be used to

distinguish between general and localized phenomena.

D. LOCALIZED PHENOMENA

Localized corrosion processes, pitting and SCC in particular,

are characterized by transients that may be observed in the

time record data. Pit initiation and SCC phenomena have

distinguishing characteristics. The base process, however, is

stochastic (i.e., random in nature) and therefore is essentially

a Poisson process. The characteristics of Poisson processes

are such that they can easily be distinguished from Gaussian

processes by a variety of means, from both an appreciation of

the statistics of the data and the frequency domain informa-

tion. In addition, it should be possible to differentiate be-

tween the different operative mechanisms and to provide an

indication of the severity of the corrosion problem. This can

be achieved by an appreciation of how different processes

contribute to the noise signals.

It should be possible therefore to provide an online data

evaluation process which is either (a) tailored for a specific

application or (b) application nonspecific.

The latter goal is desirable, but sufficient experience is

required for this goal to be achieved. For the purposes of

extracting information from the data, we are concerned with

(in order):

1. Identification of overall mechanism

2. Estimates of the general corrosion rate if the process is

Gaussian

3. If the process is stochastic, then attribution of the

process to a particular mechanism

4. Estimation of the severity of the stochastic process

The first step in identifying the overall mechanism is to

decide if the data have a Poisson distribution and if possible

over what frequency range. One of the simpler techniques

(but by no means infallible) is to examine the ratio of the

standard deviation divided by the rms of the signal. If this

ratio approached 1, then the process is likely to have a

Poisson distribution. If the ratio approached 10� 3, then the

distribution is probably Gaussian and therefore indicative of

relatively general corrosion. Another test for stochastic

processes is to count the number of events in a time period

as a function of different threshold intensities. This means

that some arbitrary rate of change be applied as a filter to the

data. The values of kurtosis for the potential and current

signals are sensitive indicators to changes in corrosion rate

and mechanisms. Alternatively, a series of bandpass-filtered

signals at several frequencies can be compared in order to

give an appreciation of the slope in the frequency domain.

The expected slopes in the frequency domain (of the current

signal) are zero from stochastic (Poisson) processes, �0.5

for diffusion-controlled processes, and �1 for processes

having a Gaussian distribution. For corrosion processes, the

current signals should be used for the above techniques.

If the process is Gaussian, the corrosion rate may be

estimated from the resistance noise value or, alternatively,

from the current noise value. Calibrationmay be necessary in

the first instance, but it should be possible in the longer term

to relate the potential noise signal to a value of B and the

current noise to the corrosion current using the following

relationships:

Vn ¼ K

ffiffiffiffiffi
1

f a

s
� Icorr � Rct ð86:8Þ

where the Stern–Geary constant B ¼ Icorr � Rct, and

in ¼ K

ffiffiffiffiffi
1

f a

s
� Icorr ð86:9Þ

Ideally, we would like to make estimates of the value of a
and K. For the current signal, we would expect that there

would be three possible values for a, namely, 0, 1, and 2. In

the frequency domain PSD, this would equate to slopes of 0,

�1, and �2, respectively (or as amplitudes 0, �0.5, and

�1, respectively). A slope of zero equates to a stochastic,
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Poisson process, a slope of �1 to a diffusion-controlled

process, and a slope of �2 to a Gaussian process. The value

of the current noise may be estimated at a particular fre-

quency, say 50mHz, and compared with that of a lower

frequency, say 5mHz, to estimate the slope and hence the

likely values of a. The factor K could be estimated from a

knowledge of a general corrosion process, wherea¼ 2, and a

knowledge of the measured potential noise and the B value.

Initial estimates would suggest a value of �10� 5 for K. In

theory, provided that the relationships in Eqs. (86.8)

and (86.9) are good for stochastic processes, then it should

be possible to estimate a value of the corrosion current, Icorr,

irrespective of the type of process occurring. In practice,

this is unlikely to be the case, as inspection of Eq. (86.8)

indicates that if stochastic processes are operative, then the

term within the square-root sign reduced to a value of 1

irrespective of the frequency, and the corrosion current is

directly related to the noise amplitude at any frequency

through the factor K. However, for corrosion processes

having a stochastic nature, it is difficult to estimate a

localized pit penetration or crack propagation rate unless

some assumptions are made regarding geometry and dis-

tribution of pits or cracks in the specimen.

For stochastic processes, the nature of the current and

potential transients may provide an insight into the prevalent

mechanism. Pitting systems often show bidirectional current

transients associated with initiation and propagation events.

The potential transient in these cases is predominantly neg-

ative going, associatedwith the depassivation of themetal and

a shift of the potential into amore active corrosion regime. For

pit initiation events, the current transients are short-lived

pulses, whereas the potential transients exhibit a fast, nega-

tive-going spike, associated with the current followed by an

exponential recovery to the passive value. It is possible to

estimate the severity of the stochastic processes by several

methods as discussed above. Stress corrosion cracking phe-

nomena can, in certain cases, be very similar to pitting-type

attack. For example, SCC of aluminum alloys exhibits tran-

sients very similar to pitting-type events during crack prop-

agation as do certain intergranular SCC (IGSCC) systems. On

the other hand, transgranular SCC (TGSCC) of carbon steel in

CO/CO2 environments exhibits positive potential transients

associated with some cathodic process in the crack propaga-

tion step. The amplitude and frequency of the transients in

both instances give an indication of crack propagation sever-

ity, and provided the data are correlated with fractographic

examination after the exposure period, it may be possible to

model effectively the crack propagation process.

The attribution of a signal type to a particular process may

be relatively simple in practical situations. Pitting-type stud-

ies involve unstressed specimens, and it is expected that the

pits will initiate and propagatewith equal probability on both

working electrodes, resulting in bidirectional current tran-

sients, associated with negative-going (less noble) potential

transients. In the case of a stressed specimen, it is usual to

make the current measurements between a stressed and an

unstressed specimen. In this circumstance, the test is de-

signed to give a differential view of the cracking process,

where transients associated with crack initiation and prop-

agation tend to dominate the noise signals. The current

transients in this case can be related directly to anodic and

cathodic processes associated with the cracking process. In

favorable circumstances the skewness of the signals can be

used to identify particular corrosion mechanism.

The severity of a particular stochastic process is directly

related to the current associated with a particular event and

the frequency of such events. This can be estimated by

several methods. In the first instance the number of current

excursions in some time period t and their mean amplitude

may be used. In the past, the value of the localization index

has been used to “weight” the apparent general corrosion rate

of the system to take into account the localized nature of the

process, particularly in pitting situations. For control pur-

poses in plant surveillance situations, it may be simply

necessary to identify the number of transients above some

threshold amplitude in order to make the operator aware of

the change in severity ormechanism of the corrosion process.

With regard to the potential noise spectra for freely

corroding systems, it has been postulated that the potential

signals arise from the interaction of the fluctuations in

corrosion current and the interfacial impedance. It is possible

to compare the estimate of the transfer function, or imped-

ance |Z|, obtained from the current and potential signals with

that obtained by more conventional methods, that is, elec-

trochemical impedance spectroscopy. However, due to lim-

itations in the high-frequency range over which it is possible

to measure the spontaneous fluctuations of potential and

current, this ismore appropriate for slow corrosion processes.

For fast corrosion processes, the low-frequency transfer

function is usually almost purely resistive. By way of ex-

ample, the power spectrum of a potential noise signal, arising

from a current noise source having slope a¼ � 2, would

depend on the interfacial time constant for the system. If the

interfacial impedance were purely resistive, then the poten-

tial noise power spectrum would exhibit slope a¼ � 2. On

the other hand, if the systembehaves as a parallelRC network

within the frequency range of the measurements, the poten-

tial noise power spectrum would exhibit slope a¼ � 4. In

this latter case, the interfacial impedance is effectively acting

as a low-pass filter to the current fluctuations.

E. APPLICATIONS FOR REAL-TIME
CORROSION MONITORING

The electrochemical noise technology has been practically

applied over the last 30 years to a wide variety of corrosion-

related problems in major industrial sectors, such as oil and
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gas, fossil fuel power generation, petrochemicals, nuclear

power, civil engineering, and aerospace industries [17–121].

As a nondestructive, in situ method, ECN has been

extensively used to real-time monitor general and localized

corrosion in a variety of environments. The following is by no

means an exhaustive list of such applications:

. Drinking water [77]

. Concentrated chloride solutions [82]

. High-temperature aqueous solutions [78–81, 83–85]

. Sand-entrained solutions [4, 5, 86]

. Acids in vapor phase at dewpoint [52, 53]

. Concrete [47–51, 87, 88]

. Deposits of fouling and microbiology [57–61, 89–97]

. Water/oil mixtures in multiphase flow [98–102]

. Solutions containing inhibitors [54–56, 103–106]

. Coatings [67–75, 107–110]

. H2S systems [111–113]

. Natural gas in transmission pipelines [114, 115]

. Process streams in chemical plants [116, 117]

. Nuclear waste environments [118–121]

Different ECN methods have been used to study and

monitor corrosion processes and identify the corrosion me-

chanisms, with the most common being potential noise,

current noise, and noise resistance monitoring.

PSD analysis in combination with time domain analysis is

mainly used in laboratory studies. The following examples

are given to show the use of different ECN methods in

different environments.

In high-temperature aqueous systems (high subcritical

and supercritical water), electrochemical current noise is the

most used method. The standard deviation or rms of current

noise has been found to be proportional to the corrosion rate

determined by weight loss measurements [78–81, 83–85].

In gas–water or gas–water–oil multiphase flow, potential

and current noise is used to monitor corrosion [98]. Noise

fluctuations show trends, which can be related to the type of

flow, such as full pipe flow and slug flow. The full pipe flow

exhibits random fluctuations around the mean for both

potential and current noise indicating uniform corrosion. In

contrast to the full pipe flow, the slug flow exhibits transients

in the potential noise and the frequency of transients corre-

sponds to the observed frequency of slugs. The presence of

these transients indicates pitting corrosion.

Recently, researchers have developed a new approach to

signal collection and data analysis to studymicrobiologically

induced corrosion [89]. The current noise level (CNL) and

the potential noise level (PNL) as the trend of current or

potential noise are collected by calculating the rms of a few

hundred noise signal data points collected over a short period

(4–30 s). The PSD analysis of CNL or PNL is then conducted

to obtain the linear slope in the low-frequency portion (less

than 10� 3 Hz) of the PSD. The degree of linear slope is

correlated well with sustained localized pitting (SLP) and

general corrosion processes. Based on the linear slopevalues,

the SLP can be effectively differentiated from the general

corrosion.

The recent trend is to integrate commercially developed

corrosion monitoring tools based on electrochemical noise

technology with process control systems. By continuously

monitoring corrosion damage in plants, a variety of processes

can be controlled and optimized in order to improve the

safety and reliability.
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A. WHAT IS CORROSION MONITORING?

Corrosion monitoring generally refers to corrosion measure-

ments performed under industrial or practical operating

conditions. The assessment of corrosion in field conditions

is complex due to the wide variety of process conditions and

fluid phases that exist in industrial systems. Additionally, the

expectations of a corrosion monitoring program vary greatly

between organizations with well-established proactive cor-

rosion management programs and other organizations where

corrosion damage is simply a nuisance.

Advances in software and hardware tools have led to the

evolution of corrosionmonitoring tools toward real-time data

acquisition in-linewith other process control tools. However,

corrosion monitoring is often more challenging than mon-

itoring of other process parameters because:

. Different types of corrosion may be simultaneously

present.

. Corrosion may be uniform over an area or concentrated

in very small areas (pitting).

. General corrosion rates may vary substantially, even

over relatively short distances.

. No single technique will detect all of these various

conditions.

Before embarking on a corrosion monitoring program, it

is therefore helpful to review historical data and consider

the types of corrosion problems that need to be investigated.

It is also advisable to use several complementary techniques

rather than rely on a single monitoring method.

The dividing line between corrosion inspection and cor-

rosion monitoring is not always clear. Usually inspection

refers to short-term “once-off” measurements taken accord-

ing to maintenance and inspection schedules while corrosion

monitoring describes the measurement of corrosion damage

over a longer time period and often involves an attempt to

gain a deeper understanding of how and why the corrosion

rate fluctuates over time. Corrosion inspection and monitor-

ing are most beneficial and cost effective when they are

utilized in an integrated manner since the associated tech-

niques and methods are in reality complementary rather than

substitutes for each other.

A considerable catalyst to the advancement of corrosion

inspection and monitoring technology has been the

Uhlig’s Corrosion Handbook, Third Edition, Edited by R. Winston Revie
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exploitation of oil and gas resources in extreme environ-

mental conditions. Work in these conditions has necessi-

tated enhanced instrument reliability and the automation of

many tasks, including inspection. In addition to the usual

uncertainty of the onset or progression of corrosion of

equipment, the oil industry has to face ever-changing

corrosivity of processing streams. The corrosivity at a well

head can oscillate many times during the life of an exploi-

tation system, between being benign to becoming extremely

corrosive [1].

Some modern corrosion monitoring technologies are

particularly apt at revealing the highly time-dependent

nature of corrosion processes. The integration of these

corrosion monitoring technologies in existing systems

can thus provide early warnings of costly corrosion

damage. The latest technology allows operators to link

corrosion processes to process conditions directly and in

real time providing the ability to control and mitigate the

rate of damage and reduce its impact on plant

operations [2].

In an ideal corrosion control program, inspection and

maintenance would be applied only where and when they

are actually needed. In principle, the information obtained

from corrosionmonitoring systems can be of great assistance

in reaching this goal. However, it is sometimes difficult for a

corrosion engineer to get management’s commitment to

investing funds in such initiatives. The importance of cor-

rosion monitoring in industrial plants and other engineering

systems should be presented as an investment to achieve

some of the following goals:

. Improved safety

. Reduced pollution and contamination risks

. Reduced downtime

. Production of early warnings before costly serious

damage sets in

. Reduced maintenance costs

. Longer intervals between scheduled maintenance

. Reduced operating costs

. Life extension

Experience has shown that the potential cost savings result-

ing from the implementation of corrosion monitoring pro-

grams generally increase with the sophistication level (and

cost) of the monitoring system. However, the emergence of

online, real-time corrosion monitoring can improve the

relevance of corrosion measurements and greatly reduce the

manual effort and the high expenses required to obtain

relevant information.

New integrated technologies provide the possibility of

using existing data acquisition and automation systems

already present in production facilities in order to monitor

and control processes, trend key process information, and

manage and optimize system productivity. By integrating the

corrosion monitoring tools in such systems, data acquisition

can be automated and viewed with other process variables.

The main advantages of this approach over stand-alone

systems include the following [2]:

. Improved cost effectiveness

. Less manual labor to accomplish key tasks

. Greater degree of integration with in-place systems to

record, control, and optimize

. Efficient distribution of important information (corro-

sion and process data, related work instructions, and

follow-up reports) among different groups required for

increased work efficiency and ease of documentation.

B. CORROSION MONITORING

TECHNIQUES

An extensive range of corrosion monitoring techniques and

systems has evolved, particularly in the last two decades, for

detecting, measuring, and predicting corrosion damage.

The development of efficient corrosion monitoring techni-

ques and user-friendly software have led to new field

techniques that were until recently perceived to be mere

laboratory curiosities. In several sectors, such as oil and gas

production, sophisticated corrosion monitoring systems

have gained successful track records and credibility, while

in other sectors their application has made only limited

progress.

Many of the possible corrosion monitoring and inspection

techniques available have been recently organized by a group

of experts and interested users in different categories, as

shown in Tables 87.1 and 87.2 [3]. In the report produced by

these experts, a direct technique is one that measures para-

meters directly affected by the corrosion processes while an

indirect technique provides data on parameters that either

affect or are affected by the corrosivity of the environment or

by the products of the corrosion processes.

Additionally a technique can be described as being

intrusive if it requires access through a pipe or vessel

wall in order to make the measurements. Most commonly

used intrusive techniques make use of some form of probe

or test specimen, which include flush-mounted probe de-

signs. Some indirect techniques can serve to monitor

various parameters online in real time while others provide

information offline after samples collected from process

streams or other operational locations are further analyzed

following an established method. A detailed description of

these techniques is beyond the scope of the present chapter

and the reader should consult the report itself for addi-

tional information or a recent book published on the

subject [4].
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C. CORROSION MONITORING LOCATIONS

An important decision in setting up a corrosion monitoring

system is the selection of the monitoring points where

sensing elements will be located. As only a finite number

of points can be considered for obvious economical reasons,

it is usually desirable to monitor the “worst-case” conditions

at points where corrosion damage is expected to be most

severe. Often, such locations can be identified from basic

corrosion principles, from analysis of in-service failure

records, and in consultation with operational personnel. For

example, the most corrosive conditions in water tanks are

usually found at the water–air interface. Corrosion sensors

could be attached to a floating platform to maintain these

conditions independently of water-level changes in order to

monitor corrosion under these conditions.

In any monitoring situation, the ideal probe placement is

most often not possible. Invariably, the flush or protruding

electrode probes should be placed in the most corrosive

environment (e.g., at a 6 o’clock position in a pipeline, at

the bottom of a vessel, or at a solution accumulation point in a

separator tower). Almost equally invariably, the available

location is entirely at oddswith these requirements. Although

certain steps can be taken to provide the application with a

modified design (e.g., a protruding electrode probe installed

at the 12 o’clock position with a long body to extend to the

aqueous phase), this is without question a compromise on the

part of the technology provider [5].

It is obviously imperative that corrosion sensors be posi-

tioned to reflect the state of the actual component or system

being monitored. If this requirement is not met, all sub-

sequent signal processing or data analysis is negatively

impacted and the value of information greatly diminished

or even rendered worthless. For example, if turbulence is

induced locally around a protruding corrosion sensor

TABLE 87.2. Indirect Corrosion Measurement Techniques

Online Techniques

Corrosion products
. Hydrogen monitoring

Electrochemical techniques
. Corrosion potential (Ecorr)

Water chemistry parameters.
. pH
. Conductivity
. Dissolved oxygen
. Oxidation reduction (Redox) potential

Fluid detection
. Flow regime
. Flow velocity

Process parameters
. Pressure
. Temperature
. Dewpoint

Deposition monitoring
. Fouling

External monitoring
. Thermography

Offline Techniques

Water chemistry parameters
. Alkalinity
. Metal ion analysis (iron, copper, nickel, zinc, manganese)
. Concentration of dissolved solids
. Gas analysis (hydrogen, H2S, other dissolved gases)
. Residual oxidant (halogen, halides, and redox potential)
. Microbiological analysis (sulfide ion analysis)

Residual inhibitor
. Filming corrosion inhibitors
. Reactant corrosion inhibitors

Chemical analysis of process samples
. Total acid number
. Sulfur content
. Nitrogen content
. Salt content in crude oil

TABLE 87.1. Direct Corrosion Measurement Techniques

Intrusive Techniques

Physical techniques
. Mass loss coupons
. Electrical resistance (ER)
. Visual inspection

Electrochemical DC techniques
. Linear polarization resistance (LPR)
. Zero-resistance ammeter (ZRA) between dissimilar alloy

electrodes—galvanic
.Zero-resistance ammeter (ZRA) between the same alloy electrodes
. Potentiodynamic/galvanodynamic polarization
. Electrochemical noise (ECN)

Electrochemical AC techniques
. Electrochemical impedance spectroscopy (EIS)
. Harmonic distortion analysis

Nonintrusive Techniques

Physical techniques for metal loss
. Ultrasonics
. Magnetic flux leakage (MFL)
. Electromagnetic—eddy current
. Electromagnetic—remote field technique (RFT)
. Radiography
. Surface activation and gamma radiometry
. Electrical field mapping

Physical techniques for crack detection and propagation
. Acoustic emission
. Ultrasonics (flaw detection)
. Ultrasonics (flaw sizing)
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mounted in a pipeline, the sensor will in all likelihood give a

very poor indication of the risk of localized corrosion damage

to the pipeline wall. In this particular case, a flush-mounted

sensor should be used instead if the goal is to monitor

localized corrosion (Fig. 87.1).

In practice, the choice ofmonitoring points is also dictated

by the existence of suitable access points, especially in

pressurized systems. It is usually preferable to use existing

access points such as flanges for sensor installations. If it is

difficult to install a suitable sensor in a given location,

additional bypass lines with customized sensors and access

fittings may represent a practical alternative. One advantage

of a bypass is the opportunity of experimenting with local

conditions of highly corrosive regimes in a controlledmanner

without affecting the actual operating plant.

The most important consideration when selecting corro-

sion monitoring locations within crude oil or wet gas

production systems is to find locations near the end of the

pipeline where the corrosion coupon or probe will be

immersed in any produced water. This placement is typically

at the 6 o’clock position on horizontal sections of pipeline

because produced water is heavier than crude oil or gas

condensates. In Figure 87.2(a), the monitoring probe in-

stalled at 6 o’clock is in an ideal position to sense corrosion

processes.

Figure 87.2(b) illustrates a gas production line that

contains a small quantity of condensate and producedwater.

The water is swept along the bottom of the pipe for

horizontal runs. (Only at high fluid velocity is water swept

along the circumference of the pipe.) Hence, monitoring

locations on the side of the pipeline (3 or 9 o’clock) as

shown in Figure 87.2(b) cannot accurately measure the

corrosion rates associated with the aqueous phase at the

bottom of the pipeline.

Unfortunately, many pipeline and facility designers have

installed monitoring locations on the sides of the pipelines

rather than the bottom. Although the side locations may

P
ro

be

Probe

(b) Three-phase pipeline(a) Wet gas pipeline

FIGURE 87.2. (a) Probe at 6 o’clock. The flush-mounted probe is best positioned to monitor

corrosion, even when there are small volumes of produced water, as in wet gas or some three-phase

pipelines. (b) Probe at 3 o’clock. The intrusive probe is incorrectly positioned and cannot monitor

corrosion associatedwith thewater phase. This probewould yield invalid results because it is in the gas

or oil phase.

FIGURE 87.1. Flush-mounted corrosion sensor in an access fitting.

(Courtesy of Metal Samples Company, www.metalsamples.com.)
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provide easier access for coupon crews, these coupons or

probes cannot provide accurate data unless the pipelines are

essentially full of water. Hence, operator convenience must

not come at the expense of obtaining valid results when

selecting coupon or probe monitoring locations.

D. CORROSION MONITORING SYSTEMS

Corrosionmonitoring systems vary significantly in complex-

ity, from simple coupon exposures or hand-held data loggers

(Fig. 87.3) to fully integrated plant process surveillance units

with remote data access and data management capabilities.

The first and most essential step to select a corrosion system

is to define the general objective of the monitoring effort, a

step often forgotten. If corrosion monitoring is done for

corrosion control, the purpose is to assure that asset life is

not jeopardized by too many high-corrosion-rate events. The

main objective of corrosion monitoring is in this case to limit

the “corrosion events” without using completely the corro-

sion allowance of a system before the end of its design life.

The main factors that govern the design of a monitoring

system in this case are [6]:

. Available corrosion allowance

. Uncontrolled corrosion rates

. Event rates

. Corrosion rate detection sensitivity and response rate

. Required service life

If corrosionmonitoring is used for corrosion control, it is thus

essential that the corrosion mechanism and the corrosion

rates during times of noncompliance be relatively well

known. Corrosion monitoring may also be used to optimize

the corrosion control, for example, testing the efficiency of

corrosion inhibitors, adjusting the corrosion inhibitor injec-

tion rate, or studying corrosion mechanisms. Such measure-

ments can be carried out either on instrumented sections of

the actual system or in a side stream.

Corrosion monitoring could also be needed in a broader

context of integritymanagement to ensure that the operating

envelope of a system is not exceeded. The time horizon of

ongoing integrity activities can be much shorter than the

plant lifetime. This can be satisfied by ensuring that integ-

rity is maintained up to the next inspection date and

reassessed for another period.

An effective corrosion monitoring system should exhibit

the following characteristics [7]:

. User Friendly. The monitoring system must be simple

to install, simple to use, and simple to interpret by

system operators. At least some interpretation functions

must be sufficiently developed so that the system can be

interfaced to alarms and controllers for chemical treat-

ment additions or online cleaning systems.

. Rugged. The monitoring system must be able to with-

stand the normal use and abuse if it is deployed in an

industrial environment.

. Sensitive. The monitoring element or probe must be

sensitive to the onset of a corrosion problem and provide

a definitive indication in real time that may be used as a

process control variable or to evaluate the effectiveness

of a control measure.

. Accurate. False positives and negatives or any indica-

tions caused by interferences from effects such as flow,

erosion, and fouling can be detrimental in many ways.

Erroneous readings may seriously affect the credibility

and straightforward usefulness of a corrosion monitor-

ing program.

. Maintainable. Probes are expected to foul in service. A

minimum time between servicing operations of several

months to several years may be required for most

applications. Periodic servicing and calibration should

be simple and easy to perform.

. Cost Effective. The cost of the monitoring systemmust

be significantly less than the cost of the downtime that is

avoided or the treatment costs that are saved. The speed

and accuracy of the technique are also factors in the cost

effectiveness of the monitoring system.

E. INTEGRATION IN PROCESS CONTROL

In most field operations, corrosion is typically viewed as

the difference between two measurements performed over a

rather long interval of time. These corrosion measurements

commonly come from measured changes in metal thickness

obtained directly with ultrasonic inspection readings or by

FIGURE 87.3. Field corrosion monitoring using electrochemical

noise recorded with a hand-held data logger. (Courtesy of Kingston

Technical Software.)
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monitoring the electrical resistance of probe elements or the

mass loss of coupons. Such measurements are taken on the

order of weeks, months, or sometimes years [2]. This tradi-

tional approach to corrosion monitoring can only provide a

corrosion indication after the damage has accumulated and

an average rate-of-metal loss during the measurement inter-

val. With such a strategy, peak corrosion rates are not

captured and documented in order to relate them to process

conditions.

The following example illustrates how the corrosivity

may vary at various points of an industrial gas scrubbing

system where highly corrosive thin-film electrolytes are

often prevalent [8]. These conditions arise when gas streams

are cooled to a temperature below the dewpoint. The result-

ing thin electrolyte layer (moisture) is often highly concen-

trated in corrosive species.

The corrosion probe used in this example is illustrated in

Figures 87.4 and 87.5. A retractable probewith flexible depth

was selected in order to mount the sensor surface flush with

the internal scrubber wall surface. The close spacing of the

carbon steel sensor elements was designed to work with a

discontinuous thin surface electrolyte film. This corrosion

sensor was connected to a hand-held multichannel data

recorder by shielded multistrand cabling (Fig. 87.3). As the

ducting of the gas scrubbing tower was heavily insulated, no

special precautions were taken to cool the corrosion sensor

surface.

Potential noise and current signals recorded during the

first hour of exposure at the conical base of the gas scrubbing

tower are presented in Figure 87.6. According to the oper-

ational history of the plant, condensate had a tendency to

accumulate at this locationwhere highly corrosive conditions

had been noted. The high levels of potential noise and current

noise in Figure 87.6 are indicative of a massive pitting attack

which is consistent with the operational experience. It should

be noted that the current noise is actually off scale for most of

the monitoring period, in excess of 10mA. The high corro-

sivity indicated by the electrochemical noise data from this

sensor location was confirmed by direct evidence of severe

pitting attack on the sensor elements, revealed by scanning

electronmicroscopy (Fig. 87.7). In contrast, both current and

voltage signals remained relatively constant and small at a

position higher up in the tower, where the sensor surface

remained mostly dry.

An improvement over this simple analysis is commonly

practiced in industry by tracking the width of the potential

and current signals as an indication of corrosion activity in

the system being monitored. Figure 87.8 illustrates how the

decrease in the current band obtained with a monitoring

system was interpreted as a reduction in general corrosion

activity in debutanizer overhead piping where the interaction

between operational changes and the corrosion mechanism

was being investigated.

In recent years, corrosion monitoring has developed from

amanual, offline process to an online, real-timemeasurement

(Fig. 87.9). The initial driving force for thismigrationwas the

FIGURE 87.4. Corrosion sensor and access fitting used for thin-film corrosion monitoring.

(Courtesy of Kingston Technical Software.)

FIGURE 87.5. Close-up of corrosion sensing elements used for

thin-film corrosion monitoring. (Courtesy of Kingston Technical

Software.)
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benefit of automation permitting reduced time and effort to

obtain corrosion data with a high level of data reliability.

Corrosion monitoring takes on a newmeaning when it can be

viewed at a frequency that is consistent with the way process

variables are measured and key performance indicators

(KPIs) monitored.

In this regard, wireless technology has been an enabler

for setting up much wider ranging networks of real-time

corrosion data points in field assets and process plants

than was possible using conventional wired transmitters.

Locations can now be dictated by critical need rather than

by convenience of wire placement. Since corrosion can be a

localized phenomenon, the ability to monitor more loca-

tions provides greater assurance that key locations have

been included [2].

Management information is typically required on pre-

dicted costs of problems, the risks involved, the remaining

life of the affected equipment, and what can be done to

FIGURE87.7. Scanning electronmicroscope image of a sensor element surface after exposure at the

base of the scrubbing tower clearly showing corrosion pits.
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FIGURE 87.6. Potential and current noise records at two locations in a gas scrubbing tower.
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improve or eradicate these problems. The KPIs described in

the following sectionswere developed specifically tomeasure

the effect of corrosion on the technical and financial perfor-

mance of assets involved in oil and gas production facilities

and to address the performance of critical corrosion-related

systems [9].

E1. Cost of Corrosion KPI

The cost of corrosion KPI allows converting the amount of

corrosion damage sustained during a given period into a

monetary figure to provide a clearer focus on corrosion

management performance. Factors considered within this

KPI are existing damage sustained prior to the period in

question, the cost of repair or replacement, and the remaining

service life of the plant. Performance can then be computed

in terms of the cost of damage in the last period examined,

the annual damage cost, and/or life-cycle costs. The cost of

corrosion damage (Ccorr) sustained in a given period can be

derived with the equation

Ccorr ¼ NCRcost

FL

� �
Dp

365

� �
ð87:1Þ

where Ccorr ¼ cost of corrosion damage in a specific time

period

NC ¼ estimated number of replacement cycles to

end of service life

Rcost ¼ replacement cost (including lost product cost)

FL ¼ required remaining field life (years)

Dp ¼ days in monitoring period (days)

If however the calculated remaining life of a component

(RLC) as defined in Eq. (87.3) is greater than the field life

(FL), Ccorr can be assumed to be equal to zero. This is based

on the assumption that the KPI is a performance indicator

reflecting the effect on operating costs (Opex) and does not

consider depreciation against the initial capital cost (Capex).

The number of replacement cycles (NC) can be estimated

from the equation

NC ¼ 1þ FL�RLC

RLR

� �� �
ð87:2Þ

where RLC ¼ remaining life of current component (years)

RLR ¼ remaining life of replacement components

(years)

RLC and RLR are respectively derived from Eqs. (87.3)

and (87.4):

RLC ¼ CA�DT

CR

� �
ð87:3Þ

RLR ¼ CA

CR

� �
ð87:4Þ

FIGURE 87.8. Electrochemical current noise (large band) and potential noise (lower signal)

in debutanizer overhead piping obtained with the Concerto VT noise system. (Courtesy of

CAPCIS Ltd.)
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where CA ¼ corrosion allowance1 (design or fitness for

purpose) (mm)

DT ¼ damage to date (mm)

CR ¼ measured corrosion rate (mm/year)

The above formulas have been developed from an actual

pipework monitoring and replacement program as a result of

internal corrosion effects. Replacement cost (Rcost), compo-

nent remaining life (RLC), and field life (FL) are key factors

in this method and reflect the need to understand accurate

costing of installation and replacement activities. Required

field life is not necessarily the difference between installation

and design lives butmore likely the time remaining until end-

of-field or production life.

E2. Corrosion Inhibition Level KPI

This KPI is a measure of the availability of corrosion

inhibitors to provide protection against corrosive processes.

The inhibitor efficiency2 itself should have been determined

from a combination of previous laboratory and field testing

to determine the optimum concentration that the chemical

1 Corrosion allowance depends on the type of defect anticipated which needs

to be identified by inspection. Once the defect geometry is known and the

process parameters identified, the maximum allowable defect size may be

calculated using fitness for purpose criteria to ensure that failure does not

occur.

2 The efficiency of an inhibitor is expressed as a measure of the improvement

in lowering the corrosion rate of a system:

Inhibitor efficiency ð%Þ ¼ CRuninhibited �CRinhibited

CRuninhibited

� �
� 100

where CRuninhibited¼ corrosion rate of the uninhibited system and

CRinhibited¼ corrosion rate of the inhibited system.

C
or

ro
si

on
 r

at
e

Date/time

C
or

ro
si

on
 r

at
e

Date/time

M
et

al
 lo

ss
Date/time

Offline:
weight loss
electrical resistance
visual inspection
ultrasonic testing

Online:
periodic ultrasonic testing
electrical resistance
linear polarization resistance

Online, real time:
electrochemical noise
coupled multielectrode arrays
linear polarization resistance

FIGURE 87.9. Corrosion monitoring has evolved from offline to online and online, real-time

measurements. (Adapted from [2].)
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inhibitor should be in the produced fluids. There may of

course be applications where it is justified to apply a degree

of overinjection to provide protection to downstream facil-

ities where it is not practical to inject.

The KPI itself is derived from a measure of the produced

fluids, including water and hydrocarbon phases and the

inhibitor injected in the produced fluid stream to provide a

correlation between how much inhibitor should be in the

produced fluid stream versus actual injected inhibitor

concentrations. The KPI percent inhibitor availability

(InhibitorAV) function is described as

InhibitorAV ¼ Cactual

Crequired

� �
� 100 ð87:5Þ

where Cactual ¼ actual concentration of corrosion inhibitor

(ppm)

Crequired ¼ required concentration of corrosion inhib-

itor (ppm)

This KPI, when directly correlated with the corrosion cost

KPI (Ccorr), provides a clear indication of the corrosion

performance of the asset and identifies clearly where effec-

tive action can be taken to improve performance if, for

example, damage costs are seen to increase. A correlation

between the cost-of-damage KPI and inhibition-level KPI

may indicate how the cost of damage and inhibitor dosage

level trend in actual performance.

E3. Completed Maintenance KPI

This KPI, which provides a measure of the reliability of the

corrosion monitoring equipment, is determined from the

asset’s maintenance performance in repairing equipment

faults reported during routine corrosion inspection visits.

This measure reflects the recognized importance that equip-

ment reliability is critical to the performance of corrosion

inhibition systems and hence is also a key cost factor. The

indicator is derived from a ratio of the number of mainte-

nance actions raised versus the number of actions completed

in a given monitoring period:

% Completed maintenance ¼
maintenance actions completed

maintenance actions raised
� 100

ð87:6Þ

F. MODELING CORROSION MONITORING

RESPONSE

The interpretation of corrosion monitoring results may be

relatively simple when the corrosion processes themselves

are simple or when the factors causing the observed corro-

sion rates are well understood. However, there are many

situations where the process conditions and associated fluids

or chemicals involved have never been really investigated in

controlled situations. In such cases, corrosion monitoring

may be quite useful to develop a better understanding of the

complex interactions between alloys being considered or

chosen and the fluids being processed. Unfortunately, it may

be quite expensive to test all the variations that occur in a real

process stream. Therefore, comparing the corrosion moni-

toring results with models predicting the performance of

materials in process environments can lead to significant

cost savings [10].

Considerable progress has been made in the last three

decades in understanding the initiation, growth, and repassi-

vation of localized corrosion of many metallic materials.

Modeling the localized corrosion process has been per-

formed considering a battery of atomic/molecular processes

and transport processes. While these models have success-

fully explained different aspects of pitting and crevice cor-

rosion, they typically require too many parameters that

simply cannot be measured [10].

A relatively new approach to predicting localized cor-

rosion in complex chemical environments essentially

considers two measurable components: the repassivation

potential (Erp) and the corrosion potential (Ecorr). The

repassivation potential Erp is a measure of the tendency of

an alloy to suffer localized corrosion. The justification for

usingErp stands on the observation that only stable pitting or

crevice corrosion is critical to the life of a component

whereas pits that nucleate without growing beyond an

embryonic stage (metastable pits) do not adversely affect

the performance of engineering structures. It has been

shown that, for noble alloys, stable pitting or crevice

corrosion does not occur below Erp and that Erp is relatively

insensitive to prior pit depth and surface finish. The sus-

ceptibility of an alloy to localized corrosion in a given

environment can be revealed by comparing the repassiva-

tion potential with Ecorr.

The concept is illustrated schematically in Figure 87.10.

For a given alloy, the repassivation potential Erp decreases

with an increase in chloride concentration. Three general

types ofErp behaviormay be observed, but in some cases only

a semilogarithmic decrease is observed. The corrosion po-

tential itself is only slightly influenced by changes in chloride

concentration unless significant localized corrosion occurs.

The critical chloride level for localized corrosion to occur

is when Erp is lower than Ecorr [Fig. 87.10(a)]. Similarly,

for a given chloride concentration a critical temperature

[Fig. 87.10(b)] and a critical inhibitor concentration exist

[Fig. 87.10(c)]. In many processes, incidental contamination

of the process fluid by redox species may increase Ecorr

values such that localized corrosion may occur beyond a

critical concentration of redox species [(Fig. 87.10(d)]. The
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condition in a system will typically be a combination of the

idealized cases shown in Figures 87.10(a)–(d).

Cyclic polarization tests are often used to reveal these

characteristics in a practical manner and evaluate the pitting

susceptibility of a material. The potential is swept in a single

cycle or slightly less than one cycle usually starting the scan

at the corrosion potential. The voltage is first increased in the

anodic or noble direction (forward scan). The voltage scan

direction is reversed at some chosen current or voltage

toward the cathodic or active direction (backward or reverse

scan) and terminated at another chosenvoltage. The presence

of the hysteresis between the currents measured in the

forward and backward scans is believed to indicate pitting,

while the size of the hysteresis loop itself has been related to

the amount of pitting that has occurred during the scan.

This technique has been especially useful to assess

localized corrosion for passivating alloys such as S31600

stainless steel, nickel-based alloys containing chromium,

and other alloys such as titanium and zirconium. Though the

generation of the polarization scan is simple, its interpre-

tation can be difficult [11].

In the following example, the polarization scans were

generated after one and four days of exposure to a chemical

product maintained at 49�C. The goal of these tests was to
examine if S31600 steel could be used for short-term

storage of a 50% commercial organic acid solution

(aminotrimethylene phosphonic acid) in water. A small

amount of chloride ion (1%) was also present in this acidic

chemical.

In this example, the potential scan rate was 0.5mV/s and

the scan direction was reversed at 0.1mA/cm2. Coupon

immersion tests were run in the same environment for

840 h. The S31600 steel specimens were exposed to the

liquid, at the vapor–liquid interface, and in the vapor.

The reason for the three exposures was that in most storage

situations the containment vessel would be exposed to a

vapor–liquid interface and a vapor phase at least part of the

time. Corrosion in these regions can be very different from

liquid exposures. The specimens were also fitted with arti-

ficial crevice formers.

Figure 87.11 shows the polarization scan generated after

one day and Figure 87.12 shows the polarization scan

generated after four days of exposure. The important

parameters considered were the position of the “anodic-to-

cathodic” transition relative to the corrosion potential, the

existence of the repassivation potential and its value relative

to the corrosion potential, the existence of the pitting poten-

tial and its value relative to the corrosion potential, and the

hysteresis (positive or negative). The interpretation of the

results is summarized in Table 87.3.
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FIGURE 87.10. Comparison of repassivation (Erp) and corrosion potentials (Ecorr) for different

environmental parameters. Shaded areas denote localized corrosion.
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The presence of the negative hysteresis would typically

suggest that localized corrosion is possible depending on

the value of the corrosion potential relative to the charac-

teristic potentials present in these polarization plots. After

the first day of exposure, pitting was not expected to be a

problem because the pitting potential was far away from the

corrosion potential. The currents generated were much

higher than those normally associated with S31600 steel

in a passive state. These observations suggested that there

was a risk of initiation of corrosion, particularly in localized

areas where the pH can decrease drastically [11].

After four days, the risk of localized corrosion increased.

At this time, the repassivation potential and the potential of

the change from anodic to cathodic current were equal to the

corrosion potential. The pitting potential was only about

0.1 V more noble than the corrosion potential and the hys-

teresis still negative. The risk of pitting had increased enough

to become a concern.

Coupon immersion tests confirmed the long-term predic-

tions. Slight attack was found under the artificial crevice

formers in the complete liquid exposure. The practical

conclusion of this in-service study was that, since localized
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FIGURE 87.12. Polarization scan for S31600 steel in 50% aminotrimethylene phosphonic acid after

four days of exposure (the arrow indicates scanning direction).
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corrosion often takes time to develop, a few days of expo-

sure to this chemical product could be acceptable. However,

it was recommended to avoid long-term exposure since

both pitting and crevice corrosion would be expected for

longer exposure periods.

G. PROBE DESIGN AND SELECTION

Corrosion sensors (probes) are an essential element of all

corrosion monitoring systems. The nature of the sensors

depends on the various individual techniques used for mon-

itoring, but often a corrosion sensor can be viewed as an

instrumented coupon. A single high-pressure access fitting

for insertion of a retrievable corrosion probe can be used to

accommodate most types of retrievable probes. With spe-

cialized tools sensor insertion andwithdrawal can be possible

under pressurized operating conditions.

All too often, the quality and relevance of the corrosion

data measured can be severely compromised by inappropri-

ate probe design. In this context, knowledge of the probe

surface condition is particularly crucial during the initial

design and obviously remains important for the duration of

the exposure period.

Other factors to consider relate to surface roughness,

residual stresses, corrosion products, surface deposits, pre-

existing corrosion damage, and temperature that can all have

an important influence on corrosion damage and need to

be taken into account for making representative probes.

Considering these factors, it can be desirable to manufacture

corrosion sensors from a precorroded material that has

experienced actual operational conditions. Heating and cool-

ing may also be applied to corrosion sensors, using special

devices, for their surface conditions to reflect certain plant

operating domains. Sensor designs such as spool pieces in

pipes and heat exchanger tubes, flanged sections of candidate

materials, or test paddles bolted to agitators also represent

efforts to make these sensors representative of actual oper-

ational conditions.

The choice of a specific monitoring probe should also be

based on the anticipated corrosion rates within the system as

well as on the required sensitivity. When conducting a short-

term corrosion test, probes with high sensitivity are desired.

For long-term monitoring, however, a thicker probe element

with a longer measurement lifetime may be desired.

G1. Sensitivity and Response Time

The usefulness of a corrosion monitoring system strongly

depends on how well it can deliver warnings of unwanted

corrosion conditions. For measuring techniques this trans-

lates into two closely related properties:

. The sensitivity to detect a change in corrosion rate

. The time it requires to detect such a change, that is, the

response time

By virtue of the measuring principle of many systems,

sensitivity and response time have an inverse relation to

each other. In order to compare corrosionmonitoring systems

on the basis of their sensitivity, it is important to distinguish

between the accuracy of the measurement and the sensitivity

to measure a change in the corrosion rate. The sensitivity to

measure corrosion rate is the combined result of measure-

ment accuracy and the elapsed time [6].

Sensitivity (S) and response time (R) of a certain technique

are closely related and can be conveniently displayed in a

single graph, as shown in Figure 87.13. It is most convenient

to display such S–R curves on a log–log graph. The example

in this figure has an application window which requires a

response time of one to seven days while requiring corrosion

rate measurement sensitivity in the range of 1–20mm/year.

The S–R curve for this example, based on a specific tech-

nique, lies below the application window and hence will

satisfy each requirement for this application. In Table 87.4

typical applications are given with their characteristics.

These applications are depicted in Figure 87.14 for their

respective S–R windows.

A monitoring system can also be limited to measure

accurately over long time scales because of inherent insta-

bility of the monitoring system. This might be the result of

deterioration of the sensor or drift in the recording instru-

mentation. For systems that have to measure with high

sensitivity and over a long interval it is recommended to

perform routine verifications and calibrations of the moni-

toring equipment.

For rapid flow conditions or if there are concerns related to

suspended solids, the sensing elements should be protected

with a velocity shield. An ER probe can also be used to

measure an “erosion rate” associated with production of sand

or other solids. For this purpose, a noncorroding metal

element should be selected [12].

TABLE 87.3. Features and Values Used to Interpret

Figures 87.11 and 87.12

Feature

Value from

Fig. 87.11

Value from

Fig. 87.12

Repassivation potential—

corrosion potential

0.12V 0.0V

Pitting potential—corrosion

potential

0.22V 0.12V

Potential of anodic-to-

cathodic transition—

corrosion potential

0.12V 0.0V

Hysteresis Negative Negative

Active-to-passive transition No No
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 G2. Flush-Mounted Electrode Design

The flush-mounted electrode design is most appropriate for

use in applications such as oil and gas flowlines where

pigging operations are necessary. While the design is suited

to this application operational need, it greatly limits the

electrode exposed surface area and the accuracy of the

measurements, particularly in low-conductivity environ-

ments or with low-sensitivity instrumentation. As with most

measurement processes there is a trade-off between available

area for measurement and the opportunity to actually mea-

sure corrosion events of low statistical probability [5].

Great care must also be taken in the manufacture of this

type of probe as the opportunity exists to artificially create

unwanted physical phenomena such as crevices. A crevice

created between the outer circumference of an electrode and

the surrounding insulating material could provide a focal

point for localized corrosion activity and introduce a signif-

icant error in themeasured data. This effect would be reduced

by using larger surface area electrodes.

While this type of probe can be supplied with electrodes

of sufficient material to last the lifetime of the component

into which it is installed, the monitoring program undoubt-

edly will benefit from the ability to replace the probe on a

regular basis for visual inspection and to confirm the

measured data.

G3. Protruding-Electrode Design

The protruding-electrode design has more broad-ranging

applications than the flush-mounted design. A major benefit
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FIGURE 87.13. Corrosion monitoring system sensitivity (1–20mm/year)/response time (1–7 days)

application window for a given system performance threshold (solid line).

TABLE 87.4. Sensitivity and Response Time of Typical Corrosion Monitoring Applications

Application

Sensitivity Range

(mm/year) Response Time System Characteristics

Corrosion tests 0.1–100 1 h–5 days Continuous

Inhibition control 0.1–20 0.5–2 days Continuous optimization

Corrosion control (upsets) 1–100 1 h–2 days Continuous monitoring (upsets)

Corrosion control performance

demonstration

1–10 1week–1 month Continuous/interval measurement

Inspection planning 0.2–10 1 month–0.5 year Interval

Inspection 1–20 3 months–10 years Interval
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of this design is the possibility to use replaceable electrodes,

as this provides a cost-effective solution. The possibility of

crevice corrosion is also less important as the exposed length

of an electrode increases the ratio of exposed surface area to

the region where a crevice might occur, that is, the circum-

ference of the electrode. However, this design relies on the

complete exposure of the electrode surface to the corrosive

environment, and so issues may arise in situations where

the flow regime within the monitored system becomes tur-

bulent or if the water cut is reduced significantly during

operation [5].

G4. Probes to Suit the Application

Each corrosion monitoring application has its specific needs

and requirements. The following sections describe a few

probe designs that have been developed for specific degra-

dation mechanisms and environments.

G4.1. Stress Corrosion Cracking Probe. Corrosion

probes have been developed that enable the working elec-

trode of a three-electrode arrangement to be prestressed in

order to match the operating condition of a pipe or vessel.

In the following example, corrosion monitoring and control

of the double-shell tanks (DSTs) at Hanford had histori-

cally been provided through a waste chemistry sampling

and analysis program. In this program, waste tank corro-

sion was inferred by comparing waste chemistry samples

taken periodically from the DSTs with the results from a

series of laboratory tests done on tank steels immersed

in a wide range of normal and off-normal waste

chemistries [13].

This method has been effective but is expensive and time

consuming and does not yield real-time data. The Hanford

Site near Richland, Washington, has 177 underground waste

tanks that store approximately 253 million liters of radio-

activewaste from 50 years of plutonium production. In 1996,

the Department of Energy Tanks Focus Area launched an

effort to improve Hanford’s DST corrosion monitoring strat-

egy and to help address questions concerning the remaining

useful life of these tanks. Several new methods of online

localized corrosion monitoring were evaluated. The electro-

chemical noise (EN) techniquewas selected for further study

based on numerous reports that showed this technique to be

themost appropriate for monitoring and identifying the onset

of localized corrosion.

Based on a series of studies, a three-channel prototype

field probe was designed constructed, and deployed in

August 1996. Following the demonstration of the prototype

for approximately a year, a longer, more advanced eight-

channel system was designed and installed in September

1997. Figure 87.15 shows the installation of this system.

Unlike the previous prototype, the in-tank probe on this

system reached from tank top to tank bottom exposing two

channels of EN electrodes in the sludge at the tank bottom,

four channels in the tank supernate, and two channels in the

tank vapor space. Four additional systems of similar design

have been installed into other DSTs.

FIGURE 87.14. Application windows depicted in the S–R plot. The size range of the application

windows is given in Table 86.4.
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Like most EN-based corrosion monitoring systems, the

active Hanford systems monitor EN on channels composed

of three nominally identical electrodes immersed in the tank

waste. Each system is composed of an in-tank probe and

ex-tank data collection hardware. The in-tank probe is fab-

ricated from an �17-m-long piece of 2.5-cm-diameter

stainless steel tubing. Eight three-electrode channels are

distributed along the probe body. Electrodes are fabricated

fromUnitedNumbering System (UNS)K02400 steel that has

been heat treated to match the tank wall heat treatment. Four

channels on each probe are formed from sets of bullet-shaped

electrodes (25 cm2/electrode). Four channels are formed

from sets of thick-walled C-rings (44 cm2/electrode).

Figure 87.16 shows two channels on the most recent probe.

The unstressed bullet-shaped electrodes are used for pitting

and uniform corrosion detection. The working electrode on

each C-ring channel is notched, precracked, and stressed

to yield prior to installation to facilitate the monitoring of

SCC should tank chemistry conditions change to allow the

onset of cracking. The other two C-rings on each C-ring

channel are not stressed to match the operating conditions of

the vessel. Bullet and C-ring channels alternate up the length

of the probe. Current DST waste levels in monitored tanks

immerse three channels of bullet-shaped electrodes and three

channels of C-ring electrodes.

In this way, the working electrode is allowed to behave

in a manner most representative of the material in service,

thus providing corrosion information reflecting the real-life

situation of the plant equipment. The exposure of single or

multiple corrosion probes can enable informed decisions to

be made regarding the choice of a material or of a stress

relief process.

G4.2. Corrosion in Hydrocarbon Environments. In

hydrocarbon environments there must be an electrolytically

conductive phase present which is generally provided by

FIGURE 87.16. Detail of the Hanford site 25-cm2 bullet and 47-cm2 C-ring channel electrodes.

(Courtesy of Glenn Hedgemon, HiLine Engineering & Fabrication.)

FIGURE 87.15. Installation of first full-scale probe into a double-shell tank (DST) at the Hanford

site. (Courtesy of HiLine Engineering & Fabrication.)
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an aqueous phase or by polar solvents for corrosion to occur.

Examples may be flowlines in oil and gas applications or

pipelines in chemical process environments where it may not

be straightforward to introduce a complex probe system.

A circumferential spool probe has been developed espe-

cially for this application to allow a maximum contact of

the electrodeswith the process environment in “true” flowing

conditions along flowlines or pipelines, especially in multi-

phase oil and gas applications.

The basic ring principle of these sensors allows elements

to be made by “salami” slicing a pipe and reassembling pairs

of the resulting rings, separated by insulation, to remake a

pipe section capable of retaining line pressure. Each elec-

trically isolated ring is measured using pick-up wires at-

tached to the outer face. If wires are attached at equally

spaced intervals around the ring, the instrumentation can be

configured to measure the overall metal loss and the loss in

the segment between each pick-up point Figure 87.17.

One of each pair of rings is kept from contact with the

process stream by means of a high-integrity, thin-film,

ceramic coating. The coated ring acts as the reference to

the exposed sample ring.

A number of pairs of rings may be used enabling the

study of different materials including weldment and heat-

affected zone (HAZ) material if preferential weld corrosion

is an issue. In addition to the temperature data from the

elements, it is a simple matter to include pressure mea-

surement in the device. Together these may add consider-

ably to the understanding of the behavior of the fluid in

the line.

Standard rings have the same wall thickness as the

original line so no problem should arise with element life

in relation to the service life of the line. The thicker wall

rings do have a lower speed of response that may not

always meet the requirement, especially if real-time ad-

justment to chemical treatment is proposed. In this case a

combination of two concentric rings may be used to provide

a fast response from a thin element inside a thicker support-

ing ring.

The potentially limited life of the element is balanced by

the ability to maintain low corrosion rates through active

control, thereby extending the life of the asset and the sensor.

The spool sensor is therefore a very versatile measurement

tool for looking at the character and degree of corrosion of

various materials in conditions that are a true representation

of line flow. It is capable of being finely tuned to perform the

required task with great precision.

The sensor housing uses a double-pressure barrier prin-

ciple. The sensor rings, spacers, and isolators are held in

compression by a clamp arrangement producing an inner

pressure-tight cylinder. This cylinder is mounted in the outer

housing using a pair of elastomer seal rings to complete the

primary containment. The outer housing is a pressure-tight

assembly in its own right, sealed using flanges, ring-type

joints, and a spacer ring. Electronics, housings, power

consumption, and telemetry are similar in most respects to

those for intrusive probes. Figure 87.18 illustrates a mon-

itoring system being deployed with a pipeline as it is

submerged into the sea.

G4.3. Coupled Multielectrode Array Systems and Sensors.
The use of multielectrode array systems (CMASs) for

corrosion monitoring is relatively new. The advantages of

using multiple electrodes include the ability to obtain
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FIGURE 87.17. Principle of ring pair corrosion monitoring. (Courtesy of Cormon Ltd.)
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greater statistical sampling of current fluctuations, a greater

ratio of cathode-to-anode areas that enhances the growth of

localized corrosion once initiated, and, depending on the

design, the ability to estimate the pit penetration rate and to

obtain macroscopic spatial distribution of localized

corrosion [14].

Figure 87.19 shows the principle of the CMAS in which

a resistor is positioned between each electrode and the

common coupling point. Electrons from a corroding or a

relatively more corroding electrode flow through the resistor

connected to the electrode and produce a small potential

drop usually of the order of a few microvolts. This potential

drop is measured by the high-resolution voltage-measuring

instrument and used to derive the current of each electrode.

The CMAS probes can bemade in several configurations and

sizes, depending on the applications. Figure 87.20 shows

some of the typical probes that were reported for real-time

corrosion monitoring.

The data from these CMAS probes are the large number

of current values measured at a given time interval from all

the electrodes. In a CMAS probe system, these data are

reduced to a single parameter so that the probe can be

conveniently used for real-time and online monitoring

purposes. The most anodic current has been used as a
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FIGURE 87.19. Multielectrode array multiplexed current and/or potential measurement. (Adapted

from [17].)

FIGURE 87.18. Ring pair corrosion monitoring system being deployed at sea during the installation

of a submerged pipeline. (Courtesy of Cormon Ltd.)
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one-parameter signal for the CMAS probes. Because the

anodic electrodes in a CMAS probe simulate the anodic

sites on a metal surface, the most anodic current may be

considered as the corrosion current from themost corroding

site on the metal.

The value based on three times the standard deviation of

currents is another way to represent the corrosion current

from the most corroding site on the metal. Because the

number of electrodes in a CMAS probe is always limited

and usually far fewer than the number of corroding sites on

the surface of a metal coupon, the value based on the

statistical parameter, such as three times the standard devi-

ation of current, was considered to be more appropriate than

the single value of the most anodic current. The standard

deviation valuemay be from the anodic currents or from both

the anodic and cathodic currents.

In a less corrosive environment or with a more corro-

sion-resistant alloy, the most anodic electrode may not be

fully covered by anodic sites until the electrode is fully

corroded. Therefore, the most anodic electrode may still

have cathodic sites available, and the electrons from the

anodic sites may flow internally to the cathodic sites

within the same electrode. The total anodic corrosion

current, Icorr, and the measured anodic current, Iexa , may

be related as

Iexa ¼ eIcorr ð87:7Þ

where e is a current distribution factor that represents the

fraction of electrons resulting from corrosion that flows

through the external circuit. The value of e may vary

between zero and unity, depending on parameters such as

surface heterogeneities on the metal, the environment, the

electrode size, and the number of sensing electrodes. If an

electrode is severely corroded and significantly more

anodic than the other electrodes in the probe, the e value

for this corroding electrode would be close to 1, and the

measured external current would be equal to the localized

corrosion current.

Because the electrode surface area is usually between 1

and 0.03mm2, which is approximately two to four orders of

magnitude less than that of a typical LPR probe or a typical

EN probe, the prediction of penetration rate or localized

corrosion rate by assuming uniform corrosion on the small

electrode is realistic in most applications. CMAS probes

have been used for monitoring localized corrosion of a

variety of metals and alloys in the following environments

and conditions:

. Deposits of sulfate-reducing bacteria

. Deposits of salt in air

. High-pressure simulated natural gas systems

. H2S systems

. Oil–water mixtures

. Cathodically protected systems

. Cooling water

. Simulated crevices in seawater

. Salt-saturated aqueous solutions

. Concentrated chloride solutions

. Concrete

. Soil

. Low-conductivity drinking water

. Process streams of chemical plants at elevated

temperatures

. Coatings

FIGURE 87.20. Typical CMAS probes used for real-time corrosion monitoring. (Courtesy of Corr

Instruments.)
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H. DATA COMMUNICATION AND

ANALYSIS REQUIREMENTS

The signal emanating from a corrosion sensor usually has

to be processed and analyzed. Examples of signal process-

ing include filtering, averaging, and unit conversions.

Furthermore, in some corrosion sensing techniques, the

sensor surface has to be perturbed by an input signal to

generate a corrosion signal output. In older systems, elec-

tronic sensor leads were usually employed for these purposes

and to relay the sensor signals to a signal processing unit.

Advances in microelectronics have facilitated the sensor

signal conditioning and processing by the introduction of

microchips that have become an integral component of

sensor units [15, 16]. Wireless data communication with

such sensing units is also a product of the microelectronic

revolution.

Irrespective of the sensor details, a data acquisition

system is required for online and real-time corrosion mon-

itoring. On several plants, the data acquisition system is

housed in mobile laboratories, which can be made intrinsi-

cally safe. A computer system often performs a combined

role of data acquisition, data processing, and information

management. In data processing, a process is initiated to

transform corrosion monitoring data (low intrinsic value)

into process-relevant information (higher intrinsic value).

Complementary data from other relevant sources such as

process parameter logging and inspection reports can be

acquired together with the data from corrosion sensors for

use as input to a management information system.

It is important, at the onset of a corrosion monitoring

program, to define the full data communication chain from

signaling unacceptable corrosion to the implementation of

a remedial action. The times for each step in the chain

should be in balance; that is, it is obviously not very useful

to invest in a system with a response time of one day if

it requires weeks to process the information and/or months

to implement follow-up remedial measures. The following

individuals may be involved in the communication

process [6]:

1. Process plant operator to collect data

2. Corrosion monitoring specialist (corrosion or inspec-

tion engineer) to process data

3. Corrosion engineer to assess the information and

determine follow-up

4. Operations or maintenance engineer to plan and

implement remedial action

The response time from sensor to desk for steps 1–3

determine the actual response time obtained from a corro-

sion monitoring system. For a highly critical monitoring

task the data might go directly to the party responsible for

remedial action (e.g., to the control room for action by an

operator).

The perceived importance of the monitoring system and

strategy has to be mirrored by commitment of all individuals

involved in integrity management, that is, the asset holder,

usually operations, but alsomaintenance and inspection staff,

corrosion engineering, production chemists, and frequently

the chemical treating contractor. It is essential that the

approach is agreed upon and implemented by a team that

includes these individuals, who together decide not only how

corrosion should be controlled but also how the corrosion

monitoring should be implemented.
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A. INTRODUCTION

Many techniques have been described for diagnosing, mea-

suring, and monitoring microbiologically influenced corro-

sion (MIC). However, none has been accepted as an industry

standard or as a recommended practice by the American

Society for Testing and Materials (ASTM) or NACE Inter-

national. This chapter reviews the literaturewith an emphasis

on the strengths and weaknesses of each technique.

DiagnosingMIC after it has occurred requires a combination

of microbiological, metallurgical, and chemical analyses.

MIC investigations have typically attempted to (1) identify

causative microorganisms in the bulk medium or associated

with the corrosion products, (2) identify a pit morphology

consistent with an MIC mechanism, and (3) identify a

corrosion product chemistry that is consistent with the

causative organisms. Electrochemical (EC) techniques can

be used to measure and monitor MIC. The major limitation

for MIC monitoring programs is the inability to relate

microbiology to corrosion in real time. Some techniques can

detect a specific modification in the system due to the

presence and activities of microorganisms (e.g., heat transfer

resistance, fluid friction resistance, galvanic current) and

assume something about the corrosion. Others measure

some electrochemical parameter (e.g., polarization resis-

tance, electrochemical noise) and assume something about

the microbiology. With experience and knowledge of a

particular operating system either can be an effective mon-

itoring tool, especially for evaluating a treatment regime

(biocides or corrosion inhibitors).
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B. DIAGNOSING

B1. Identification of Causative Organisms

The following are required for an accurate diagnosis of MIC:

1. A sample of the corrosion product or affected surface

that has not been altered by collection or storage

2. Identification of a corrosion mechanism

3. Identification of microorganisms capable of growth

and maintenance of the corrosion mechanism in the

particular environment

4. Demonstration of an association of the microorgan-

isms with the observed corrosion

Three types of evidence are used to diagnosis MIC: metal-

lurgical, chemical, and biological. The objective is to have

three independent types of measurements that are consistent

with a mechanism for MIC.

The list of microorganisms involved in MIC and the

resulting mechanisms are continuously growing. Causative

microorganisms are from all three main branches of evolu-

tionary descent, that is, bacteria, archaea, and eukaryotes. For

many years the first step in identifying corrosion as MIC was

to determine the presence of specific groups of bacteria in the

bulk medium (planktonic cells) or associated with corrosion

products (sessile cells). There are four approaches:

1. Culture the organisms on solid or in liquid media.

2. Extract and quantify a particular cell constituent.

3. Demonstrate/measure some activity.

4. Demonstrate a spatial relationship between microbial

cells and corrosion products using microscopy.

B1.1. Culture Techniques. Themethodmost often used for

detecting and enumerating groups of bacteria is the serial

dilution to extinction method using selective culture media.

To culture microorganisms, a small amount of the sample of

interest as a liquid or a suspension of a solid (the inoculum) is

added to a solution or solid that contains nutrients (culture

medium). There are three considerations when growing

microorganisms: type of culture medium, incubation tem-

perature, and length of incubation. The present trend in

culture techniques is to attempt to culture several physio-

logical groups, including aerobic, heterotrophic bacteria;

facultative anaerobic bacteria; sulfate-reducing bacteria

(SRB); and acid-producing bacteria (APB). Growth is de-

tected as turbidity or a chemical reaction within the culture

medium. Traditional SRB media contain sodium lactate as

the carbon source [1]. When SRB are present in the sample,

sulfate is reduced to sulfide, which reacts with iron (in either

solution or solid) to produce black ferrous sulfide. Culture

media are typically observed over several days (30 days may

be required for growth of SRB). There have been several

attempts to improve culture media and to grow higher

numbers of bacteria or to shorten the time required for some

indication of growth. A complex SRB medium was devel-

oped containing multiple carbon sources that can be degrad-

ed to both acetate and lactate. In comparison tests, the

complex medium produced higher counts of SRB from

waters and surface deposits among five commercially avail-

able media [2]. Jhobalia et al. [3] developed an agar-based

culture medium for accelerating the growth of SRB. The

authors noted that over the range of 1.93–6.50 g/L, SRB grew

best at the lowest sulfate concentration. Cowan [4] developed

a rapid culture technique for SRB based on rehydration of

dried nutrients with water from the system under investiga-

tion. The author claimed that using system water reduced the

acclimation period for microorganisms by ensuring that the

culture medium had the same salinity as the system water

used to prepare the inoculum. The author reported quanti-

fication of SRB within one to seven days.

The distinct advantage of culturing techniques to detect

specificmicroorganisms is that lownumbers of cells grow to

easily detectable higher numbers in the proper culture

medium. However, there are numerous limitations for the

detection and enumeration of cells by culturing techniques.

Several investigators have followed the changes in micro-

flora as a function of water storage. Zobell andAnderson [5]

and Lloyd [6] demonstrated that when water is stored in

glass bottles the bacterial numbers fall within the first few

hours followed by an increase in the total bacterial popu-

lation with a reduction in the number of species. If results

from culturing techniques are to be related to the natural

populations, culture media should be inoculated within

hours of collection and the sample should be chilled during

the interim. Under all circumstances culture techniques

underestimate the organisms in a natural population [7,

8]. Kaeberlein et al. [9] suggest that 99% ofmicroorganisms

from the environment resist cultivation in the laboratory.

One major problem in assessing microorganisms in natural

environments is that viable microorganisms can enter into a

nonculturable state [10]. Another problem is that culture

media cannot approximate the complexity of a natural

environment. Growth media tend to be strain specific. For

example, lactate-based media sustain the growth of lactate

oxidizers, but not acetate-oxidizing bacteria. Incubating at

one temperature is further selective. The type of medium

used to culture microorganisms determines to a large extent

the numbers and types of microorganisms that grow. Zhu

et al. [11] demonstrated dramatic changes in the microbial

population from a gas pipeline after samples were intro-

duced into liquid culture media. Similarly, Romero

et al. [12] found that some bacteria present in small amounts

in the original waters were enriched in the culture process.

Archaea will not be detected using traditional culture

techniques.
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B1.2. Biochemical Assays. Biochemical assays have been

developed for the detection of specific microorganisms as-

sociatedwithMIC.Unlike culturing techniques, biochemical

assays for detecting and quantifying bacteria do not require

growth of the bacteria. Instead, biochemical assays measure

constitutive properties including adenosine triphosphate

(ATP) [13], phospholipid fatty acids (PLFAs) [14], cell-

bound antibodies [15], and DNA [16]. Adenosine-50-phos-
phosulfate (APS) reductase [17] and hydrogenase [18] have

been used to estimate SRB populations.

B1.3. Physiological Activity. Roszak and Colwell [10] re-

viewed techniques commonly used to detect microbial ac-

tivities in natural environments, including transformations of

radiolabeled metabolic precursors. Phelps et al. [19] and

Mittelman et al. [20] used uptake or transformation of
14C-labeled metabolic precursors to examine activities of

sessile bacteria in natural environments and in laboratory

models. Phelps et al. [19] used a variety of 14C-labeled

compounds to quantify catabolic and anabolic bacterial

activities associated with corrosion tubercles in steel natural

gas transmission pipelines. They demonstrated that organic

acid was produced from hydrogen and carbon dioxide in

natural gas by acetogenic bacteria and that acidification

could lead to enhanced corrosion of the steel. Mittelman

et al. [20] used measurement of lipid biosynthesis from
14C-acetate, in conjunction with measurements of microbial

biomass and extracellular polymer, to study effects of dif-

ferential fluid shear on the physiology and metabolism of

Alteromonas (formerly Pseudomonas) atlantica. Increasing

shear force increased the rate of total lipid biosynthesis but

decreased per cell biosynthesis. Increasing fluid shear also

increased cellular biomass and greatly increased the ratio of

extracellular polymer to cellular protein. Maxwell [21] de-

veloped a radiorespirometric technique for measuring SRB

activity on metal surfaces that involved two distinct steps:

incubation of the sample with 35S sulfate and trapping the

released sulfide.

B1.4. Molecular Techniques. Molecular techniques have

been used to identify and quantify microbial populations in

natural environments [22–24]. These techniques involve

amplification of 16S ribosomal RNA (rRNA) gene sequences

by polymerase chain reaction (PCR) amplification of ex-

tracted and purified nucleic acids. The PCR products can be

evaluated using community fingerprinting techniques such as

denaturing gradient gel electrophoresis (DGGE). Each

DGGE band is representative of a specific bacterial popula-

tion and the number of distinctive bands is indicative of

microbial diversity. The PCR products can also be se-

quenced, and the sequences are compared to the sequences

in the Genbank database, which allows the identity of the

species within an environmental sample. Horn et al. [25]

identified the constituents of themicrobial communitywithin

a proposed nuclear waste repository using two techniques:

(1) isolation of DNA from growth culture and subsequent

identification by 16S rRNA genes and (2) isolation of DNA

directly from environmental samples followed by subsequent

identification of the amplified 16S rRNA genes. Comparison

of the data from the two techniques demonstrates that

culture-dependent approaches underestimated the complex-

ity of microbial communities. Zhu et al. [26, 27] used

quantitative PCR and functional genes, that is, dissimilatory

sulfite reductase for SRB, nitrite reductase gene for deni-

trifying bacteria, andmethyl-coenzymeM reductase gene for

methanogens, to characterize the types and abundance of

bacterial species in gas pipeline samples. They found that

methanogens were more abundant in most pipeline samples

than denitrifying bacteria and that SRB were the least

abundant bacteria.

Fluorescent in situ hybridization (FISH) uses specific

fluorescent dye-labeled oligonucleotide probes to selectively

identify and visualize SRB in both established and develop-

ing multispecies biofilms. Takai and Horikoshi [28] report

that quantitative nucleic acid hybridization and FISH with

archaeal rRNA-targeted nucleotide probes and competitive

quantitative PCR could be used to detect and quantify

archaea in a microbial community.

Restrictive fragment length polymorphism (RFLP) is a

technique in which microorganisms can be differentiated by

analysis of patterns derived from cleavage of their DNA.

RFLP has been used to characterize bacterial communities in

biofilms on copper pipes [29] and in concretions on the USS

Arizona [30]. The conclusion in both studies was that the

bacterial community played a role in corrosion.

B1.5. Microscopy. Using light microscopy and proper

staining, investigators [31, 32] have demonstrated a relation-

ship between an unusual variety of copper pitting corrosion

and gelatinous, polysaccharide-containing biofilms. Epi-

fluorescence microscopy techniques have been developed

for the identification of specific bacteria in biofilms [33, 34].

Epifluorescence cell surface antibody methods are based on

the binding between cell-specific antibodies and subsequent

detection with a secondary antibody. Antigenic structures of

marine and terrestrial strains are distinctly different and

therefore antibodies to either strain do not react with the

other. Confocal laser scanning microscopy (CLSM) permits

one to create three-dimensional images, determine surface

contour in minute detail, and accurately measure critical

dimensions by mechanically scanning the object with laser

light. A sharply focused image of a single horizontal plane

within a specimen is formed while light from out-of-focus

areas is repressed from view. The process is repeated again

and again at precise intervals on horizontal planes and the

visual data from all images are compiled to create a single,

multidimensional view of the subject. Geesey et al. [35] used

CLSM to produce three-dimensional images of bacteria
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within scratches, milling lines, and grain boundaries. Atomic

force microscopy (AFM) uses a microprobe mounted on a

flexible cantilever to detect surface topography by scanning

at a subnanometer scale. Repulsion by electrons overlapping

at the tip of the microprobe causes deflections of the canti-

lever that can be detected by a laser beam. The signal is read

by a feedback loop tomaintain a constant tip displacement by

varying voltage to a piezoelectric control. The variations in

the voltage mimic the topography of the sample and together

with the movement of the microprobe in the horizontal plane

are converted to an image. Telegdi et al. [36] used AFM to

image biofilm formation, extracellular polymer production,

and subsequent corrosion.

Many of the conclusions about biofilm development,

composition, distribution, and relationship to substratum/

corrosion products have been derived from traditional scan-

ning electron microscopy (SEM) and transmission electron

microscopy (TEM). SEM has been used to image SRB from

corrosion products on alloy 904L [37], microorganisms in

corroding gas pipelines [26], and iron-oxidizing Gallionella

in water distribution systems [38]. TEM has been used to

demonstrate that bacteria are intimately associated with

sulfide minerals and that on copper-containing surfaces the

bacteria were found between alternate layers of corrosion

products and attached to base metal [39].

Environmental electron microscopy includes both scan-

ning (ESEM) and transmission (ETEM) techniques for the

examination of biological materials with a minimum of

manipulation, that is, fixation and dehydration. Little

et al. [40] used ESEM to study marine biofilms on stainless

steel surfaces. They observed a gelatinous layer in which

bacteria and microalgae were embedded. Traditional SEM

images of the same areas demonstrated a loss of cellular and

extracellularmaterial. Ray andLittle [41] andLittle et al. [42]

used ESEM to demonstrate sulfide-encrusted SRB in corro-

sion layers on copper alloys and iron-depositing bacteria in

tubercles on galvanized steel. Little et al. [43] used environ-

mental TEM to image Pseudomonas putida on corroding

iron filings and to demonstrate that the organisms were not

directly in contact with the metal. Instead, the cells were

attached to the substratum with extracellular material.

Design and operation of the ESEM and ETEM have been

described elsewhere [41].

There are fundamental problems in attempting to di-

agnose MIC by establishing a spatial relationship between

numbers and types of microorganisms in the bulk medium

or those associated with corrosion products using any of

the techniques previously described. Zintel et al. [44]

established that there were no relationships between the

presence, type, or levels of planktonic or sessile bacteria

and the occurrence of pits. Because microorganisms are

ubiquitous, the presence of bacteria or other microorgan-

isms does not necessarily indicate a causal relationship

with corrosion.

B2. Pit Morphology

Pope [45] completed a study of gas pipelines to determine the

relationship between extent of MIC and the levels/activities

of SRB. He concluded that there was no relationship. Instead

he found large numbers of APB and organic acids and

identified the following metallurgical features in carbon

steel:

. Large craters from 5 to 8 cm or greater in diameter

surrounded by uncorroded metal

. Cup-type hemispherical pits on the pipe surface or in the

craters

. Striations or contour lines in the pits or craters running

parallel to longitudinal pipe axis (rolling direction)

. Tunnels at the ends of the craters also running parallel to

the longitudinal axis of the pipe

Pope [45] reported that these metallurgical features were

“fairly definitive for MIC.” However, he did not advocate

diagnosis of MIC based solely on pit morphology. Subse-

quent research has demonstrated that these features can be

produced by abiotic reactions [46] and cannot be used to

independently diagnose MIC.

Other investigators described ink-bottle-shaped pits in

300 series stainless steel that were supposed to be diagnostic

of MIC. Borenstein and Lindsay [47, 48] reported that

dendritic corrosion attack at welds was “characteristic of

MIC.” Hoffman [49] suggested that pit morphology was a

“metallurgical fingerprint . . . definitive proof of the presence
of MIC.” Chung and Thomas [50, p. 2] compared MIC pit

morphology with non-MIC chloride-induced pitting in 304/

304L and E308 stainless steel base metals and welds. A

faceted appearance was common to both types of pits in 304

and 304L base metal. Facets were located in the dendritic

skeletons in MIC and non-MIC cavities of E308 weld metal.

They concluded that there were no unique morphological

characteristics for MIC pits in these materials. The problem

that has resulted from the assumption that pits can be

independently interpreted as MIC is that MIC is often mis-

diagnosed. For example, Welz and Tverberg [51] reported

that leaks at welds in a 316L stainless steel hot water system

in a brewery after six weeks in operation were due to MIC.

The original diagnosis was based on the circumstantial

evidence of attack at welds and the pitting morphology of

scalloped pits within pits. However, a thorough investigation

determined that no bacteria were associated with corrosion

sites and deposits were too uniform to have been produced by

bacteria. MIC was subsequently dismissed as the cause of

localized corrosion. The hemispherical pits had been pro-

ducedwhenCO2was liberated and low pHbubbles nucleated

at surface discontinuities.

More recently several investigators have demonstrated

that during the initial stages of pit formation due to certain
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types of bacteria, pits do have unique characteristics. Geiser

et al. [52] found that pits in 316L stainless steel due to the

manganese-oxidizing bacterium Leptothrix discophora had

different morphologies than pits initiated by anodic polari-

zation. The similarity between the dimensions of the bacte-

rial cells attached to the surface and the dimensions of

corrosion pits indicate a possibility that the pits were initiated

at the sites where the microorganisms were attached.

Eckert [53] used API 5L steel to demonstrate micromorpho-

logical characteristics that could be used to identify MIC

initiation. Coupons were installed at various points in a

pipeline system and were examined by SEM at 1000X and

2000X. They demonstrated that pit initiation and bacterial

colonization were correlated and that pit locations physically

matched the locations of cells. Telegdi et al. [36] demon-

strated that pits produced by Thiobacillus intermedius had

the same shape as the bacteria. None of these investigators

claimed that these unique features can be detected with the

unaided eye or that the featureswill be preserved as pits grow,

propagate, and merge.

B3. Corrosion Product Composition

B3.1. Elemental Composition. Elements in corrosion de-

posits can provide information about the cause of corro-

sion. Energy-dispersive X-ray (EDX) analysis coupled

with SEM can be used to determine the elemental com-

position of corrosion deposits. Because all living organ-

isms contain ATP, a phosphorus peak in an EDX analysis

spectrum can be related to cells associated with the cor-

rosion products. Other sources of phosphorus (e.g., phos-

phate water treatments) must be eliminated. The activities

of SRB and manganese-oxidizing bacteria produce sur-

face-bound sulfur and manganese, respectively. Chloride is

typically found in crevices and pits and cannot be directly

related to MIC. There are several limitations for EDX

surface chemical analyses. Samples for EDX cannot be

evaluated after heavy metal coating, so that EDX spectra

must be collected prior to examination by SEM, making it

difficult or impossible to match spectra with exact loca-

tions on images. This is not a problem with the ESEM

because nonconducting samples can be imaged directly,

meaning that EDX spectra can be collected of the area that

is being imaged by ESEM. Little et al. [40] documented the

changes in surface chemistry as a result of solvent extrac-

tion of water, a requirement for SEM. Other shortcomings

of SEM/EDX include peak overlap. Peaks for sulfur over-

lap peaks for molybdenum and the characteristic peak for

manganese coincides with the secondary peak for chro-

mium. Wavelength-dispersive spectroscopy can be used to

resolve overlapping EDX peaks. Peak heights cannot be

used to determine the concentration of elements. It is also

impossible to determine the valence state of an element

with EDX.

B3.2. Mineralogical Fingerprints. McNeil et al. [54] used

mineralogical data determined by X-ray crystallography,

thermodynamic stability diagrams (Pourbaix), and the

simplexity principle for precipitation reactions to evaluate

corrosion product mineralogy. They concluded that many

sulfides under near-surface natural environmental conditions

could only be produced bymicrobiological action on specific

precursor metals. They reported that copper sulfides, djur-

leite, spinonkopite, and the high-temperature polymorph

of chalcocite were mineralogical fingerprints for the SRB-

induced corrosion of copper–nickel alloys. They also

reported that the stability or tenacity of sulfide corrosion

products determined their influence on corrosion. Jack et

al. [55] reported that themineralogy of corrosion products on

pipelines could provide insight into the conditions under

which the corrosion took place.

B3.3. Isotope Fractionation. The stable isotopes of sulfur

(32S and 34S), naturally present in any sulfate source, are

selectively metabolized during sulfate reduction by SRB and

the resulting sulfide is enriched in 32S [56]. The 34S is

enriched in the starting sulfate as the 32S is removed and

becomes concentrated in the sulfide. Little et al. [57] dem-

onstrated sulfur isotope fractionation in sulfide corrosion

deposits resulting from activities of SRB within biofilms on

copper surfaces. The 32S accumulated in sulfide-rich corro-

sion products, and 34S was concentrated in the residual

sulfate in the culture medium. Accumulation of the lighter

isotope was related to surface derivatization or corrosion as

measured by weight loss. Use of this technique to identify

SRB-related corrosion requires sophisticated laboratory

procedures.

C. MEASURING AND MONITORING

EC techniques used to measure and monitor MIC include

those in which no external signal is applied [e.g., measure-

ment of redox potential (Er/o) or corrosion potential (Ecorr)

and electrochemical noise analysis (ENA)], those in which

only a small potential or current perturbation is applied [e.g.,

polarization resistance (Rp) and electrochemical impedance

spectroscopy (EIS)], and those in which the potential is

scanned over a wide range (e.g., anodic and cathodic polar-

ization curves, pitting scans) [58]. The terms used to describe

monitoring tools are real time, online, in line, and side

stream. Real time refers to the measurements that are

available at the actual time of collection and that are usually

continuous or nearly continuous. On-line monitors are in-

stalled to provide real-time measurements and in line defines

ameasurementmade in the bulkmedium of a process stream.

Side-stream devices are installed in parallel to the main

system, taking a portion of the flow under identical operating

conditions. The major limitation for MIC monitoring
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programs is the inability to relate microbiology to corrosion

in real time.

C1. Techniques Requiring No External Signal

C1.1. Galvanic Couples. Zero-resistance ammeter (ZRA)

measurements of galvanic current have been used for many

years to measure and monitor the electrochemical impact of

microorganisms on metal surfaces in laboratory experiments

and in field conditions using several designs, including

concentric-ring electrodes, dual cells, and occluded cells

mimicking small crevices.

Angell et al. [59] used a concentric-ring 304 stainless steel

electrode to demonstrate that a consortium of SRB and a

Vibrio sp. maintained a galvanic current between the anode

and cathode. The anode (0.031 cm2) was concentric to and

separated from the cathode (4.87 cm2) by a polytetrafluor-

oethylene spacer. Current was applied for 72 h either during

or after microbial colonization. Once the applied current was

removed, the resultant galvanic current flowing between the

anode and the cathode was monitored by ZRA. They found

that a current was maintained in the presence of a microbial

consortium.No current wasmeasured in a sterile control. The

authors state that the concentric-ring electrode provides a

technique bywhichMIC can be studied and is not intended to

represent any natural situation.

In similar experiments, Campaignolle and Crolet [60]

used a concentric-ring C1020 carbon steel (CS) electrode

to examine stabilization of pitting corrosion by SRB. A

current density of 1.5mA/cm2 was applied to the anode

versus the cathode for 48 h to induce corrosion in deoxy-

genated nutrient-enriched synthetic seawater. During this

preconditioning period, the test media was inoculated with

Desulfovibrio vulgaris while a sterile condition was moni-

tored as a control. SRB were shown to stabilize pitting

corrosion of CS by maintaining a stable galvanic current

between a local anode and a surrounding cathode. In the

absence of SRB, the current was negligible. The authors

noted that the sustained galvanic corrosion required both

anode and cathode colonization by SRB. Corrosion rates

were less than the observed rates in some field results.

Licina and Nekoksa [61] developed a probe consisting of

ten 316 stainless steel concentric rings separated by epoxy.

A potential (which varies according to experimental con-

ditions) was imposed for 1 h each day between the electro-

des so that the electrodes are alternately anodes and cath-

odes. The metal discs were polarized to produce an envi-

ronment “conducive to biofilm formation.” The applied

current, required to achieve a preset potential between

electrodes, remained stable until a biofilm formed. Once

a biofilm was established, applied current increased. The

emergence of generated current (galvanic current that con-

tinued to flow between the electrodes after the external

polarization had been removed) was another indication of

biofilm development. In the absence of a biofilm the gen-

erated current was zero. The probe is intended to provide

information about an operating system (such as a flowing

cooling water piping) that can be used to make decisions

about cleaning or treatment, not to investigate localized

corrosion mechanisms. The device has been used in fire

protection systems, emergency service water stands, and

equipment cooling water systems in nuclear power plants.

The device provides a warning when the biofilmmaintains a

certain current so that the system can be cleaned or biocides

can be added. This technique only indicates a corrosion risk.

It does notmeasure any specific properties of biofilms or any

parameter related to corrosion.

The dual-cell, split-cell, or biological battery can be used

to monitor changes in corrosion rates due to the presence of a

biofilm. A semipermeable membrane biologically separates

two identical electrochemical cells. The two working elec-

trodes are connected to a ZRA. Bacteria are added to one of

the two cells and the sign and magnitude of the resulting

galvanic current is monitored to determine details of the

corrosive action of the bacteria [62].

Mollica and Ventura [63] used a galvanic couple between

a stainless steel pipe and a copper/zinc pipe to monitor

biofilm growth on surfaces exposed to natural seawater.

Results of the field test showed a measurable increase in the

galvanic current due to 107 cells/cm2 and a current decrease

after chlorination. They concluded that the device allowed

optimization of antifouling treatments by controlling chlo-

rine concentrations and frequency of injections to minimize

biofilm recovery rate.

Uchida et al. [64] developed an electrochemical device for

simulating a single pit consisting of an artificial anode and a

carbon steel tube acting as the cathode coupled to a ZRA. The

monitoring device was evaluated at a refinery plant-cooling

tower. Pitting associated with biofilms had been observed on

some heat exchangers during maintenance shutdowns. The

goal was to improve the cooling water treatment program by

reducing total maintenance costs. The authors reported that

the galvanic currentmeasurementwas a sensitive indicator of

biofilm formation and biocide effectiveness for real-time

monitoring. Iimura et al. [65] reported that they had suc-

ceeded in predicting the penetration rate of carbon steel tubes

of heat exchangers with a growth model of pitting corrosion

and a similar device.

Galvanic current cannot be directly related to corrosion

current [66]. The previously described techniques do not

provide a means to calculate corrosion rates; rather they

provide changes due to the presence of a biofilm.

C1.2. Open-Circuit or Corrosion Potential Ecorr. TheEcorr

measurements require a stable reference electrode—usually

assumed to be unaffected by biofilm formation—and a high-

impedance voltmeter. The Ecorr values are difficult to inter-

pret, especially when related to MIC [58]. Despite this
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limitation, no other phenomenon has fascinated those study-

ingMICmore than ennoblement, that is, the increase of Ecorr

due to formation of a biofilm on a metal surface. Although

ennoblement has been observed for metals exposed to both

freshwater (rivers and estuaries) and natural seawater, the

mechanisms may be different. Little and Mansfeld [67]

categorized the proposed mechanisms for ennoblement in

marine environments into three categories: thermodynamic,

kinetic, and alteration of the nature of the reduction reaction

itself. It is not possible to determine the cause of ennoblement

from Ecorr–time curves.

C1.3. Electrochemical Noise Analysis. Electrochemical

noise (EN) data can be obtained as fluctuations of potential

and/or current. In laboratory studies, it is possible to measure

potential and current fluctuations (EPN and ECN, respec-

tively) simultaneously. In this approach two electrodes of the

same material are coupled through a ZRA. Current fluctua-

tions are measured with the ZRA, while the potential fluctua-

tions aremeasuredwith a high-impedancevoltmeter between

the two coupled electrodes and a reference electrode which

could be a stable reference electrode such as a saturated

calomel electrode (SCE) or a third electrode of the same

material as the two test electrodes. The main application of

EN data has been in corrosion monitoring [68].

King et al. [69] interpreted noise measurements for steel

pipes in environments containing SRB as being indicative of

film formation and breakdown. Higher noise levels and

greater fluctuations indicated localized corrosion. The mag-

nitude of noise fluctuations depends on the total impedance

of the system. A corroding metal undergoing uniform cor-

rosion with fairly high corrosion rates might be less noisy

than a passive metal showing occasional bursts of noise due

to localized breakdown of the film followed by rapid

repassivation.

Little et al. [70] used ENA for remote onlinemonitoring of

carbon steel electrodes in a test loop of a surgewater tank at a

gas storage field. Average corrosion rates (CRint) for 19 noise

electrodes were compared with the mean corrosion rates

determined from weight loss data [Figs. 88.1(a)–(d)]. A least

squares analysis was used to fit a straight line through the

data. Results indicated that the slope of the linewas 0.84with

the regression coefficient (R2) equal to 0.86. The line with

slope 1 is for the ideal case where results obtained using the

electrochemical noise data and weight loss measurements

are identical (Fig. 88.2).

C1.4. Microsensors. Lee and de Beer [71] described ideal

microsensors as having the following qualities: small tip

diameters to prevent distortion of the local environment,

small sensor surfaces for optimal spatial resolution, lownoise

levels, stable signal, high selectivity, and strength to resist

breakage. Specific microelectrode designs has been de-

scribed elsewhere [72].

Lewandowski et al. [73] and Lewandowski [74] used

microelectrodes to determine the oxygen concentration

around a microcolony. The microcolony was anoxic in the

middle, but oxygen was detected at the bottom, demonstrat-

ing transport via channels and voids in addition to diffusion.

FIGURE 88.1. Representative noise data as monitored for steel

electrodes exposed in a test loop at a gas storage field: (a) s[V(t)],

(b) s[I(t)], (c) Rn, and (d) INTcorr [70].
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Microsensors have been used to develop profiles in mixed-

species biofilms.

C1.5. Scanning Vibrating-Electrode Techniques. Scan-

ning vibrating electrode techniques (SVETs) provide a sen-

sitive means of locating local anodic and cathodic currents

(vibrating microreference electrode) and potential distribu-

tions (Kelvin probe) associated with corrosion. SVETs are

nondestructive to biofilms and their components and can

provide qualitative and quantitative data. Franklin et al. [75,

76] used autoradiography of bacterial incorporated 14C ace-

tate to locate bacteria and SVETs to locate anodic and

cathodic currents on colonized steel surface. They demon-

strated that pit propagation in carbon steel exposed to a

phosphate-containing electrolyte required either stagnant

conditions or microbial colonization of anodic regions. In

sterile, continuously aerated medium, pits initiated and re-

passivated, while in the absence of aeration, pits initiated and

propagated. Pit propagation was observed in continuously

aerated medium inoculated with a heterotrophic bacterium.

Sites of anodic activity coincided with sites of bacterial

activity (incorporation of 14C acetate). Results suggest that

bacteria may preferentially attach to the corrosion products

formed over corrosion pits. Biofilms over anodic sites may

create stagnant conditions within pits, resulting in pit prop-

agation. SVETs are successfully used to monitor early phases

of MIC but are usually complemented by other investigative

methods for overview of corrosion processes.

C2. Techniques Requiring Small External Signal

C2.1. Polarization Resistance Technique. Polarization re-

sistance (Rp) techniques can be used to continuously monitor

the instantaneous corrosion rate of a metal. Mansfeld [77]

provided a thorough review of the use of the technique for

the measurement of corrosion currents. Resistance Rp is

defined as

Rp ¼ dE

di

� �
i ¼ 0 ð88:1Þ

where Rp is the slope of a potential (E) – current density (i)

curve at Ecorr, i¼ 0. Corrosion current density (icorr) is

calculated from Rp by

icorr ¼ B

Rp

ð88:2Þ

where

B ¼ babc

2:303
ðba þ bcÞ ð88:3Þ

The exact calculation of icorr for a given time requires

simultaneous measurements of Rp and anodic and cathodic

Tafel slopes (ba and bc) [78]. Computer programs have been

developed for the determination of precise values of icorr
according to Eqs. (88.2) and (88.3). Experimental values of

Rp ðR0
pÞ contain a contribution from the uncompensated

solution resistance (Ru) [78]:

R0
p ¼ Rp þRu ð88:4Þ

Applications ofRp techniques have been reported byKing et

al. [79] in a study of the corrosion behavior of iron pipes in

environments containing SRB. In a similar study, Kasahara

and Kajiyama [80] used Rp measurements with compensa-

tion of the ohmic drop and reported results for active and

inactive SRB. Nivens et al. [81] calculated the corrosion

current density from experimental Rp data and Tafel slopes

for 304 stainless steel exposed to a seawater medium

containing the non-SRB Vibrio natriegens.

A simplification of the polarization resistance technique

is the linear polarization resistance (LPR) technique in

which it is assumed that the relationship between E and i

is linear in a narrow range (�20mV) around Ecorr. This

approach is used in field tests and forms the basis of

commercial corrosion rate monitors. Mansfeld et al. [82]

used the LPR technique to determine Rp for mild steel

sensors embedded in concrete exposed to a sewer environ-

ment for about nine months. One sensor was periodically

flushed with sewage in an attempt to remove the sulfuric

acid produced by sulfur-oxidizing bacteria within a biofilm;

another sensor was used as a control.

Significant errors in the calculation of corrosion rates can

occur for electrolytes of low conductivity or systems with

very high corrosion rates (low Rp) if a correction for Ru is not
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FIGURE 88.2. CRint values for 19 noise probes compared with

mean corrosion rates (MCRs) determined from weight loss [70].
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applied. Corrosion rates will be underestimated in these

cases. Additional problems can arise from the effects of the

sweep rate used to determineRp. If the sweep rate is too high,

the experimental value of Rp will be too low and the calcu-

lated corrosion rate will be too high. For localized corrosion,

experimental Rp data should be used as a qualitative indica-

tion that rapid corrosion is occurring. Large fluctuations ofRp

with time are often observed for systems undergoing pitting

or crevice corrosion.

The Rp data are meaningful for general or uniform

corrosion but less so for localized corrosion, including

MIC. Additionally, the use of Stern–Geary theory where

corrosion rate is inversely proportional to Rp at potentials

close to Ecorr is valid for conditions controlled by electron

transfer but not for diffusion-controlled systems as fre-

quently found in MIC.

C2.2. Electrochemical Impedance Spectroscopy (EIS).
EIS techniques record impedance data as a function of the

frequency of an applied signal at a fixed potential. A large

frequency range (1 mHz – 65 kHz) must be investigated to

obtain a complete impedance spectrum. Dowling et al. [83]

and Franklin et al. [84] demonstrated that the small signals

required for EIS do not adversely affect the numbers, via-

bility, and activity of microorganisms within a biofilm. EIS

data may be used to determine Rp, the inverse of corrosion

rate. EIS is commonly used for steady-state conditions

(uniform corrosion); however, sophisticated models have

been developed for localized corrosion [85, 86]. Several

reports have been published in which EIS has been used to

study the role of SRB in corrosion of buried pipes [69, 80, 87]

and reinforced concrete [88]. Ferrante and Feron [89] used

EIS data to conclude that the material composition of steels

was more important for MIC resistance than bacterial pop-

ulation, incubation time, sulfide content, and other products

of bacterial growth.

A disadvantage of EIS is the inability to quantify elec-

trochemical parameters, such as Rp, from impedance spectra

when MIC is the identified corrosion mechanism. Quantifi-

cation requires a model electrical circuit for impedance

analysis [90]. Mansfeld and Little [91, p. 52] state “this type

of analysis is qualitative and no models for the impedance

behavior have been presented for complicated systems en-

countered in MIC.”

C3. Large-Signal Polarization

Recording polarization curves provides an overview of re-

actions for a given corrosion system—charge transfer or

diffusion-controlled reactions, passivity, transpassivity, and

localized corrosion phenomena. Large-signal polarization

techniques require potential scans ranging from several

hundred millivolts to several volts. Large-signal polarization

is applied to obtain potentiostatic or potentiodynamic

polarization curves as well as pitting scans. Polarization

curves can be used to determine icorr by Tafel extrapolation,

while mass-transport-related phenomena can be evaluated

based on the limiting current density (ilim). Mechanistic

information can be obtained from experimental values of ba
and bc. Pitting scans are used to determine pitting and

protection potentials (Epit and Eprot, respectively).

Numerous investigators have used polarization curves to

determine the effects of microorganisms on the electrochem-

ical properties of metal surfaces and the resulting corrosion

behavior. In most of these studies comparisons have been

made between polarization curves in sterile media with those

obtained in the presence of bacteria and fungi [92, 93].

Disadvantages of large-signal polarizations are irreversible

changes to surface properties of the metal and changes to

biofilm structure and character.

C4. Multiple Device Monitors

Several investigators have used a combination of techniques

to monitor MIC. Stokes et al. [94] described an online, real-

time fouling and corrosion monitoring system that consisted

of a miniature side-stream heat exchanger with an arrange-

ment of corrosion sensors, flow and heat controllers, and a

data collection device. Either heat transfer rate or wall

temperature could be controlled. If the heat transfer rate was

controlled, the wall temperature increased as the surface

fouled to maintain the set heat rate. If the wall temperature

was set, the heating rate decreased to maintain the set wall

temperature as the resistance to heat transfer increased.

Changes in heat transfer resistance from that of a clean

surface were used as a measure of biofilm formation.

Corrosion was monitored using four electrochemical tech-

niques: ZRA, ECN, EPN, and LPR. The unit was used for

one year on a cooling water system that used river water

makeup to the cooling towers and had suffered severe

underdeposit corrosion. Before cleaning the value of ECN

and ZRAwere always near full scale (no units). The trace of

EPN showed transients typical of pit initiation. After clean-

ing, EPN was featureless and the ECN and ZRA values

dropped by two and one orders of magnitude, respectively.

By contrast, the LPR output indicated a larger active area of

apparently increased corrosion. During the field trial, cor-

rosion rates as high as 100 mpy due to underdeposit

corrosion were indicated. Metallography confirmed exten-

sive localized corrosion. The authors did not analyze foul-

ing deposits, but based on the use of a natural water, they

assumed biofilm formation.

Enzien and Yang [95] described a differential flow cell

method for monitoring localized corrosion in an industrial

water. In this technique, a combination of LPR and ZRA

measurements were used to obtain the rate of localized

corrosion for carbon steel in aqueous solutions. The mea-

surements were carried out in an electrolytic flow cell with a
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large cathode placed in faster flow conditions and two small

anodes placed in a slower flow condition. The anodes and

cathode were electrically connected together via a ZRA. The

technique was used in a pilot cooling water test focused on

optimizing a scale and corrosion treatment program specif-

ically for localized corrosion. They reported that monitoring

planktonic bacteria was not effective at predicting microbial

fouling or MIC. Additionally, general corrosion rates were

low throughout experiments; therefore, linear polarization

resistance measurements did not accurately predict a local-

ized corrosion problem.

Smart et al. [96, 97] described an online internal cor-

rosion and bacteria monitoring system used in a ship-

unloading terminal that received crude oil and other

hydrocarbons from tankers or barges. The continuously

circulated by-pass unit took an oil–water suspension from a

pipeline, separated the water for testing, and returned the

oil to the pipeline. The instrumentation measured the

corrosion rate and changes in corrosion characteristics of

a pipeline in real time using multiple techniques including

electrical resistance probes, LPR, galvanic probes, hydro-

gen probes, EIS, EN, pH, and conductivity measurements.

Corrosion inhibitor residuals, dissolved iron, and bacteria

were also measured. The system included coupons, which

could be removed and examined. Analysis of the water

chemistry and microbiology as well as examination of the

coupons was offline and not in real time. The authors

established that rapid MIC was occurring in the unloading

pipeline and that the corrosion inhibitor was ineffective.

They were able to control MIC by establishing an effective

biocide treatment program.

Videla et al. [98] described amonitoring program in an oil

field for assessing biodeterioration onmild steel and stainless

steel in recirculating cooling water systems. The program

was based on (1) water quality control, (2) corrosion

monitoring in the field (weight loss and LPR), (3) laboratory

corrosion tests (polarization techniques and Ecorr vs. time

measurements), and (4) use of a side-stream sampling device

for monitoring sessile populations, biofilms, corrosion mor-

phology and intensity, and biological and inorganic deposits

analysis. Comparison of the corrosive attack on carbon steel

coupons maintained with and without biocide indicated that

there was little metal attack in the biocide-treated cooling

system.

Kane and Campbell [99] described a technique for mon-

itoring real-time MIC using LPR, harmonic distortion anal-

ysis for measurements of B value (Stern–Geary constant) for

correction of LPR corrosion rates, and ECN for evaluation of

pitting tendencies. Measurements were made in seawater

using a three-electrode probe arrangement with three iden-

tical carbon steel (AISI 1018) electrodes placed in a test cell

attached to a seawater loop designed to simulate water

injection conditions to which SRB were added. They dem-

onstrated that the ability to measure the actual B value in the

environment resulted in the determination of more accurate

corrosion rates versus conventional corrosion monitoring

techniques, which use a default B value that does not relate

to actual values in the service environment. Their study

indicated that corrosion rates did not correlate with H2S

production by SRB.

Brossia and Yang [100] developed a multielectrode

array sensor system (MASS) to monitor corrosion in both

laboratory tests and industrial processes. The probe was

used to conduct a series of biotic and abiotic tests to

determine if the probe could detect MIC. The MASS probe

consists of multiple miniature electrodes made of metals to

be studied. The miniature electrodes were coupled together

by connecting each of them to a common joint through

independent resistors, with each electrode simulating an

area of corroding metal. The standard deviation of the

currents from the different miniature electrodes was used

as an indicator for localized corrosion. Using carbon steel

(UNS G10100) electrodes, they were able to demonstrate

that corrosion rates increased by an order of magnitude in

the presence of SRB compared to sterile controls. For

comparative purposes, several test cells were constructed

using flat coupons and monitored using LPR to determine

corrosion rates under similar conditions to those in the

MASS probes. The corrosion rates obtained using the probe

were much higher than those determined using LPR. The

probe, however, cannot distinguish between biotic and

abiotic pitting.

D. CONCLUSIONS

It is essential in diagnosing MIC to demonstrate a spatial

relationship between the causative microorganisms and the

corrosion phenomena. However, that relationship cannot be

independently interpreted as MIC. Pitting due to MIC can

initiate as small pits that have the same size and character-

istics of the causative organisms. These features are not

obvious to the unaided eye and aremost often observed with

an electron or atomic force microscope. MIC does not

produce a macroscopic unique metallographic feature.

Metallurgical features previously thought to be unique to

MIC, for example, hemispherical pits in 300 series stainless

steel localized at weld or tunneling in carbon steel, are

consistent with some mechanisms for MIC but cannot be

interpreted independently. Bacteria do produce corrosion

products that could not be produced abiotically in near-

surface environments, resulting in isotope fractionation

and mineralogical fingerprints. The electrochemical tech-

niques described in this chapter for measuring and mon-

itoring MIC are useful for specific applications. All of the

techniques are based on assumptions that can only be

validated by a thorough understanding of the system that

one is attempting to monitor.
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GLOSSARY OF SELECTED TERMS USED IN
CORROSION SCIENCE AND ENGINEERING

For a more complete set of definitions of terms related to

corrosion science and engineering, the reader may refer to:

M. S. Vukasovich (Ed.), A Glossary of Corrosion-Related

Terms Used in Science and Industry, Society of

Automotive Engineers, Warrendale, PA, 1995, 298 pp.

ASTM Standard G 15–97a, Standard Terminology

Relating to Corrosion and Corrosion Testing,

American Society for Testing and Materials, West

Conshohocken, PA, 1997, 4 pp.

Abiotic: A reaction without the participation of enzymes or

organisms.

Abrasive wear: Wear due to hard particles or hard protuber-

ances forced against and moving along a solid surface.

Note: In abrasive wear the force exerted by the particles is

externally applied and approximately constant while in

solid-particle impingement erosion the force exerted by the

particles on the surface is due to their deceleration.

Acetogens: Bacteria capable of synthesizing acetate from

molecules containing one carbon, for example, CO2, CO,

methanol, and a methoxy group.

Acidophile: Anorganism that grows best in acidic conditions.

Active–passive transition: Transition from an active to a

passive condition on a metal surface—influenced by po-

tential and environment.

Aerobic conditions: An environment or ecological niche in

which molecular oxygen O2 is present in the system.

Alkaliphile: A microorganism that requires alkalinity for

optimal growth.

Anaerobic conditions: Contrary to aerobic conditions, no

molecular oxygen (O2) is available in the environment.

Anode: The electrode in an electrochemical cell at which

oxidation occurs.

Anoxic: Absence of oxygen.

Archaea: A phylogenetic domain of prokaryotes consisting

of the methanogens, mostly salt-loving and high-temper-

ature microorganisms.

Assimilate: A process by which a chemical compound is

altered and elements are incorporated in the synthesis of

cellular components.

Autotroph: Microorganism capable of using light or inor-

ganics as a sole source of energy.

Barophile: An organism that lives optimally under high

hydrostatic pressure.

Biodegradable: Capable of being broken down to simple

compounds by activity of biological species.

Biofilm: Intrinsic association of microorganisms and their

exopolymeric materials on surfaces of material forming a

solid–liquid interface.

Biofouling: A process referring to the adsorption of organ-

ics, micro- andmacroorganisms, on a surface of a material

in sequence.

Biological degradation/deterioration: Disintegration of a

material caused by the activity of microorganisms; also

referred to as biodegradation and biodeterioration.

Biopolymer: Complex biological long-chained material.

Bioremediation: A process involving the use of microor-

ganisms to detoxify toxic chemicals in the environment.

Biosphere: The surface layer on Earth influenced by the

activities of living organisms.

Boundary layer: The wall region in turbulent flow where

the flowchanges from fully turbulent to viscous, composed
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of the logarithmic region, the buffer region, and theviscous

region.

Buffer region: In fluid flow, that portion of the wall region

defined as 5� yþ � 30.

Burst: Aviolent eruption or localized ejection of fluid away

fromthewall, causedby thepassageofoneormorevortices.

Cathode: The electrode in an electrochemical cell at which

the reduction reaction occurs.

Cavitation: Repeated nucleation, growth, and violent col-

lapse of cavities or bubbles containing vapor and/or gas

within a liquid. Cavitation originates from a local decrease

in hydrostatic pressure in the liquid produced bymotion of

the liquid (flow cavitation) or by pressure fluctuations

within the liquid induced by vibration of a solid boundary

(vibratory cavitation).

Cavitation cloud: A cloud of cavitation bubbles (< 1 mm

diameter) that are considered to collapse in concert near or

at a solid surface causing cavitation erosion. A cavitation

cloud usually obscures a surface that is being eroded by

cavitation.

Cavitation erosion: Progressive loss of material from a

solid surface following cavitation when the cavities or

bubbles collapse on or near the surface.

Cavitation erosion–corrosion: The conjoint action of cav-

itation erosion and corrosion.

Cavitation number s: A measure of the intensity of

cavitation:

s ¼ ðp� pvÞ=0:5r u2

where p¼ static pressure (absolute)

pv¼ the vapor pressure

r¼ density

u¼ free-stream velocity

When s¼ 0, the pressure is reduced to the vapor pre-

ssure and cavitation will occur. Note: NPSHA¼
(s þ 1) u2/2 g.

Chemoautotroph: An organism that obtains energy from

oxidation of an inorganic compound.

Cloning: Insertion of a DNA fragment into a plasmid or

phage for replication and expression.

Coherent structure: A morphologically invariant, three-

dimensional region of the flow possessing an identifiable

flow pattern. See also turbulent structure.

Cold climate regions: In the Northern Hemisphere—two

regions where the average temperature of the coldest

winter month is –18�C or less, or between 0 and �18�C.
In the Southern Hemisphere—two global lines, the north-

ernmost being an isotherm where the mean temperature

of the warmest month is 10�C, and to the south, the polar

front, previously known as the antarctic convergence.

Consortium: Several biological species coexisting to

achieve survival.

Contact resistance: Partial interruption of electrical conti-

nuity between two surfaces caused by poorly conductive

surface films or by excessive surface roughness.

Copolymer: Amaterial consisting of more than one type of

monomer as building blocks.

Copper-bearing steel: A low-carbon “mild” steel but con-

taining� 0.20–0.25%copper—not a “weathering” steel—

and with corrosion rate relatively insensitive to minor

variations in composition.

Corrosion: The degradation of a material by its

environment.

Corrosion fatigue: Cracking that results from the combined

action of a corrosive environment and repeated or alter-

nating stress.

Corrosion potential: The potential at which the rate of

oxidation and the rate of reduction are equal; also known

as the mixed potential and the rest potential.

Crevice corrosion: Corrosion that takes place inside a

crevice.

Crystallographic texture: Orientation distribution of many

crystals in a polycrystalline or nanocrystalline material.

Culturability: The ability of growing an organism under

specific conditions.

Dealloying: Acorrosion processwhereby one constituent of

an alloy is removed leaving an altered residual structure.

Depolymerase: Enzyme that cuts a polymer into smaller

fragments.

Depolymerization: Breaking down of a polymer to release

its monomers.

Deteriogens: Agents capable of causing the disintegration

of materials.

Deterioration: A process by which the parent material is

damaged by breaking of chemical bonds.

Differential aeration cell: An electrolytic cell consisting of

zones with different levels of aeration (e.g., aerated and

anoxic zones).

Diffuse double layer (DDL): An electrochemical envelope

surrounding a particle in aqueous solution consisting of an

inner tightly packed layer of adsorbed ions and an outer

layer of loosely adsorbed ions.

Dimensionless groups:

Reynolds number: Re ¼ ub‘r=m is the ratio of inertial forces
to viscous forces. Its size determines the nature of the flow.

In single-phase pipe flow at Re< 2000 the flow is laminar.

At Re> 4000 the flow is turbulent.

Schmidt number: Sc¼m/rD is the ratio of momentum

diffusivity (kinematic viscosity, m/D) to mass diffusivity.

Sherwood number: Sh¼ kl/D is the ratio of convectivemass

transport to diffusive transport
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where l¼ characteristicdimension (e.g., pipediameter) (m)

m¼ viscosity (Pa�s)
ub¼ bulk flow velocity (m/s)

D¼ diffusion coefficient (m2/s)

k¼mass transfer coefficient (m/s)

r¼ density (kg/m3)

Dissimilatory: An energy-generating property of certain

organisms through processsing of a quantity of a chemical

or element.

Ejection: The movement of fluid away from the wall at an

angle to the nominal flow direction.

Electrodeposition: A process to deposit a metal or alloy

from an aqueous plating bath containing metal ions in

solution.

Environmental cracking: Brittle fracture of a normally

ductile material in a corrosive environment. Environmen-

tal cracking is a general term that includes corrosion

fatigue, hydrogen embrittlement, and stress corrosion

cracking.

Erosion: Progressive loss of material from a solid surface

due to themechanical interaction between that surface and

a flowing, single or multiphase fluid. Solid-particle im-

pingement erosion, liquid-droplet impingement erosion,

cavitation–erosion, and erosion of protective films in

single-phase turbulent flow are included in this broad

definition. Flow-enhanced dissolution and thinning of

protective films can be considered a form of “chemical”

erosion.

Erosion–corrosion: The conjoint action of erosion and

corrosion in a flowing single or multiphase corrosive fluid

leading to the accelerated loss of material. Encompasses a

wide range of processes including solid-particle impinge-

ment erosion–corrosion, liquid-droplet impingement

erosion–corrosion, cavitation erosion–corrosion, and

single-phase erosion of protective films leading to accel-

erated corrosion. The relative contributions of erosion and

corrosion to the total material loss vary with the type

of erosion–corrosion. With metals, the mechanical or

“chemical” erosion of protective films leading to acceler-

ated corrosion is amajor factor. Erosion predominateswith

cavitation and liquid impingement erosion–corrosion.

Eukaryote: A cell or organism having a unique membrane-

enclosed nucleus.

Exodepolymerase: Extracellular enzymes capable of

breaking chemical bonds of a polymer.

Exoenzyme: Enzyme produced externally by an organism.

Exopolymeric materials: Polymeric materials synthesized

and excreted outside of the cell by the producing

organisms.

Exopolysaccharides: Polysaccharides synthesized and ex-

creted by the producing organisms.

Extracellular: Outside of a cell.

Fatigue life: The total number of cycles or time to failure;

that is, to induce fatigue damage and to initiate a dominant

fatigue flaw that propagates to failure.

Fatigue limit: The applied stress amplitude below which a

material is expected to have an infinite fatigue life or can

sustain a specified number of cycles without failure,

usually 107 or 108 cycles; also called the endurance limit.

Fiber-reinforced polymeric composite: An engineering

material consisting of several distinctive phases interact-

ing to achieve maximum strength and mechanical

properties.

Flow-accelerated corrosion (FAC): A term sometimes

used to describe the accelerated corrosion caused by

flow-enhanced dissolution and thinning of protective films

in carbon steel pipes protected by magnetite carrying

deaerated hot water or mixtures of water and steam. The

FAC is more usually referred to as an erosion-corrosion

process. (See erosion and erosion–corrosion).

Flow-dependent corrosion: Corrosion processes for which

the corrosion rate varies with the velocity of flow of a

single- ormultiphase fluid. In erosion–corrosion processes

the material loss increases with flow rate. In pitting

corrosion of stainless alloys and corrosion processes

involving transport of passivators and inhibitors to the

solid surface, the effect of increased flow rate is beneficial.

Flow-induced corrosion: Corrosion resulting from

increased fluid turbulence intensity and mass transfer as

a result of the flow of a fluid over a surface. A breakaway

velocity is often involved for a given system.

Fouling: Deposition of precipitates and organisms on

surfaces.

Fungi: Nonphototrophic eukaryotic organisms possessing

rigid cell walls.

Galvanic corrosion: When two dissimilar conducting ma-

terials in electrical contact with each other are exposed to

an electrolyte, a current, called the galvanic current, flows

from one to the other. Galvanic corrosion is that part of the

corrosion that occurs at the anodic member of such a

couple. The extent of galvanic corrosion is directly related

to the galvanic current by Faraday’s law.

Galvanostat: An electronic apparatus that controls the cur-

rent between a sample under study (theworking electrode)

and a counter (or auxiliary) electrode.

Genetic probing: A technique using a unique piece of a

genetic sequence to identify microorganisms in a specific

environment or community.

Genetic recombination: A process by which genetic

materials from two separate genomes are brought together

in one unit.

Heterotroph: Organismobtaining energy fromoxidation of

organic compounds.
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Homopolymer: A material composed of one type of

repeating unit as its monomer.

Humification: A polymerization process occurring under

natural conditions to form a natural polymer, humus.

Hydrogen embrittlement: A process resulting in a

decrease in toughness or ductility of a metal due to the

presence of atomic hydrogen.

Hydrogen-induced cracking (HIC): A type of cracking

usually caused by hydrogen atoms that diffuse into

steel and recombine at traps (such as elongated

inclusions) causing microscopic blisters to form, which

subsequently link and propagate; also known as stepwise

cracking.

Hydrogenase: An enzyme system catalyzing the reaction

from proton to molecular hydrogen.

Hydrophobicity: A condition in which water is repelled.

Impingement erosion (gas bubble): A term sometimes

applied to the erosive role (removal of protective film) of

impinging gas bubbles in the erosion–corrosion of heat

exchanger tube inlets.

Impingement erosion (liquid droplet): The progressive

loss of material from a solid surface due to continued

exposure to repeated discrete impacts by liquid droplets

which generate impulsive and destructive contact pres-

sures on the solid target.

Impingement erosion (solid particle): Erosion by imping-

ing solid particles suspended in a flowing fluid.

Impingement erosion–corrosion: A conjoint action of im-

pingement erosion and corrosion.

Inhibitor: A chemical that reduces the rate of corrosion

when added to the environment in small concentrations.

Inhibitor efficiency: The percentage reduction in corrosion

rate caused by an inhibitor.

Intercrystalline defects: Includes grain boundaries sepa-

rating crystals in different crystallographic orientations

and triple junctions, the lines where three crystals are

joined together.

Intergranular corrosion: Corrosion that takes place along

grain boundaries of a metal. Unlike intergranular stress

corrosion cracking, intergranular corrosion does not re-

quire applied or residual stress.

Lift-up: In fluid flow, movement of a wall streak away from

the wall due to a local pressure gradient.

Liquid impingement erosion: See impingement erosion.

Logarithmic region: In fluid flow, that portion of the wall

region defined as 30� yþ � 100.

Mesophilic: Microorganisms growing optimally between

25 and 40�C.
Metabolites: Chemicals excreted during the normal life of

organisms.

Methanogens: Bacteria capable of producing methane.

Microbial biofilm: A collection of microorganisms living

on a solid surface.

Microbially influenced/induced corrosion (MIC): Corro-

sion caused by microbial activity.

Microflora: A community consisting of different groups of

microorganisms in a specific niche.

Mineralization: Decomposition process resulting in the

production of simple inorganic molecules (e.g., CO2 and

H2O).

Morphological: Visually observable structure.

Mutation: An inheritable change in the base sequence of an

organism’s genome.

Nanocrystalline materials: Metals, alloys, composites,

and other materials with grain sizes less than 100 nm.

Net positive suction head (available), NPSHA: The dif-

ference between the total pressure (absolute) and vapor

pressure at the pump suction, expressed in terms of

equivalent height of fluid, or “head” by

NPSHA ¼ ðp0=rgÞþ ðu2=2gÞ� ðpv=rgÞ
where p0¼ static pressure (absolute)

pv¼ vapor pressure of the flowing fluid

r¼ density

g¼ gravitational acceleration

u¼ flow velocity

Net positive suction head (required), NPSHR: The value

of NPSH, given by pump manufacturer, at which the

efficiency of the pump drops off. Note: Substantial

cavitation may be occurring under this condition and

a considerable safety margin (NPSHA�NPSHR) is nor-

mally used.

Nitrifying bacteria (nitric acid producing bacteria):

Microorganisms converting ammonium to nitrate through

a series of reactions.

Oligotrophic: Low nutrient environment.

Overpotential: Difference between the actual potential and

the equilibrium, thermodynamic, or reversible potential.

Oxic: Aerated habitat or niche.

Oxidase: Enzyme capable of oxiding an organic compound.

Passivity: Definition 1: A metal active in the Emf Series, or

an alloy composed of such metals, is considered passive

when its electrochemical behavior approaches that of an

appreciably less active or noble metal. Definition 2: A

metal or alloy is passive if it substantially resists corrosion

in an environment where thermodynamically there is a

large free-energy decrease associated with its passage

from the metallic state to appropriate corrosion products.

Peroxidase: An enzyme catalyzing a reaction to formH2O2.

pH: The negative logarithm (to the base 10) of hydrogen ion

activity, or pH¼ � log10 aHþ.
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Pitting: Localized corrosion of a metal surface at points or

small areas.

Planktonic bacteria: Microbial cells living in a liquid, free

from association with a surface.

Polarization: Change of potential caused by current flow.

Polymerase chain reaction (PCR): A technique used to

amplify a specific DNA sequence in vitro.

Polymeric materials: Materials that are made up of many

monomers condensed together through chemical linkages.

Potentiostat: An electronic device that controls the poten-

tial of an electrode (usually called the working electrode)

with respect to a reference electrode by automatically

applying the required current between the counter (or

auxiliary) electrode and the working electrode.

Prokaryote: A cell or organism lacking a nucleus or other

membrane-enclosed organelle.

Psychrophile: An organism with optimal growth below

15�C.
Recalcitrant: Difficult to assimilate or break down.

Recruiting: Attracting settlement selectively through

chemical communication.

Residual stress: Stress remaining in a structure as a result

of deformation during fabrication (e.g., forming and

welding).

Respirometric biometry: Measurement of material bal-

ance through analysis of the compounds released.

Reynolds number: See dimensionless groups.

Ribosomal RNA: A type of RNA found in the ribosome,

which may participate in protein synthesis.

Scale: An accumulation of corrosion products on a surface.

Schmidt number: See dimensionless groups.

Secondary metabolite: A product excreted by a microor-

ganism near the end or at the stationary phase of its growth.

Sensitization: Precipitation of chromium carbides at grain

boundaries in stainless steels, due to heating in certain

temperature ranges and resulting in susceptibility to

intergranular attack by some environments.

Sessile bacteria: Attached to surfaces.

Sherwood number: See dimensionless groups.

Sliding wear: Wear due to relative motion in the tangential

plane of contact between two solids.

Slow-strain-rate testing: Tests in which a slow strain rate

(typically�10� 6 s� 1) is applied to ametal while exposed

to an environment.

Slurry: A suspension of solid particles in a flowing liquid.

Solid-particle impingement erosion: See impingement

erosion.

Solid-particle impingement erosion–corrosion: The con-

joint action of solid-particle impingement erosion and

corrosion.

Stress corrosion cracking: Cracking produced by the com-

bined actions of stress and an environment on a susceptible

alloy.

Stress intensity factor: Ameasure of the intensification of a

stress in the region of the tip of an existing crack.

Stress-oriented hydrogen-induced cracking (SOHIC): A

form of hydrogen-induced cracking (HIC) in which the

arrays of hydrogen blisters are oriented perpendicular to

the orientation of the stress.

Sulfate-reducing bacteria: A group of microorganisms

capable of reducing SO4
2� to H2S.

Sulfide stress cracking (SSC): A form of hydrogen

embrittlement that occurs in high-strength steels and in

localized hard zones in weldments of susceptible

materials, caused by the combined action of tensile stress

and corrosion in the presence of water and hydrogen

sulfide.

Sweep: In fluid flow, the movement of fluid toward the wall

at an angle to the nominal flow direction.

Syntrophic: A nutritional situation that two or more organ-

isms combine their metabolic capabilities to degrade a

substance for carbon and energy sources.

Systematics: The science of classification and relationship

between groups of organisms.

Taxonomy: The study of scientific classification and

nomenclature.

Thermophile: Organism with an optimum growing tem-

perature between 45 and 80�C.
Thiobacilli: A group of microorganisms capable of oxidiz-

ing reduced S and/or sulfur.

Time of wetness (TOW): The period during which a

metallic surface is covered by adsorptive or liquid

film of electrolyte enabling atmospheric corrosion to

proceed.

Turbulent structure: A morphologically invariant, three-

dimensional region of turbulent flow possessing an iden-

tifiable flow pattern. See also coherent structure.

Underdeposit corrosion: Corrosion occurring in a separat-

ed water phase beneath deposits of nonmetallic solids on a

metal surface resulting from low flow turbulence.

Vibratory cavitation: See cavitation.

Viscous region: In fluid flow, that portion of the wall region

defined as 0� yþ � 5.

Vortex: An area of spiral or circular flownormal to a defined

axis.

Wall region: In fluid flow, that portion of the boundary layer

comprising the viscous sublayer, the buffer region, and the

logarithmic region, defined as yþ � 100.

Wall streak: In fluid flow, a coherent segment of fluid near

the wall moving parallel to the nominal flow direction but

at a significantly different velocity.

GLOSSARY OF SELECTED TERMS USED IN CORROSION SCIENCE AND ENGINEERING 1221



 



 

INDEX

Abrasion, cobalt alloys, 748–749, 752

Abrasive wear:

corrosion by, 392

flowing systems, 87

fretting corrosion, 740

nanomaterials properties, 521

Accelerated corrosion testing:

applications of, 1048

development, selection, and execution, 1048

information, types of, 1048–1049

measurable parameters in, 1049

physical and experimental considerations, 1049–1051

statistical considerations, 1051

to simulate worldwide corrosion of electronics, 1067–1069

stressors, 1048

Accelerated cost recovery system (ACRS), 26, 27

Acetate-oxidizing bacteria, 1204

Acid copper chromate (ACC), degradation of wood prevention

with, 474

Acidic chloride electrolyte, in gold electrorefining process, 105

Acid-producing bacteria (APB), 1204

ACI report 222R-01 reviews, corrosion in concrete, 634

Acoustic emission thermography (AET), 1053

Adenosine-50-phosphosulfate (APS) reductase, 1205

Adenosine triphosphate (ATP), 1205

Adhesion, of microorganisms to surfaces of metals, 550

Aerated medium polarization (AMP) test, tin corrosion, 859

Aerobic bacteria, producing extensive expolymeric materials, 554

Aerosol particles, 308–310

Airborne salts, influence of, 628

Air plasma spraying (APS), 272

AISI 420 martensitic stainless steel, properties of, 710

AISI type 430 (S43000) stainless steel, composition of, 659

Alclad alloys, more resistant to penetration by neutral

solutions, 719, 720

Alkali–aggregate reactions, concrete durability, 442

Alkali/alkali earth silicate glasses, corrosion and composition

of, 408

Alkali halides, stoichiometric compounds, 255

Alkaline copper preservatives, degradation of wood prevention

with, 472, 473

Alkaline solutions, corrosion from

aluminum alloys, 725

lead alloys, 793

Alkali-resistant glasses, composition and corrosion of, 411

Alkali silica reaction (ASR), alkali–aggregate reactions, 442

Alkylammonium compounds, degradation of wood prevention

with, 472

Alloy 22:

anodic polarization curves for, 511

corrosion behavior of, 509

crevice corrosion, 511

crevice repassivation potential

temperature and chloride concentration, effect of, 510

environmentally assisted cracking of, 509

localized corrosion of, 510–511

nitrate effect, 510

transgranular EAC fracture surface in, 512

uniform and passive corrosion of, 509–510

wrought mill annealed (MA), 511

Alloying elements, role of, 624

Alloy tin couple (ATC) test, tin corrosion, 859

Alternate cost recovery system (ARCS), economic analysis, 27–28

Aluminum alloys:

A1/H2O system

potential vs. pH diagram for, 720

alloy 1100, 720

brass, control of dealloying corrosion, 147

chip metallization, 561

composites characterstics, 742

copper alloys, in aircraft industry, 158

corrosion behavior of, 720–726

atmospheric corrosion, 722–723

biological corrosion, 734–735

chemicals, 724–726

corrosion fatigue, 739–740
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Aluminum alloys (Continued )

crevice corrosion, 732–734

deposition corrosion, 731–732

description, 720–721

erosion–corrosion, 735

exfoliation corrosion, 736–737

freshwaters corrosion, 722

fretting corrosion, 740

gases, 724

hydrogen embrittlement, 738–739

intergranular corrosion (IGC), 735–736

O2 and gases effect of, 721

pH levels, 721–722

pitting corrosion, 729–731

seawater effect, 722

soil corrosion, 723

steam condensate, 723

stray-current corrosion, 740

stress corrosion cracking, 737–738

temperature effect, 721

uniform corrosion, 726–729

corrosion prevention and protection

anodic coatings, 743

cathodic protection, 743

coating material, 743–744

conversion and organic coatings, 743

inhibitors and environment control, 743

joint-sealing compounds, 742

thermal spraying, 743

corrosion rates of, 574

corrosion-resistant, 573

electrode potentials of, 726

filiform corrosion of, 733

magnesium alloys and, 717

cathodic reactions, 819–822

galvanic corrosion, 816–822

metallurgic interaction, 828

rapid solidification, 831–832

metallurgical characterstics, 740–742

pipes, exposed to fungicide, 9

properties of, 716–720

cast alloys, 718–720

wrought alloys, 716–718

Alumosilicate glasses, corrosion and composition of, 408–409

American Association of State Highway Officers (AASHTO)

Test T 260, 637

American Institute of Chemical Engineers (AIChE), 32

American Iron and Steel Institute (AISI), 28, 553, 707

American National Standards Institute (ANSI)

standard, 19, 22, 345

American Petroleum Institute (API), 649

American Society for Testing and Materials (ASTM), 5, 504, 650,

666, 854, 861, 1117, 1123, 1203

A240 standard 17, 696

ASTM A 240 and EN 10088

mechanical properties, 698

ASTM B29, 787

ASTM standard F2129, 537

B-117, 522

C 1218, 637

specifications, 622

standard F746, 533

AmericanSociety ofMechanical Engineers (ASME), 526, 698, 861

Aminotrimethylene phosphonic acid, S31600 steel, polarization

scan for, 1192

Ammoniacal copper arsenate (ACA), degradation of wood

prevention with, 471–472

Ammoniacal copper citrate, degradation of wood prevention

with, 473

Ammoniacal copper zinc arsenate, degradation of wood prevention

with, 471–472

Ammonia system, specific corrodent causing SCC in Cu-base

alloys, 767

Amorphous alloys:

corrosion behavior of, 571

corrosion resistance of, 572

Amorphous polymer, properties at low and high temperature, 1110

Anaerobic bacteria, causing anaerobic corrosion, 552

Anodic reactions:

during anaerobic corrosion, 552

corrosion and passivation, 815

corrosion of aluminum is controlled by, 729

corrosion of steel in freshwater, 589

electrochemical dissolution of iron from steel, 232

magnesium alloys, 833

finishing treatments, 833

of oxidation of iron to soluble ferrous ion, 643

oxide determination by electrons liberated by, 639

producing Al3þ ions, which react to form, 733

protection, principle of, 1142

represented by passive region, 101

Anodic-to-cathodic transition, 1191

vs. corrosion potential, 1137

Antarctic climate and corrosivity, 329–330

API 5L grade B piping:

fracture surface, scanning electron micrograph of, 651

internal surface, photograph of, 650

API 5L steel, to identify MIC initiation, 1207

Aqueous carbon dioxide (CO2) corrosion, 229

Aqueous corrosion:

alloys resistant to, 573–575

behavior, 749

cobalt alloys, 751–756

composition of, 751

design criteria for, 751–756

wear behavior, 749

thermodynamics of (See Pourbaix diagrams)

tin, 854, 856–857

Arctic climate and corrosivity, 328–329

ASTM programs, 328

corrosion rates, 328, 329

Argon–oxygen decarburization (AOD), 677, 690

Arrhenius plots, 1109, 1114

Arrhenius-type kinetics, 1115

Artificial lysosomal fluid (ALF), 540

Asphalt coatings, for underground for submerged structures, 995

Atmospheric corrosion:

aluminium alloys, 720, 722–723
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anodic half-cell reactions, 640

cathodic half-cell reactions, 641

chlorides, 580

cold regions, 327–330

copper alloys, 769–772

corrosion product films, 581–583

corrosivity classification of atmospheres, 581

corrosivity factors, 306–307, 310

data survey, 583–586

exposure testing:

hardware, maintenance, and practical considerations, 1098

purpose of, 1095–1096

statistical considerations, 1097–1098

types of atmospheres, 1096–1097

galvanic corrosion, 45, 57, 125, 131

glass corrosion and vapour-phase hydration and, 401–403

indoor atmospheres, 304–306

of iron, 307

lead alloys, 805, 807

coatings, 806

roofing installation, 806

sheet, 805–806

martensitic stainless steel, 712–714

models, 312–314

mechanistic models, 316–317

statistical models, 314–316

outdoor atmospheres, 302–304

rate equation, 580–581

relative humidity measurement, 307

stainless steels, resistance to, 713

sulfur dioxide, 310, 580

temperature effects

time of wetness, 579

tin, 854

external corrosion, 856–857

internal corrosion, 857–858

wetness time, 307, 579

Atmospheric environment, corrosivity of, 302, 310

classification of reactive environments, 306

corrosion test site, 312

CLIMAT coupon, 312

metal coupons, 311

factors for, 306–307

aerosol particles, 308–310

dew point, 307–308

pollutants, 310

relative humidity, 307–308

time of wetness, 307–308

indoor atmospheres, 304–306

maps of atmospheric corrosivity, 317

measurement for, 306–307

Bresle method, for soluble surface contaminants, 309

CHLOR test, 309

CLIMAT coupan, 311–312

by coupon exposures, 310–312

portable conductivity meter, 310

use of triplicate coupons, 311

wet candle chloride apparatus, 309

methods, to prevent and control, 317

corrosion prevention compounds (CPCs), use of, 322

dehumidification, 322

fogging with CPCs, 323

materials selection, 317–320

protective coatings, 321–322

volatile corrosion inhibitors (VCIs), use of, 324–325

outdoor atmospheres, 302–304

Atmospheric exposure tests, 584–586

Atomic force microscopy (AFM), 1206

Attenuation effects, cathodic protection system, 1010

Austenitic alloys:

behavior in acidic environments, 1136

CPT vs. PREN for, 671

Cr alloys increases resistance of, 672

Austenitic stainless steels, 174, 319, 665, 672, 699, 705, 749, 754,

1077, 1133

alloying elements, role of:

chloride stress corrosion cracking, 671–676

corrosion in acids, 659–663

intergranular corrosion, 663–669

pitting and crevice corrosion, 669–671

new ferritic stainless steels:

general corrosion, 683–684

intergranular corrosion, 684–686

mechanical properties, 687–688

origin and composition, 676–679

pitting and crevice corrosion, 679–683

stress corrosion cracking, 686–687

passive state, 658–659

stainless steels, discovery of, 657–658

Average corrosion index, 317

Backscattered electron image (BEI), magnesium alloys

corrosion, 822

Bare weathering steel:

application of, 624

guidelines for using, 628–629

Barrier materials:

polymers as, 919–945

lining classificaton, 936

reinforce lining, 928, 931–932

testing for, 922

thick linings, 927

thin linings, 926

principle of, 642

Battelle Columbus Laboratories (BCL), 15

Benefit–cost (BCR) ratios, 23

Bicarbonate ions, 8, 133, 232, 233, 595, 762, 1105

Bimetallic joint, 136

Binary alloys:

of cobalt-chromium, corrosion resistance and wear

resistance, 748

corrosion rates of, 575

of Ni with Cr or Al, 269

strong passivating ability, 574

Biocides:

biodegradation control:

preventive measures, 431–432

in corrosion of rebar, 456
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Biocides (Continued )

effects on environmental microorganisms, 359

to prevent

bacterial growth in industrial systems, 554

unfavorable biofilm formation and biofouling, 359

shelf-life, 432

Biofilm community, scanning electron micrograph, 550

Biofouling, 774–775

copper–nickel to control corrosion and, 774

as indication for degradation, 425

titanium alloy corrosion, 875

Black pad, solderability problems, 568

Boiling acids, corrosion in, 661

Boiling water reactor (BWR)–type nuclear plants, 64

Bonded flexible pipe technology, 1108

Bonded pipes, 1108

Bone-chip arthrodesis, 536

Boom clay water, 508

Borosilicate glass, corrosion of:

application of, 410

composition and kinetics, 409–410

corrosion resistance of, 409

Brass:

chemical composition, 766

dezincification, 145, 146, 759

galvanic series in seawater, 84

metallurgical cracking susceptibility of, 299

more resistant to SCC than Cu–Zn alloys, 765

multicomponent diffusion coatings, 271

resistant to hydrogen sulfide, 766

Break before leak (BBL), 61

Bubble test:

apparatus for, 1122

corrosion inhibitors evaluation, 1122

Buried utility pipings, maximum pitting rates of, 612

Calcium carbonate (CaCO3), 589

dissolution of, 590

solubility of, 590

Canada Centre for Mineral and Energy Technology (CANMET)

experimental program, 616

Canadian CANDU reactors, 526

Carbonation, 635, 636

CO2 enters and causes pH to lower, 41

of concrete:

and consequences of corrosion, 635

containing supplementary cementing materials, 448

depth, 636

factors affecting, 448

measures to prevent, 448, 642

mechanism of, 447–448

rate of, 448

Carbon-containing materials, oxidation of, 1119

Carbonic acid (H2CO3), 229, 230, 232, 234, 338, 978

Carbon steel:

atmospheric corrosion:

chloride, 580

corrosion product films, 581–583

corrosivity classification of atmospheres, 581

data survey, 583–586

rate equation, 580–581

sulfur dioxide, 580

time of wetness, 579

ethanol stress corrosion cracking of, 649

contributing factors, 650–655

mitigation of, 655–656

freshwaters corrosion, 589

environmental factors, 590–596

localized corrosion, 596–599

velocity effects, 596

water quality, 591–596

metallurgical features, 1206

pilings, corrosion rates of, 606

seawater corrosion, 601

continuous immersion, 601–604

corrosion rate, 603–604

environmental factors, 601–603

localized corrosion, 604

corrosion of pilings, 604–607

corrosion rate, 603–604

effect of velocity, 607

soil corrosion:

disturbed soils, 609–612

localized corrosion, 610–612

overall corrosion, 609

undisturbed soils, 612–613

Case study:

atmospheric corrosion of terne-coated roof, 7

atmospheric corrosion on underside of roofing panels, 7

chlorine release at manufacturing facility, 11–13

corrosion rates indicating, product not suitable for intended

use, 5–6

erosion–corrosion of copper hot recirculation lines, 10

extraordinarily high corrosion rates, 6–7

graphitic corrosion of sewer, 9–10

ineffective cathodic protection, 7–8

pitting corrosion of aluminum due to copper-containing

fungicides, 8–9

room temperature transgranular SCC of austenitic stainless

steel, 10–11

thermogalvanic corrosion, 8

Cast alloys:

aluminum alloys, 718–720

chemical compositions, 719

magnesium alloy characteristics, 811

tensile properties of, 719

types of, 718

Cast irons:

cathodic protection, 1011

corrosion, effect of velocity, 606

corrosion prevention, 777

gas, 145

graphitic corrosion of, 9, 146

mechanism of dealloying in, 146

nodular, 504

use of caulking lead in pipe, 804

Cathodic depolarization processes, 553

Cathodic polarization curves, 137
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Cathodic protection (CP):

applied to preventing SCC in systems, 179

criteria for, 1010–1011

determining effectiveness of cathodic protection, 76

effective in preserving integrity of designed

structure., 86–87

operation of, 1002

to protect buried steel structures, 334

soil effects on, 346

systems, design of, 1009–1010

types of, 1002–1003

galvanic anode protection, 1002

impressed current protection, 1002–1003

uses of, 1002

Cathodic reactions, 232–233, 505

aluminum, 733

available ferric ions consumed in, 659

control, by hydrogen evolution reaction, 505

corrosion and passivation, 815

ferric oxides in corrosion product films, 583

and hydrogen permeation, 1126

magnesium alloys, 819–820

finishing treatments, 833

mild steel, 232

rate of, 130, 1022

at scaled surface, 604

supporting anodic dissolution process, 762

Cathodic Tafel slope, 1148

Cavitation, 223–224

cobalt alloy, 751

and erosion, 618

erosion-corrosion mechanics

liquid droplet impingement attack, 910–911

materials available for solving, 910

titanium alloy corrosion, 512, 874–875

20Cb-3� alloy, 754

Cellulose, microbial degradation of wood and, 462

Ceramic corrosion:

structural ceramics, 394–396

alumina, 395

boron nitride, 396

hot gases, 395

molten salts corrosion, 394–395

prevention, 396–398

silicon carbide, 395–396

silicon nitride, 396

zirconia/thoria, 395

testing of:

drip slag testing, 1118–1119

oxidation resistance at elevated temperatures, 1119

rotary-kiln slag testing, 1119

CF. See Corrosion fatigue (CF)

Charge transfer rate, calculations, 233–235

Chemical degradation, of concrete, 32

Chemical kinetic effects, polymers for corrosion

control, 1109

Chemical lead:

corrosion of, 788

in hydrochloric acid–sulfuric acid mixtures, 793

in industrial and domestic waters, 789

rates, 789

with sulfuric–nitric mixed acids, 792

in fabricated lead products, 788

galvanic coupling, 804

Chemical resistant structural laminate, 953

Chemical vapor deposition (CVD), 270

Chemisorption, 261

Chip metallization, 561

Chloride-induced SCC damage, of stainless steel, 300

Chloride ion activity, 580, 1131

Chlorination, 470, 554, 840, 841, 843, 875, 886, 1208

Chlorine, ultraviolet (UV) photochemical decomposition, 762

Chlorosulfonated polyethylene, 932

Chlorothalonil, degradation of wood prevention with, 473

Chromated copper arsenate (CCA), degradation of wood prevention

with, 471

Chrome-free phosphate treatments, magnesium alloy

finishing, 832–833

Chrome pickle, magnesium alloy finishing, 832–833

Chromic ion, concentrations of, 572

Chromium carbides, 54

precipitation of, 664

Chromium, potential–pH diagram, 1141
14C-labeled compounds, 1205

Classify Industrial and Marine Atmospheres (CLIMAT), 311

Close interval potential surveys (CIPSs), 76

Coal tar based coatings, for underground for submerged

structures, 990–991

Coatings. See also Organic coatings

anodic coatings, 743

cathodic reactions, sacrificial coatings, 397, 976

postgalvanic phenomena, 979

damage surveys, 76

polymers as:

reinforced linings, 928, 929, 931

thick linings, 921, 924, 926–929, 934, 936, 1109

thin linings, 921, 922, 924, 926, 927, 936

shielding vs. nonshielding coatings, 997–999

underground/submersion applications:

asphalt, 995

coal tar based coatings, 990–991

epoxy phenolic, 996

esters coatings, 996

fusion-bonded epoxy, 991–992

liquid coatings, 996

polyolefin coatings, 992–993

polyurea coatings, 996

selection criteria, coatings for, 986–990

application methods, 988

cost, 986

environment, 986

handling, storage, and transportation of coated

pipe, 989–990

operating temperature, 986–987

repairs, 989

safety, 986

specialty coating and overcoats, 990

surface preparation for, 987–988
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Coatings (Continued )

weld area, joint, and additional component

coatings, 988–989

shrink sleeves, 995

tape coatings, 993–994

tests for evaluation, 996–997

cathodic disbondment test (CDT), 997, 998

differential scanning calorimetry (DSC), 997

urethanes and urethane blends, 996

wax based coatings, 995

Cobalt alloys:

aqueous corrosion design, 751–756

aqueous behavior, 752–756

history, 751–752

metallurgy, 752

wear behavior, 752

crevice corrosion, 750

face centered cubic (fcc), 748

hexagonal close-packed (hcp) structure, 748

high temperature application, 750–751

gaseous and molten metal corrosion, 751

history, 750–751

metallurgy, 751

research background, 747–748

wear resistance design, 748–756

aqueous corrosion behavior, 749–750

history, 748

metallurgy, 748–749

wear behavior, 749

Cobalt-based superalloys, 271

Coefficient of thermal expansion (CTE), 259–260

CO2/H2S corrosion, 239

Cold climate corrosivity, 327

Cold climate regions, defined by CRREL, 328–329

Committee of the Institution of Civil Engineers, 604

Compact scale growth:

diffusion-controlled oxidation, 263–264

elementary chemical steps, 260–263

adsorption processes, 261

chemisorption, 261

external reaction rate, 262

oxidation mechanism, steps for, 260

particle fluxes, measurement, 262

physisorption, 261

rate of sorption process, 262

theories and models, for adsorption

isotherms, 261–262

short-circuit diffusion, 264–265

Compact tension test piece, view of, 1113

Compressive oxide stresses, 261

Computational fluid dynamics (CFD), to problem of

erosion–corrosion, 13, 911–912

Computer-based corrosion control:

categories, 1034

computer programs, for, 1035, 1038

expert systems, 1035

multilayer perceptron (MLP), 1036

neural networks, 1036

computer-aided learning (CAL) package, 1041

electrochemical impedance spectroscopy (EIS) data

extrapolation, 1041

slow-strain-rate (SSR) tests, 1041

structural framework, 1036

computer tools, development trends, 1037–1042

critical evaluation for, 1042–1043

internet resources for corrosion engineer, 1042

as problem solving system, 1033–1034

software (expert) systems, 1034

ChemCor, 1034–1035

CORIS system, 1034

CORSUR, 1034

Predict�-SW, 1034, 1039, 1041

SOCRATES, 1034

Concrete:

concrete society technical report, 640, 641

durability, studies of

alkali-aggregate deterioration reactions, 442–444

carbonation mechanism, 447–448

freezing and thawing cycles, deterioration linked to, 440

hydraulic pressure, 440–441

layer-by-layer freezing, 441

measures to avoid damage due to, 441

osmotic pressure, 441

supercooling due to, 441–442

surface scaling mechanisms, 441–442

thermal shock, 441

seawater deterioration, 445–447

sulfate deterioration reactions, 444–445

microbiological corrosion:

air pollution, 452

ammonia-oxidizing archaea, 455

exopolymers, 456

fungi, 455–456

mechanisms of, 452–455

microbial metabolite attack on, 358

nitrifying bacteria, 455

preventive measures, 457

rebar corrosion, 456–457

sulfate oxidizing bacteria, 454

sulfate reducing bacteria, 454

Concrete resistivity, 637, 638

Condensers, types of, 676

Conductivity, 33, 130, 132, 134, 257, 309, 338, 482, 580, 595, 716,

976, 1028, 1194, 1212

Confocal laser scanning microscopy (CLSM), 555, 1205

Constant-extension-rate tests (CERTs), testing for corrosion, 1077

Constant-load/deflection techniques, testing for

corrosion, 1073–1077

Constant-load testing, 534

Continuous-use temperature (CUT), for PVDF, 1111

Controlled-expansion alloy, 561

Copper alloys:

atmospheric corrosion of, 769–770

cast copper–aluminum alloys, 763

cast copper–tin alloys, chemical composition, 766

control of dealloying corrosion, 147

corrosion mechanisms:

concentration profiles in, 761
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corrodent system, 767–769

ammonia system, 767

citrate/tartrate solution, 768

environments, 768–769

pyridine/ethylenediamine solution, 768

sulfur dioxide, 767–768

generic classification of, 758

heat-affected zone (HAZ), 759

oxidation of, 777

pitting corrosion, 760–763

pitting mechanisms, 760–762

pitting prevention, 762–763

research background, 757–760

stress corrosion cracking, 763–769

alloy composition and, 764–767

aluminum brasses, 765–766

aluminum bronzes, 765

brasses, 766

copper–gold alloys, 766–767

copper nickels, 765

manganese bronzes, 766

mechanisms, 763–764

nickel silvers, 765

silicon bronzes, 765

tin brasses, 765

tin bronzes, 765

water-based corrosion, 770–777

aluminum bronze, 772

biofouling, 774–775

brasses, 771

condensers and heat exchangers, 775–777

copper, 770–771

copper-nickel alloys, 772

copper–tin alloy, 771–772

gaseous corrosion, 777–778

microbial corrosion, 772–774

silicon bronzes, 772

wrought copper–aluminum alloys, 763

wrought copper–tin alloys, chemical composition, 765

Copper alloy tubing in seawater, critical flow parameters, 221

Copper–ammonia–water system, potential–pH diagram for, 764

Copper and zinc naphthenate, degradation of wood prevention

with, 472

Copper bis(dimethyldithiocarbamate), degradation of wood

prevention with, 473

Copper-coated stainless steel, 6

Copper/copper sulfate (CSE) cells, 638

Copper deposit, on surface of dezincified alpha brass, 146

Copper HDO, degradation of wood prevention with, 474

Copper hot recirculation line, 11

Copper–nickel alloys, 146, 1207

Copper-8-quinolinolate, degradation of wood prevention with, 472

Corroded pipelines, pressure resistance of, 76

Corroding lead, characteristics, 787

Corrosion:

biological corrosion, 734–735

corrosion cells, 334

corrosion control, polymers for

polymeric anticorrosion barrier, types of, 1109–1110

corrosion control technology, 1143

corrosion fatigue, 739–740

crevice corrosion, 732–734

deposition corrosion, 731–732

under a droplet, 316

effects of flow on, 46

erosion–corrosion, 735

exfoliation corrosion, 736–737

form characterization of, 5

fretting corrosion, 740

hydrogen embrittlement, 738–739

induced failure mechanisms, 562

intergranular corrosion, 735–737

map, 582

mechanism, 1140

monitoring system, sensitivity/response time, 1193, 1194

monitoring technique, 641

penetration, intrinsic modes of, 35

pits, 1187

pitting corrosion, 729–731

product layers, schematic illustration of, 625

product stability tester, 626

resistance data, 1117

resistant materials, 15, 505

site, scanning electron micrograph of, 568

stray-current corrosion, 740

stress corrosion cracking, 737–738

testing cell, 552

uniform corrosion, 726–729

Corrosion-based design approach (CBDA):

accelerated testing, 65–67

define failure and action levels, 58–62

defining materials, 52–54

defining modes (MDJ) and submodes (SDJ), 54–57

environmental definition, 41

chemical environment, 47–48

components of environment, 42–45

other environments, 52

perspective, 41–42

stress environment, 49–52

thermal environment, 48–49

establish statistical framework, 62–65

focal point of analysis, 38

material’s properties depend on environments, 33

modification, 71

monitoring, inspection, and feedback, 71

prediction, 67–71

superposition, 57–58

Corrosion current density, computer programs, 1210

Corrosion damage functions, 314–315

Corrosion defect, geometry of, 76

Corrosion, economic problem:

basics—money and time, 22

economic analysis, methods of, 23

accelerated cost recovery system method, 26–27

alternate cost recovery system, 27

annual vs. continuous compounding, 23–24

declining-balance method, 26

declining balance switching to straight line, 26
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Corrosion, economic problem (Continued )

depreciation, 24–28

first iteration, 24

generalized equations, 28

interest factors for annual compounding, 25

special alternative ACRS lives, 27

straight-line method, 26

sum-of-the-year’s-digits method, 26

worked examples and applications, 28–30

Corrosion failure analysis:

failure analysis procedures, 3–4

general approach for conducting failure analysis, 4

gather further information, 4

gather general information, 4

validate or reject hypotheses, 4

techniques typically used to investigate, 4–5

characterizing form of corrosion, 5–11

complex failure analysis, 11–13

determining corrosion rates, 5

sampling and collecting corrosion evidence, 5

Corrosion fatigue (CF):

aluminum alloys:

corrosion prevention of, 739

mechanism of, 739

of Al–Zn–Mg alloy, 201

caused by crack development under, 195

considered to be part of corrosion, 32

crack initiation, 197

corrosion situations, 198–199

critical corrosion rate, 198

role of nonmetallic inclusions, 197–198

crack propagation, 199

fracture mechanics characterization, 199–202

fatigue life data, 196

magnesium alloys, 825–827

mechanistic aspects of, 196–197

stages, 196

prevention of, 202

titanium alloys, 872

Corrosion inspection, advancement of, 1181

Corrosion monitoring, 1181

advancement of, 1181

applications, 1195–1199

coupledmultielectrode array systems and sensors, 1197–1199

in hydrocarbon environments, 1196–1197

stress corrosion cracking probe, 1195–1196

characteristics, 1185

data analysis, 1200

data communication, 1200

definition, 1181

direct/indirect, measurement techniques, 1183

electrochemical current noise, 1188

flush-mounted probe, 1184

integration, in process control, 1185–1190

key performance indicators (KPIs), 1187–1190

potential noise, 1186

integration of, 1182

locations, 1183–1185

modeling responce, 1190–1193

offline to online and online, real-time measurements, 1189

potential noise, 1188

probe design and selection

flush-mounted electrode design, 1194

protruding-electrode design, 1194–1195

sensitivity and response time, 1193–1194

real-time, 1182

ring pair, 1198

systems, 1185

using electrochemical noise recorded, 1185

Corrosion potentials, 506, 509

and oxygen reduction rates of metal oxides, 128

Corrosion prediction:

for corrosion measurements, 1150

electrochemical impedance spectroscopy (EIS):

corrosion inhibitors, evaluation of, 1157–1158

impedance spectra, modeling of, 1151–1152

impedance spectra, validity of, 1150–1151

low-corrosion-rate estimation, 1154–1155

pseudoinductive behavior, 1152–1154

rapid corrosion estimation, 1155–1157

polarization resistance technique:

assumptions, 1143–1144

error, sources of, 1144–1147

steel, in inhibited water system, 1147–1149

Corrosion prevention compounds (CPCs), 322

Corrosion probability (prediction):

electrochemical reactions:

cyclic potentiodynamic polarization scans, 1133

electrical impedence spectroscopy (EIS), 422, 541, 1150,

1154, 1157, 1211

equation symbol for, 212, 1163

polarization resistance technique, 1143, 1145,

1154, 1210

thermodynamic potential-pH diagrams, 1130, 1132

velocity sensitive correction, 1158, 1163

extreme value statistics:

distribution classification, 373–374

generalized distribution, 374

maximum pit deapth estimation, 374–376

size and time effects, corrosion tests, 372–373

Weibull distribution, SCC failure time, 377

probability distribution classification:

log-normal distribution, 369

normal distribution, 368–369

Poisson distribution, 369

spatial distribution, surface appearance, 370–372

rating number, 367–368

reliability assessment and probability distribution, 377–381

quantitative assessment of SCC failure of, 382–383

research background

Corrosion processes, 506, 550

effects of biofilms, 550

for steel in concrete, 634

Corrosion products:

distribution of states of, 627

films, 127, 581, 617

constituents of, 583

quantitative classification of the states, 626
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Corrosion rates, 507, 590, 603–604, 1153

under low temperature, 328

measurement, 5, 639–641

Corrosion resistance, 553

acid solutions, 712

atmospheric corrosion, 713

other media, 713

petroleum production and refining, 713

water, 712

Corrosion science and engineering, 152

breakdown of passivity, 154

kinetics of corrosion process, 153–154

passive film, nature and properties, 152

thermodynamics, 152–153

Corrosion sensing elements, close-up of, 1186

Corrosion sensing techniques, 1200

Corrosion sensors, 1186, 1193

designs, 1193

flush-mounted electrode design, 1194

protruding-electrode design, 1194–1195

sensitivity and response time, 1193–1194

thin-film corrosion monitoring, 1186

Corrosion testing:

fatigue testing, 1104

intergranular corrosion testing, 1103

stress corrosion cracking testing, 1103–1104

Corrosive contaminants, 561

Corrosivity of urban and suburban environments, 304

CORTEN, first version of, 622

Cosmetic corrosion failure, 6–7

Costs of corrosion, elements of, 16, 18

Australia, 19

cost of selected corrosion control measures, 19

Finland, 18–19

German Federal Republic, 18

India, 19

Japan, 19

previous U.S. studies, 19

Sweden, 18

Union of Soviet Socialist Republics, 19

United Kingdom, 18

Coupled multielectrode array systems and sensors (CMASs)

multielectrode array systems, use of, 1197–1199

principle of, 1198

for real-time corrosion monitoring, 1199

Coupon immersion tests, 1129, 1130, 1134, 1191, 1192

CP. See Cathodic protection (CP)

CPCs. See Corrosion prevention compounds (CPCs)

Crack growth:

corrosion based design approach (CBDA), 32, 33, 35, 36

polymers evaluation, 1113–1114

rate, 652, 654

Cracking mechanism, 185

condenser design, effect of, 676

Creep corrosion, 568–569

Creosote, degradation of wood prevention with, 470

Crevice corrosion, 8, 57

aluminum alloys, 732–734

cobalt alloys, 750

magnesium alloys, 823

nickel alloys, 848

temperature, 701, 848

titanium alloys, 867–870

detection of, 868–869

influencing factors, 867–868

mechanism of, 867

mitigation of, 869

specialization, 870

C-ring channel, 1196

electrodes, 1196

Critical pitting potentials (CPPs), 671

Critical pitting temperature (CPT), 159, 671, 701, 848

Critical relative humidity (CRH), 560

Cr–Ni–Mo–Cu [Alloy 20 (N08020)], 662

Crrosion-resistant alloys (CRAs), 229

Crude oil, 240, 1184

Crystalline melting, 1109

Crystalline solids, transport mechanisms in:

mass and electrical transport, 256

electrical conductivity due to charge carrier, 257

electrical transport in ionic compounds, 257

electronic mobility, equation for, 258

flux J of particles, measurement, 256

migration mechanism of electrons in, 258

Nernst–Einstein equation, 257

self-diffusion coefficients of, 257

temperature dependence of conductivity, 257

total conductivity, in ionic crystals, 257

Culturing techniques, advantage of, 1204

Cupronickeles, chemical composition, 764

Cuprous oxide, copper alloys, fresh water corrosion, 770

Current density, 235

Current fluctuations, 1169

Current noise level (CNL), 1174

Current noise measurement, potentiostatic arrangement for, 1168

Cyclic corrosion testing (CCT), magnesium alloys, 834

Cyclic oxidation of superalloys, 269

Cyclic polarization tests, 1191

Cyclic potentiodynamic polarization method, 508, 1133

scans for predicting localized corrosion, 1133–1143

anodic protection, 1142–1143

artifacts, 1137

interpretation, features used for, 1134–1137

scan rate, 1139–1141

scan reversal, point of, 1141–1142

solution resistivity, 1137–1139

Data acquisition systems (DASs), 1169, 1200

Data analysis, 1169

frequency domain transforms, 1171–1172

potential and current–time records, 1170

statistical analysis, 1170

Data storage, 1169

Dealloying:

corrosion, control of, 147

cast irons (see Graphitic corrosion)

copper alloys, 147

definition, 145
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Dealloying (Continued )

history, 145

inspection for, 148

mechanism, 145–147

metallographic cross section, analysis for, 9

Degradation mechanisms, integrated circuits, 562

Degradation of polymers, 32

Delamination surveys, 635

Denaturing gradient gel electrophoresis (DGGE), 1205

Department of Transport (DoT), 633

Depreciation, 24

accelerated cost recovery system method, 26–27

alternate cost recovery system, 27–28

declining-balance method, 26

declining balance switching to straight line, 26

straight-line method, 26

sum-of-the-year’s-digits method, 26

Design:

allowing inspection, carried out without interrupting

operation, 88

of attachments to sidewall of pressure vessels, 90

to avoid crevices, 89

for drainage, 85

to minimize evaporation, and concentration of solutions, 88

to prevent base metal dilution, 89

for wear-resisting to minimize corrosive wear, 87

Design life conservative objective (DLCO), 58

Design life objective (DLO), 58

Design-related causes of corrosion:

cathodic protection, 86–87

dissimilar metals, 84–85

drainage, 85–86

flowing systems, 87

grounding, 87

liquid–vapor systems, 88

nonmetallics, 90–91

redundant systems, 88–89

sealants, 86

welded joints, 89–90

Desulfovibrio vulgaris, 1208

Dezincification, 145

in brass, 758

Dezincified brass scuba tank valve, 146

Diagnosing decay, wood degradation and, 465–467

4,5-Dichloro-2-N-octyl-4-isothiazolin-3-one, degradation of wood

prevention with, 473

Diffusion coefficient, 601

Diffusion-type coatings, 271

Digital filtering techniques, 1169

Dimensionally stable anode (DSA), 519

Dioctyl sebacate (DOS), 855

Direct current (DC) measurements, 1156

Direct-current (DC) voltagegradient (DCVG) survey technique, 76

Direct immersion gold on copper (DIG), 562

Discounted cash flow (DCF), 24

Discounted payback (DPB), 23

Dispersion strengthening (DS), 271

Double-shell tanks (DSTs), 1195

full-scale probe, installation of, 1196

Double-submerged arc weld (DSAW) pipe material, 651

Drainage design, 85

Drip slag testing, 1118–119

Drop evaporation test (DET), stress corrosion cracking, 702

Dry rot. See also Fungi

suitable conditions for decay, 463

wood degradation and, 466

Duplex stainless steels:

applications:

bridges, 705

chemical carriers, 706

desalination, 704–705

general use, 704

oil and gas, 705

pipes and tubes, 706

pressure vessels, 706

pulp and paper, 704

storage tanks, 705

austenitic counterparts to, 704

compositions of, 697

corrosion resistance

corrosion under mechanical loading, 702

halide-containing solutions, resistance in, 701–702

MTI test program, 701

resistance in acids, 699–701

resistance in alkaline solutions, 701

definition of, 695

fabrication, 702

forming, 703

machining, 703

welding, 703–704

history, 695–696

mechanical and physical properties:

under cyclic load, 698–699

physical properties, 699

strength at elevated temperatures, 697–698

strength at room temperature, 697

at Subzero temperatures, 698

metallography:

475
�
C embrittlement, 696

phase precipitation, 697

physical properties of, 699

reductions replacing austenitic with, 705

steel grades within the duplex family, 697

typical compositions of, 697

Dynamic fatigue resistance, 1113

Dynamic stray currents:

detection of, 1013–1014

interference source location, 1014–1016

mitigation of, 1018–1019

Elastomeric tank linings, 1109

Elastomers:

barrier applications:

cost estimation, 966

lining characteristics, 919, 966

thin lining with, 926–927

chemical resistance, 933

classification of, 936
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fluoroelastomer properties, 934–936

linings for chemical handling, 930

properties and test matrix for selection, 925

seal and gaskit construction, 961–962

structure of, 934

Electrical continuity, cathodic protection system, 1010

Electric resistance welded (ERW) pipe, 599, 616

material, 651

Electrochemical chloride extraction (ECE), 644

Electrochemical impedance spectroscopy (EIS), 523, 524, 541,

743, 1150, 1153, 1207

disadvantage of, 1211

for titanium, 1154

of waste stream demonstrating pseudoinductive behavior, 1153

Electrochemical noise (ECN):

general corrosion processes, 1172

localized corrosion processes, 1172–1173

noise measurements:

data acquisition systems (DASs), 1169

data analysis, 1169–1172

electrode assembly, 1168

interfaces, 1168–1169

for real-time corrosion monitoring, 1167

real-time corrosion monitoring, applications for, 1173–1174

schematic persentation of, 1168

signals, 1168

analysis of, 1169

study and monitor corrosion processes, 1174

technique, 1195

Hanford systems, 1196

use of, 1130

Electrochemical noise measurement (ENM), 743

electrode arrangement for, 1168

Electrochemical noise technology, 1173

Electrochemical (EC) techniques, 658, 1130

to measure and monitor MIC, 1203

Electrodeposited cobalt, effect of grain size on properties, 521

Electrodeposited copper foils, potentiodynamic polarization

curves of, 526

Electrodeposited materials, nanocrystalline structures, 519

Electrodeposited nanocrystals:

applications of, 527

corrosion behavior of, 517

electrodeposition, nanomaterials synthesis of, 518–519

industrial applications and outlook, 525–527

nanocrystalline electrodeposits:

corrosion properties of

cobalt and cobalt alloys, 523–524

copper, 525

nickel and nickel-based alloys, 521–523

zinc, 524–525

structure of, 520–521

nanomaterials, mechanical and physical properties of, 521

Electrodeposited nickel, effect of grain size on properties, 521

Electroless nickel electroless palladium immersion gold

(ENEPIG), 562, 566, 567

Electroless nickel immersion gold (ENIG), 562, 566, 567

Electrolyte, composition changes of, 130

Electromagnetic interference (EMI), 563

Electromagnetic radiations, 45

Electromotive force (EMF) series, 84

Electron-beam (EB)

refining, 677

for welding, 508

Electron beam evaporated physical vapor deposition

(EBPVD), 272

Electronic materials, components, and devices:

contacts and connectors, 563

environment and contamination, 559–561

failures and failure mechanisms

aluminum corrosion in chlorinated solvents, 564

electromagnetic interference, 563–564

packaging, 563

hybrid integrated circuits and multichip modules, 563

integrated circuits, 561–562

printed circuit boards, 562–563

Electronics corrosion:

alternative lead-free solders, corrosion of, 566

ENIG/ENEPIG surface finish, 567–568

immersion silver finish, 567

immersion tin finish, 567

organic solderability preservative, 568

lead-containing solders, 566

lead-free initiatives, 565

lead-free solders

creep and flux residues

creep corrosion, 568–569

flux residues, 569

current alternatives, 566

Electron probe microanalysis (EPMA), 629

Electron spectroscopy for chemical analysis (ESCA), 761

Electropolished superelasticNiTi rod, pit formationon surface, 538

Embrittlement, 512. See also Hydrogen embrittlement (HE)

Energy dispersive spectroscopy, 1117

Energy-dispersive X-ray (EDX) analysis, 1207

Engineered barrier systems (EBS), 504

candidate alloys for, 506

construction of, 504

Engineering economy, 21

Engineering materials, oxidation of, 272–276

addition of Y2O3 to alumina former, 275

for alumina formers, 275

beneficial effects of chromium and silicon additions to, 273

cobalt-based alloys with tungsten, 274

commercial electrical resistance heating elements, 274

dynamic oxidation tests with, 275

evaluating materials, for automobile emission control

devices, 273

Fe–Cr–Al alloys, 274

formation of external Cr2O3 oxide scale, 275

nickel content in Fe–Ni–Cr system, 274

Ni–Cr alloys, 274

oxidation:

of alloys, under high-velocity gas streams, 275

resistance of “lean” stainless steels, 273

oxide-dispersion-strengthened alloys, 274–275

to prolong time for initiation of breakaway oxidation, 275

300 series austenitic stainless steels, 273
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Engineering materials, oxidation of (Continued )

sulfur in alloy, role of, 276

superior oxidation resistance of, 273

Enterobacter aerogenes, 554

Enthalpy, 111–113, 249, 396, 403, 404

Entropy, 111–113, 249, 261, 288, 1171

Environmental electron microscopy, 1206

Environmentally assisted cracking (EAC), 5, 10, 506, 534, 744

polymer evaluation, 1115

soil corrosion and, 887

testing for:

constant-load/deflection techniques, 1073–1077

dynamic tests, 1077–1078

fracture mechanics tests, 1078–1084

hydrogen embrittlement, 1072–1073

liquid-metal embrittlement, 1073

stress corrosion cracking, 1072

Environmental stress cracking parameter, polymers

evaluation, 1115

Environments:

causing cracking of titanium and zirconium alloy, 895–896

and material, 505

degradation mechanisms, 506

oxidizing, 509

alloy 22

corrosion behavior of, 509

environmentally assisted cracking, 511–512

localized corrosion of, 510–511

uniform and passive corrosion of, 509–510

titanium alloys, corrosion behavior of, 512

reducing/anoxic, 506

carbon steel, 506–508

copper, 508

low-alloy steel, 506–508

nickel alloys, 508

stainless steel, 508

titanium (Ti) alloys, 509

Epifluorescence cell surface antibody methods, 1205

Epifluorescence microscopy techniques, 1205

Epoxies for underground/submerged structures, 996

Epoxy phenolic for underground/submerged structures, 996

Epoxy resin. See Fusion-bonded epoxy (FBP)

Equal-mass-transfer coefficients:

rotating-cylinder electrode velocity versus geometry, 1160

Erosion–corrosion, 735

control of:

flow-enhanced film dissolution attack, 911

liquid droplet impingement attack, 910–911

solid-particle impingement attack, 908–910

turbulent flow attack, 907

cathodic protection, 908

design, 908

inhibitors, 908

materials, 908

mechanisms:

air bubble impingement, 223

cavitation, 223–224

flow-enhanced film dissolution, 225

liquid-droplet impingement, 223

mechanical forces involved, 218

solid-particle impingement, 221–223

turbulent flow, 219–221

critical shear stress, 220

Fanning friction factor, 220

films on passive alloys, 220

in slug flow, 221

wall shear stress, 220

wire drawing, 225

rate:

Berger–Hau correlation, 217

calculation, 216–217

flow velocity as diagnostic tool for, 219

titanium alloy corrosion, 874–875

wall loss, 12

E-selectin, 539

Esters coatings for underground or submerged structures, 996

Ethanol, stress corrosion cracking of carbon steels in, 649–656

Ethylene-chlorotrifluoroethylene (ECTFE), 1109

Ethylene propylene diene monomer (EPDM), 931–932

European standard, BE EN 14630, 637

European Structural Integrity Society (ESIS) protocol, 1113

European Union, 565

Failure analysis, 3–14

case histories, 7–13

Faraday constant, 136

Faraday’s law, 164, 234, 236, 639

Fast Fourier transform (FFT), 1171

Fatigue. See also Corrosion fatigue (CF)

crack growth rate, 195

life data, S–N curves, for, 196

Fe-containing minerals, 551

Fe–Cr alloys, 659, 661

corrosion rate of, 664

general corrosion, 660

Fe–Cr–Ni system, 56

Federal Highway Administration Report

FHWA RD-77-85, 637

Fe–Ni alloy, 107

Ferric chloride test specimens, 682

Ferritic alloys, 665, 676, 688

CPT vs. PREN for, 683

properties summary, 689

Ferritic stainless steels:

alloying elements, role of:

chloride stress corrosion cracking, 671–676

corrosion in acids, 659–663

intergranular corrosion, 663–669

pitting and crevice corrosion, 669–671

new ferritic stainless steels:

general corrosion, 683–684

intergranular corrosion, 684–686

mechanical properties, 687–688

origin and composition, 676–679

pitting and crevice corrosion, 679–683

stress corrosion cracking, 686–687

passive state, 658–659

stainless steels, discovery of, 657–658
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Ferromagnetic shape memory alloys (FSMAs), 542

Ferrous carbonate (FeCO3):

precipitation, 236

SEM and TEM images, of layer formed on mild steel, 237

supersaturation, 236

Ferrous metals:

corrosion of, 1125

NBS tests for, 611

pit depth–time curves for, 612

Ferrous sulfide (FeS), 553

Ferroxyl test, 625, 626

Fiber-reinforced plastics (FRPs), 1109

building blocks for, 953

chemical interaction, 965

chemical resistance for, 954–960

for vessel design, 926

vessel fabrication, techniques, 953

Fick’s first law, 165

Field exposure tests, 627, 629

Filiform corrosion:

in aircraft, 733

aluminum susceptible, relative humidity range of, 733

associated with metal surfaces having applied protective

coating, 823

cell in magnesium, 824

magnesium alloys, 823–824

Film thickness vs. electrochemical potential, 32

Flash gold, 568

Flexicoking, 282

Flow conditions:

conditions of disturbed turbulent flow, 215

turbulent-flow conditions, 215

Flow effect test techniques, on corrosion, 1060–1061

Flow-enhanced film dissolution, 225

attack control, erosion-corrosion mechanics, 911

Flow-induced corrosion:

control of, 904–905

corrosion-resistant alloys, 905

minimize flow disruptions, 905

minimize fluid turbulence, 904

modify flowing fluid, 904–905

modify flow regimes, 905

occurrence of, 903

processes:

disturbed turbulent flow, 215

turbulent-flow conditions, 215

tests for, 1059

operational comparison of techniques, 1061

relating laboratory data to facility operating systems

using, 1060

steps in process, 1060

Fluid velocity, 1059

Fluorescent in situ hybridization (FISH), 1205

Fluoride glasses, corrosion of, 413–414

Fluorinated ethylene-propylene, 1109

Fluoropolymer:

barrier application, 919

coatings for nonstick and product purity applications, 930

dual laminates of, 952, 966

lining systems, 934–936, 950

properties, 962–964

seal and gaskets construction, 961

structure for, 934

Flush-mounted corrosion sensor, 1184

Fossil fuels, 303

combustion of, 282, 304

energy, 17

Four-probe resistivity meter, 637, 638

Fracture appearance transition temperature (FATT), 687

Fracture mechanics testing techniques, for corrosion

studies, 1078–1084

Fracture toughness:

effects of strength of iron-based alloys on, 54

for hydrogen-free samples, 533

polymers evaluation with, 1113

Freshwater corrosion, 589

aluminum alloys, 722

carbon steel

environmental factors, 590–596

localized corrosion, 596–599

velocity effects, 596

water quality, 591–596

Fruit acids:

aluminum alloys corrosion, 724

tin corrosion, 857–858

Fuel-grade ethanol (FGE), 649, 652

specifications for, 653

Functional depreciation, 26

Fungi:

concrete corrosion and, 455–456

metal corrosion:

metabolic attack, 466–467

wood-rotting fungi, 466

Fusion-bonded epoxy (FBE), 987, 988, 990–993, 996–998

pipeline coatings, for submerged structures, 991–992

Galvanic actions of miscellaneous alloys, 124–125

Galvanic anode design:

advantages and limitations, 1003

anode installation, 1006

design process, 1003–1006

grouped anodes, 1006

usages of, 1003

Galvanic corrosion, 1101

American Society for Testing and Materials (ASTM)

guidelines, 7, 1101

beneficial effects of, 134

current distribution for different electrolyte thicknesses, 139

data, 583

definition of, 123

distribution of

electrode potential, 139

potentials on electrode surface of galvanic couple Cu–Zn, 140

environmental factors for, 129

atmospheric environments, 131

effects of solution, 129–131

natural waters, 131–132

fundamental considerations of, 134
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Galvanic corrosion (Continued )

analysis, 135–137

electrode potential, 134–135

Kirchhoff’s law, 134–135

polarization, 137–138

potential and current distributions, 138–140

resistance, 137–138

induced on military monument, 300

International Organization for Standardization (ISO), 1102

lead alloys, 804

magnesium alloys, 816–822

design consideration for, 821

material factors for, 125

effect of area, 127

effect of surface condition, 127–129

effects of coupled materials, 125–127

mathematical modeling, 139

of metal alloys in seawater and freshwaters, 133

polarity reversal, 132–133

preventive measures, 133–134

rate of Zinc coupled to other common commercial metals, 890

rates of metal alloys, 131

in seawater, 132

testings, 1101

standards, 1101–1102

titanium alloys, 874

Galvanic couples:

corrosion at different atmospheres, 134

distribution:

of current, 139

of electrode potential, 139

of potentials, 140

electrolyte resistance, 137

estimation of galvanic current, 137

polarity of, 134

polarization carves, 138

Galvanic current, 137, 1208

Galvanic protection of steel, 134

Galvanic series, 132

in seawater, 84

Galvanized steel rebar as concrete reinforcement, 888

Galvanized tap water pipes, penetration rates of, 598

Gamble’s solution, 540

Gas corrosion, aluminum alloys, 724

Gas storage field, carbon steel electrodes, monitoring of, 1209

Gas tungsten arc (GTAW), 508

Gaussian distribution, 1172

of data, 1172

Gaussian process, 1172, 1173

Genbank database, 1205

General geometry, of bimetallic couple, 136

Generalized Pourbaix equation, 95

German Industrial Standard (DIN 50929), corrosivity of

soils, 610

Gibbs energy, 103, 105, 107, 118, 121, 282

minimization:

for Ag-containing aqueous species, 105

computation using, 104–105

flexibility of, 105

M–H–O system, 104

thermodynamic data, 104

Glass corrosion:

biodegradation mechanisms, 407

fluid medium effects, 405

aqueous solution composition effects on, 405–406

strong acids, 407

vapor-phase hydration and atmosphere effects, 406–407

and human health, 412

kinetics and composition effects on, 403–404

mechanisms, 401–403

special compositions and applications, 408

alkali/alkali earth silicate glasses, 408

alkali-resistant glasses, 411

alumosilicate glasses, 408–409

borosilicate glass, 409–410

fluoride glasses, 413–414

glass-reinforced plastics, 411–412

nuclear waste borosilicate glasses, 410–411

optical glasses, 412

phosphate glass, 411

silicate glass fibers, 412–413

structure of glass, 400–401

heterogeneity, 401

surface layers, properties of, 405

surface modification, 404–405

surface stability

improvements, techniques for, 414

techniques, 414

Glass furnace refractories, 1117

Glass reinforced plastics, composition and corrosion of, 411–412

Gloeophyllum sepiarium, 466

Gloeophyllum trabeum, 466

Gold–cadmium (Au–Cd) alloy, 529

Goldschmidt process, low-carbon chromium derived from, 658

Grain boundaries, 520

atoms associated, volume fractions of, 520

high density, 521

polycrystalline materials, 520

Grain refinement, magnesium alloys, 831

Graphitic corrosion, 146–148, 617

of cast irons, 9

of sewer, 9, 10

Gray cast iron, microstructure of, 146

Green death solution, nickel alloy corrosion, 849

Groove corrosion, 599

Gross national product (GNP), 21

Groundbed site selection, stray current corrosion mitigation

of, 1010

Growth stresses, 258–259

geometrically induced, 258

intrinsic growth, 258

magnitude of maximum radial stresses, 259

mechanical scale failure, 260

under compressive stresses, 260

under tensile stresses, 260

oxidation lead to increase in, 259

oxide displacement vector M, 259

calculation, 259
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Pilling–Bedworth ratio, 259

metal–oxygen systems, 259

Guard ring linear polarization, 640

Hall–Petch effect, 521

Hanks’ balanced saline solution (HBSS), 535, 540, 541

HASTELLOY� nickel alloy, properties of, 752, 847

Hatfield’s test solution, 667

HAYNES� 6B cobalt alloys

aqueous corrosion behavior, 749–750

corrosion rates for, 750

Heat-affected zone (HAZ), 616

material, 1197

nickel alloys, 843

Heat transfer resistance, 1211

Heat treatment:

alloy 20, 846

of aluminum, 739, 828

for austenitic Fe–Cr–Ni alloys, 665

causing precipitation, 735

drastically alter size, amount, and distribution of, 830

high corrosion resistance of amorphous alloys disappears by, 572

K02400 steel, 1196

magnesium alloys, 830–831

for martensitic precipitation-hardening alloys, steps, 711

stabilizes alloy 825 against sensitization to, 845

of stainless steels to redissolve carbides, 179

type 420 stainless steel, 710

Heavy metals trap, 89

HE cracking potential. See Sulfide stress cracking

Hemicellulose, microbial degradation of wood and, 462

Henry’s law, 1114

Heterogeneous equilibrium:

involving pure condensed phase, and ideal gas, 294

equilibrium compositions computed for, 296

Gibbs energies of system, 295

progression in estimated concentrations of, 294

system’s coordinate consistent with computed partial

pressures of, 297

thermochemical computations, performance statistics of, 295

Hexagonal close packed (hcp), 572

HIC. See Hydrogen-induced cracking (HIC)

High-alumina-cement (HAC) concrete, 636

High-frequency electric resistance welded (HFERW) pipe

material, 651

High-level waste (HLW), 503, 504

countries considering repositories for, 504

High-notch sensitivity, 661

High-potential SCC (HPSCC), 56

High-pressure gas permeation parameter, polymers

evaluation, 1114–1115

High-pressure permeation test cell assembly, schematic of, 1112

High-strength ferritic reinforcing steels, 634

High-strength steel, fatigue life, 198

High-temperature alloys, nickel alloys in modern

industries, 850–851

High-temperature cobalt alloys, composition of, 751

High-temperature corrosion:

experimental investigation techniques for

chemical analysis by spectroscopy, 1054–1057

analytical techniques, characteristics of, 1055

excitation and emission, material characterization by, 1054

glow discharge spectroscopy (GDMS), 1054

corrosion morphology assessment, 1054

corrosion product identification, 1054

metallic surfaces, techniques for analysis, 1056

types of samples and techniques for analysis, 1056

High-temperature oxidation:

approaches and characterization techniques

bulk transport processes in oxides., 248

integrity of protective oxide, 248

lattice defects, 248

multicomponent diffusion theory, 248

oxide film growth, controll by, 248

parabolic law, 247

compact scale growth, 260

diffusion-controlled oxidation, 263–264

elementary chemical steps, 260–263

short-circuit diffusion, 264–265

defect structures, 254

crystalline defects, 254

line and planar defects, 258

planar defects, 254

point defects, 254–258

three-dimensional defects, 258–260

kinetic considerations, 252–254

Arrhenius-type equation, 252

cubic law, 253

kinetic laws, 252–253

logarithmic laws, 253

parabolic law, 253

multilayered scale growth, 265

compact subscales, 265–266

paralinear oxidation, 266

stratified scales, 266–267

research background, 247–248

thermodynamic considerations, 248–249

Ellingham plot, 249–251

selective oxidation, 250

standard free energy of formation of selected oxides, 250

types of diagrams, used in, 249

volatility of oxides, 251–252

High-temperature-resistant materials, 248

Homogeneous equilibrium, in ideal gas solution, 287–288

to compute gas-phase equilibrium in, 288

dominant species, identification of, 289–292

equilibrium concentrations of gaseous species, computation

of, 292–293

for gas-phase speciation, 288

leveling technique applied to C–O system, 290

thermodynamic data, 288–289

Hot-air solder leveling (HASL), 562, 566

Hot isostatic processing (HIP), 272

Human umbilical vein cells (HUVECs), 539

Humidity chambers, corrosion inhibitors evaluation, 1124–1125

Hybrid integrated circuits (HICs), 559

Hydrated alumina [Al(OH)3], corroded fuselage joints, 300

Hydrated portland cement, decomposing action of seawater, 446
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Hydraulic pressure, concrete freezing/thawing cycles, 440

Hydrazine, 41, 47, 105, 655, 908, 1022

Hydrodynamically smooth cylinder

Sherwood number vs Reynolds number, 1161

Hydrogen:

aqueous corrosion, Pourbaix diagram, Gibbs energy

minimization, 114–117

blistering, 185

corrosion inhibitors evaluation, permeation evaluation, 1126

damage, 183, 185

chemical species, accelerating, 185

failure of buried carbon steel containers by, 507

inhibitors for, 1030

susceptibility of aluminum to, 738

diffusivity measurements, 1089–1092

potential-pH diagrams, ion activity and equilibrium

potential, 153, 815

Hydrogen embrittlement (HE), 512, 533, 643

aluminum alloys corrosion, 738–739

anodic slip dissolution and, 196

in aqueous media, 197

cathodic poisons causing hydrogen blisters and, 1022

cracking mechanisms, 1073

cracking susceptibility, 712

cracking, testing for corrosion, 1072–1073

microbial, 554

nickel–iron alloys, 842

sulfide stress cracking, 191

Hydrogen evolution reaction (HER), tin corrosion, 857–858

Hydrogen-induced cracking (HIC), 183–186

factors influencing, 186

environmental factors, 186–187

material factors, 187–190

hydrogen blistering and, 185–186

prevention and control, 191

steps for, 184–185

titanium alloys, 872–874

types of, 185, 186

Hydrogen ion activity, 1132

Hydrogen permeation, 554

Hydrogen sulfide (H2S), 185, 239, 358, 603, 775, 777, 1029, 1114

Hydrous ethanol, 652

Hylotrupes bajulus, 474

Iberoamerican Atmospheric Corrosion Map Project, 315

Ideal corrosion control program, 1182

Immersion silver (IAg), 562, 567

Immersion testing, 512, 540, 830, 1134, 1154

Immersion tin (ISn), 562

Impralit-KDS, degradation of wood prevention with, 474

Impressed current cathodic protection (ICCP) systems, 643

anode life, 1005–1006

anode requirements and life, 1007

anode selection, 1007

calculations for, 643

current requirement, 1007

groundbed resistance, 1008

life-cycle cost analysis, 643

rectifier selection, 1008

using

deep anode groundbed, 1009

distributed groundbed, 1009

surface point groundbed, 1008

In-circuit test (ICT) cycle, 567

Industrial atmospheres, 134, 303, 722, 828, 829, 881, 882, 885

in Japan, 581

Ineffective cathodic protection, 7

Inhibitors:

application techniques for, 1030

classification of, 1021

environmental conditioners (scavengers), 1022

interface inhibitors, 1022–1023

coordination complexes, 1028–1029

corrosion inhibitors, selection of, 645, 1203

compatibility, evaluation of:

costs of, 1125

emulsion-forming, 1125–1126

environmental issues, 1125

quality control, 1125

field evaluation:

electrochemical techniques, 1126

field signature method (FSM), 1126

hydrogen permeation, 1126

LPR probes, 1126

mass counts, 1126

pipeline integrity gauge (PIG), 1126

visual inspection, 1126

weight loss coupons, 1126

laboratory methodologies, 1121

bubble test, 1122

humidity chambers, 1124–1125

jet impingement (JI) test, 1124

rotating cage (RC), 1123–1124

rotating-cylinder electrode (RCE) test system, 1123

rotating-disk electrode (RDE), 1122–1123

static test, 1122

wheel test, 1122

measuring techniques:

electrochemical methods, 1125

solution analysis, 1125

weight loss, 1125

electronically conducting polymers, 1028

evaluation and selection criteria:

bubble tests, 1122

compatibility tests, 1125–1126

field evaluation, 1126

humidity chambers, 1124–1125

jet impingement, 1124

laboratory technique, 1121–1125

measurement technique, 1125

rotating cage, 1123

rotating cylinder electrode, 1123

rotating disk electrode, 1122–1123

static test, 1122

wheel test, 1122

green inhibitors, 1031–1032

industrial applications of, 1029–1030

inhibitors containing
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nitrogen atom, 1027–1028

oxygen atom, 1026–1027

mechanisms of, 1023

anodic inhibitors (passivators), 1023–1024

environmental conditioners (scavengers), 1023

mixed inhibitors (adsorption), 1025–1026

vapor-phase inhibitors, 1026

oxidizing, 100

poisoning effects, 1030

secondary inhibition, 1030–1031

synergism and antagonism, 1031

temperature effects, 1030

toxicity of, 1032

Inorganic boron, degradation of wood prevention with, 473–474

Inorganic dielectrics, 561

Integrated circuits (ICs), corrosion properties and failure

mechanisms, 559

Intergranular corrosion:

evaluation tests:

copper sulfate, 666–667

ferric sulfate, 669

nitric acid, 667

oxalic acid etch, 667–668

pitting and crevice corrosion, 669

chloride stress corrosion cracking, 671–676

pitting and crevice corrosion testing, 671

ranking and predicting chloride corrosion resistance, 671

precipitates, effect of:

chromium carbide and nitride, 663–665

heat treatments, 665

low carbon, 665

sigma phase, 665–666

stabilizers, use of, 665

Zn–Al alloys, 890

Intergranular SCC (IGSCC) system, 712, 1173

Intermetallic compounds, 685

Internal rate of return (IROR), 23

Internal stress corrosion cracks, light photomicrograph, 650

International Atomic Energy Agency (IAEA), guidelines for tests

and evaluations waste packages, 505

International Cooperative Program on Effects on Materials (ICP

Materials), 314

International Organization for Standardization (ISO):

life-cycle assessment (LCA), 621

standard 9223-1992, 579

technical committee TC 156, 314

Interstitial cations, 255–256

Intrinsic instrumentation noise, evaluation of, 1169

Investment tax credit (ITC), 26

3-Iodo-2-propynyl butyl carbamate (IPBC), degradation of wood

prevention with, 473

Iron:

localized corrosion by, 615

macrogalvanic cells, types of, 618

nongalvanic types, 618–619

macrogalvanic cells:

bimetallic contact, 615–616

differential aeration, 617–618

differential pH, 618

discontinuous surface films, 617

localized corrosion at welded joints, 616–617

types of, 615

maximum possible penetration rate, 619

Iron bacteria:

Gallionella, 551

Siderocapsa, 551

Sphaerotilus-Leptothrix, 551

Iron–chromium alloys, 658, 667, 707

pitting and crevice corrosion, 669

temperature range, austenite form depend on, 709

Iron oxyhydroxide (FeOOH) particles, 625

evolutionof nanonetworkonweathering steel, schematic diagram

for, 630

Iron–water system:

corrosion and noncorrosion of iron at 298K, 99

oxidizing corrosion inhibitor, 100

potential–pH equilibrium, 98

reactions, and equilibrium formulas, 96–97

ISO technical committee TC 156, 314

Japan Association for Construction of Bridges, 628

Japanese Final Disposal Plan, 505

Jet impingement (JI) test, corrosion inhibitors evaluation, 1124

J integral, 1114

Joint ACI/ICRI Concrete Repair Manual, 641

Joint designs, fire damage prevention, 90

Junction potentials, change in chemical concentrations within

concrete, 638

Kelvin method, 625

Kelvin probe, 1210

Key performance indicators (KPIs), 1187

completed maintenance, 1190–1193

corrosion cost, 1188–1189

corrosion inhibition level, 1189–1190

cost-of-damage, 1190

percent inhibitor availability, 1190

wireless technology, 1187

Kirchhoff’s law, 134

Kramers–Kronig transformations, 1150

Langelier index, 592

rapid calculation, data for, 593

values of, 592

Laplace’s equation, 138

Laplace transformation, 1150

Large-signal polarization techniques, 1211

disadvantages of, 1211

Lead alloys:

atmospheric corrosion, 805

coatings, 806

roofing installation, 806

sheet, 805–806

buried medium voltage power cable corrosion, 806–807

corrosion characteristics, 788–790

oxygen effect, 806

water-based corrosion, 789–790

corrosion rate in chemical environment, 790–804
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Lead alloys (Continued )

alkalis, 793

categorical data, summary of, 793

gases, 793–804

inorganic acids, 790–793

organic acids, 793

pH levels, 790

salts, 793

galvanic coupling, 804

lead–antimony (Pb–Sb), 807–808

lead–arsenic (Pb–As), 808

lead–calcium (Pb–Ca), 808

lead–copper (Pb–Cu), 808

lead–silver (Pb–Ag), 808

lead–tellurium (Pb–Te), 808

lead–tin (Pb–Sn), 808

mechanical and metallurgical factors, 804–805

protective measures for, 807

research background, 787–788

solubility of, 788

Leak before break (LBB), 61

Leptothrix discophora, 1207

Lifecycle cost (LCC) analysis, 621

Life-cycle safety (LCS) design, 621

Life extension conservative objective (LECO), 58

Life extension objective (LEO), 58

Light photomicrograph, of tip of crack, 651

Lignin, microbial degradation, of wood and, 462

Limiting alkali content of concrete, concrete durability, 444

Limiting rate calculations, carbon dioxide corrosion, 235

Linear polarization:

measurement setup, schematic of, 639

resistance technique, 1210

Linear polarization technique, 1143

Liquid coatings for underground/submerged structures, 996

Liquid compatibility parameter, polymers evaluation, 1114

Liquid droplet impingement attack control, erosion-corrosion

mechanics, 910–911

Liquid-metal embrittlement (LME), testing for corrosion, 1073

Liquid–vapor systems, 88

Localized corrosion:

of alloy 22, 510–511

carbon steel:

freshwater corrosion

corrosion product film discontinuities, 599

groove corrosion, electric resistance welded pipe, 599

tubercle pitting, 596–599

seawater corrosion, 601–602

soil corrosion, 723, 887

iron and steel:

bimetallic contacts, 615–616

differential aeration, 617–618

discontinuous surface films, 617

maco-galvanic cells, 618

maximum possible penetration rate, 619

non-galvanic cells, 618

pH differentials, 618

welded joints corrosion, 616–617

magnesium alloys, 821–822, 827–825

passive metals:

fundamentals, 157

metastable pitting, 160–164

film stability, 163–164

passive film breakdown, 154, 161

structural parameters, 161–163

phenomenological aspects, 157–159

alloy composition and microstructure, 158–159

electrochemical potential, 158

temperature effect, 159

pit growth:

diffusion control, 164–165

growth kinetics, 164–166

ohmic/charge transfer control, 165

stability of, 166–167

stages of, 159–160

Low-alkali cement, concrete durability, 444

Low-frequency electric resistance welded (LFERW) pipe

material, 651

Low-potential SCC (LPSCC), 38, 56

Lowry process, wood degradation process, 475

Low-turbulence flow corrosion test methods, 1061

Luggin–Haber capillary, 1137

Macrocell techniques, corrosion rate measurement, 639

Macrogalvanic cells, 619

bimetallic contact, 615–616

differential aeration, 617–618

differential pH, 618

discontinuous surface films, 617

formation of, 610, 611

localized corrosion at welded joints, 616–617

types of, 615

Magnesium alloys:

alloy die cast rods

corrosion rate, 828

cast alloys, 811

corrosion:

aluminum and b phase, 828–829

crevice corrosion, 823

filiform corrosion, 823–824

galvanic corrosion, 816–822

grain refinement, 831

granular corrosion, 824

heat treatment, 830–831

iron and Fe/Mn ratio effect, 830

localized attack, 822–825

passivation and, 815–816

pitting, 822–823

prevention of, 816

stress corrosion cracking (SCC), 824–825

tramp element tolerance levels, 829–830

zinc and silicon additions, 829

zirconium–containing alloys, 827

zirconium-free alloys, 827

corrosion fatigue, 825–827

crevice corrosion, 823

finishing processes, 832

chemical and electrochemical finishing treatments, 832–833
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cleaning and surface preparation, 832

organic finishing, 833–834

production and fabrication, 809–815

properties of, 810

rapid solidification:

additional alloying elements, 832

aluminum effect, 831–832

rare earth effects, 832

solubility data for, 810

testing solutions for, 1105

wrought alloys, 811–815

Magnesium castings, 1105

alloys, 812–814

tensile loads, 824, 1105

Magnesium chloride (MgCl2), 308

test, 686

Magnetic cover meters, 636

Magnetite (Fe3O4), 551, 552

films, 220, 225

semiconductors, 729

use in seawater, 1002

Managing Radioactive Waste Safely, 504

Mar-aging stainless steels, 710

Marine aerosol transport, 316

Marine atmosphere:

concrete durabilty, studies and, 446–447

corrosion rate of zinc coating inside concrete in, 889

laden with fine particles of sea mist, 303

Martensite start temperature, 709

Martensitic precipitation-hardening alloys, 713

Martensitic stainless steels:

corrosion resistance:

acid solutions, 712

atmospheric corrosion, 713

other media, 713

petroleum production and refining, 713

water, 712

oxidation/temperature resistance, 714

physical metallurgy, 709–710

precipitation-hardening stainless steels, 710–712

standard alloys, 708–709

standard types of, 708

typical applications, 714

Mass transfer coefficient, 1162

Material degradation:

attack of metals and concrete by, 358

of polymers, 358

sources of carbon and energy for, 358

Materials corrosion resistance behavior, 506

Materials in operating environments, prediction:

cause and mode of failure, 33

corrosion-based design approach (CBDA), 32

implementation of, 35–36

degradation of materials, 32

HAZAN (hazard analysis), 32

HAZOP (hazard and operability), 32, 33

intrinsic modes of corrosion penetration, 35

mode–location cases of corrosion for, 34

probabilistic risk assessment (PRA), 32

quantitative risk assessment (QRA), 32

scope of prediction, 36

chronological stage, 36

explicitness and simplification, 40–41

hierarchical levels, 36–38

mode–location approach, 38–40

Materials Technology Institute of Chemical Process Industries

(MTI), 701

Maximum allowable operating pressure (MAOP), 79

Maximum-entropy method (MEM), 1171

Maximum localized corrosion current, illustration of, 560

Mercury, aluminum alloys corrosion, 726

Meruliporia incrassata, 466

Metal alloys:. See also Cast alloys; Metastable alloys; Wrought

alloys; specific alloys, e.g. Copper alloys

galvanic corrosion, in seawater and freshwaters, 133

resistant to aqueous corrosion, 573–575

Metal–environment systems, 160

Metal ions, 538

Metallic corrosion:

in the United States, economic effects of, 16

BCL I/O model, 16

elements of the costs of corrosion, 16

scenarios for I/O model, 16–17

updation of NBS–BCL study, 17

by wood-rotting fungi, 466–467

Metallic materials:

aerobic corrosion:

microorganisms involved, 551–552

oxidation processes, 550–551

alternating aerobic and anaerobic conditions, 553

anaerobic corrosion:

anaerobic processes, 552–553

involvement of SRBs and hydrogenase systems, 553

microbial biofilms, 550

microbial exopolymers, corrosion by, 553–554

microbial hydrogen embrittlement, 554

microbial metabolites, corrosion by, 554

microbiological corrosion of, 549

preventive measures, 554–555

Metallography, 696

475
�
C embrittlement, 696

phase precipitation, 697

Metal loss corrosion, 75, 76

Metallurgical cracking, 299

Metallurgical research:

cobalt alloys:

aqueous corrosion resistance, 752

high temperature application, 751

wear resistance, 748–749

lead alloys, 804–805

Metal matrix composites (MMCs), 742

corrosion resistance of, 742

Metal–matrix composites (MMCs) system:

copper MMCs, 494

copper/alumina MMCs, 494–495

copper/graphite MMCs, 494

copper/silicon carbide MMCs, 494

stainless steel MMCs, 495
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Metal–matrix composites (MMCs) system (Continued )

stainless steel/alumina MMCs, 495

stainless steel/yttria MMCs, 495

corrosion fatigue in Al MMCs, 492

corrosion of:

aluminum/alumina MMCs, 491

aluminum/boron MMCs, 489–490

aluminum/graphite MMCs, 490

aluminum/mica MMCs, 491

aluminum/silicon carbide MMCs, 490–491

corrosion protection of, 496

depleted uranium MMCs, 496

electrochemical effects of, 483

environment, 487

of interphases, 488

matrix metal, 487

microstructure, 487

reinforcement area fraction, 486–487

reinforcement electrochemistry, 485

reinforcement photoelectrochemistry, 485–486

reinforcement resistivity, 484–485

reinforcement types, 483

alumina, 484

boron, 483–484

graphite, 484

silicon carbide ( SiC), 484

factors influencing corrosion of, 483

history, 481

lead MMCs, 495–496

magnesium MMCs, 492

magnesium/alumina MMCs, 493

magnesium/boron MMCs, 492

magnesium/graphite MMCs, 492–493

reinforcements and interphases, chemical degradation of, 488

secondary effects, 488

dislocation density, 488

intermetallics, 488

physical damage, 488–489

processing deficiencies, 489

stress corrosion cracking of Al MMCs, corrosion of, 491

continuous reinforced, 492

discontinuous reinforced, 491

titanium MMCs, 493

titanium/graphite MMCs, 493

titanium/silicon carbide MMCs, 493–494

titanium/titanium carbide MMCs, 494

titanium/titanium diboride MMCs, 494

types of, 482

Al/Al2O3/F MMCs, 483

Al/Gr/F MMCs, 483

CF MMCs, 483

DR Al/Gr MMCs, 483

DR MMCs, 482, 483

Ti/SiC/MF MMCs, 483

zinc MMCs, 496

Metastable alloys:

aqueous solution, corrosion resistant:

aluminum corrosion-resistant metal alloys, 573

chromium–refractory metal alloys, 573–575

molybdenum corrosion-resistant metal alloys, 575

sulfidizing/oxidizing environments at high

temperatures, 575–577

tungsten corrosion-resistant metal alloys, 575

corrosion-resistant alloys in aqueous solutions, 571

factors determining high corrosion resistance of amorphous

alloys

alloying elements with high passivating ability, passive films

rich in cations, 572

high activity of, 573

homogeneous nature of, 572–573

structural characteristics, 571

Metastable pitting, 160

models for pit initiation:

leading to passive film breakdown, 161

passive film breakdown, 161

stability of passive films, 163–164

structural parameters, 161–163

Methanol:

to attack NiTi, 534

deterioration of PVDF in, 1109

to prevent hydrates from forming at low temperatures, 241

MFG class III testing, 568, 569

Microbes:

copper alloy corrosion, 463–465

microbiological corrosion, metal alloy

exopolymers, 456

soil corrosion and, 339, 341–344

wood-inhabiting and colonization sequence, 463–465

Microbial biofilms:

factors affecting formation of, 354–355

properties of, 355

biocide resistance, 357

biofouling, 355

clogging of pipes and, 356

corrosion, 356

deterioration, 356–357

heat transfer resistance, 355–356

local environment, changes in, 355

Microbiologically influenced corrosion (MIC), 5, 210, 356, 506,

549, 775, 1203–1212

diagnosis of:

biochemical assays, 1205

culture techniques, 1204

diagnosis of, 1204

microscopy, 1205–1206

molecular techniques, 1205

monitoring programs, 1203

physiological activity, 1205

pit morphology, 1206–1207

product composition, 1207

measuring and monitoring:

electrochemical impedance spectroscopy (EIS)

techniques, 1211

electrochemical noise analysis, 1209

galvanic couples, 1208

large-signal polarization, 1211

microsensors, 1209–1210

multiple device monitors, 1211–1212
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open-circuit/corrosion potential Ecorr, 1208–1210

polarization resistance (Rp) techniques, 1210–1211

scanning vibrating electrode techniques (SVETs), 1210

Micronized copper wood preservatives, degradation of wood

prevention with, 473

Microorganisms:

activity, 334, 342

biofilms, on surfaces, 352

diversity of, 352

biochemical and physiological, 353

ecological, 353–354

evolution and, 352–353

importance of, 549

involve in degradation (See Material degradation)

Koch’s postulates, 357–358

in research on corrosion and degradation of

materials, 358

microfouling, 351

preventive measures for, 358

microbial biocides, 359

resistance, to biocides, 359

utilization of natural polymeric materials, 352

Microscale galvanic action, for active dissolution of duplex stainless

steel in acidic solutions, 127

Microsensors, 162, 760, 1209, 1210

Mild steel in aqueous solutions:

localized CO2 corrosion, 241–243

on microscopic scale, cause of, 243

uniform CO2 corrosion, 229–230

factors affecting, 238–241

heterogeneous reactions, 232–238

homogeneous reactions, 230–232

Mill-scaled steel, 599, 604, 617

Minimum-Maintenance concept, for weathering steel, 629

Mixed flowing gas (MFG) testing, to simulate the

corrosion of electronics in harsh environments, 567,

1063–1065

MnS inclusion, 159, 162, 185, 190, 198, 599

6Mo alloys (S31254 and N08367), 663

Mode–location cases of corrosion, 34

Modern corrosion monitoring technologies, 1182

Molybdenum, 662, 695

alloys, high corrosion resistance of, 575

on pitting behavior of stainless steels, 163

in superaustenitic stainless steels, 163

Molybdenum–zirconium alloys, corrosion rates, 575

Monitor corrosion. See Corrosion monitoring

Multielectrode array sensor system (MASS), 1212

Multilayered scale growth:

compact subscales, 265–266

paralinear oxidation, 266

stratified scales, 266–267

NACE:

Recommended Practice for Direct Calculation of Economic

Appraisals, 15

Standard TM0177, sulfide stress cracking in, 713

Task Group T-3C-1, technical report on corrosion control

measures, 19

Nanocrystalline-based alloys, 527

Nanocrystalline cobalt, potentiodynamic polarization

curves, 524

Nanocrystalline electrodeposits, schematic cross sections, 520

Nanocrystalline nickel:

corrosion performance of, 526

electrodeposit, transmission electron micrographs

of, 520

potentiodynamic polarization curves for, 522

Nanocrystalline zinc:

electrochemical parameters for, 524

Nanocrystals:

mechanical and physical properties, 521

nanocrystalline electrodeposits:

corrosion properties of, 521

cobalt alloys, 523–524

nanocrystalline cobalt, 523–524

nanocrystalline copper, 525

nanocrystalline nickel, 521–523

nanocrystalline zinc, 524–525

nickle-based alloys, 521–523

industrial applications, 525–527

structure of, 520

processing routes for making nanomaterials, 518

synthesis of nanomaterials, by electrodeposition, 518–519

Nanomaterials:

electrochemical synthesis, 518

processing routes for, 518

Nanonetwork of Fe(O,OH)6 on advanced weathering

steel, 630

National Bureau of Standards (NBS), 609

field test, summary of, 610

tests, localized corrosion, 610, 611

National Institute of Standards &Technology (NIST), 609

National programs, engineered barrier materials environmental

degradation, 504–505

Natural rubber (NR), 1113

Naval Ordinance Laboratory (NiTiNOL), 530

NDE measurement, substantially inaccurate, 62

Nernst diffusion layer, 519

Nernst equation, 94

New ferritic stainless steels:

general corrosion, 683–684

intergranular corrosion, 684–686

mechanical properties, 687–688

origin and composition, 676–679

26 Cr–1 Mo, 677

28 Cr–2 Mo, 678–679

29 Cr-4 Mo, 679

18 Cr–2 Mo–Ti (S44400), 677

stabilized superferritic alloys, 679

pitting and crevice corrosion, 679–683

stress corrosion cracking, 686–687

Nickel, 661

influence of, 662

microalloy, 523

polarization resistance curve, 1146

scanning electron micrographs, 522

in strong acid Tafel slopes, 1147
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Nickel alloys:

59 alloy, 848

alloying elements, 840–848

alloy 33 system, 846

alloy 20 version, 846

aqueous corrosion

resistance, 840

600/601/602CA alloys, 843–844

C family alloys, 848–849

applications of, 849

C-4 alloy, 847

C-22 alloy, 847

C-276 alloy, 847

C-2000 alloy, 848

corrosion resistance, 848

localized corrosion resistance, 848–849

thermal stability, 849

chromium-iron alloys, 843

chromium-iron-molybdenum-copper alloys, 844

copper alloys, 841–842

corrosion applications, 838–840

crevice corrosion, 848

G family alloys, 845

800/800H/800HT/45TM, 844

high-performance nickel-chromium-molybdenum alloys, 846

high-temperature alloys, 850–851

iron alloys, 842

MAT21 alloy, 848

molybdenum alloys, 842–843, 845

precipitation-hardenable alloys, 849–850

research background, 837–738

625 series, 846–847

825 series, 844–845

silicon alloys, 842

Nickel–aluminum bronze casting, 147

Nickel-based alloys, 1133

Nickel–titanium (NiTi) alloys, 530

Ni–Cr–Mo alloy, as corrosion-resistant materials, 505, 846

Nimofer� 6629 nickel alloys, 843

NiTi-based shape memory alloys, 530

corrosion fatigue, 535

corrosion of medical device, 535–540

long-term NiTi medical device implants, quality assurance

testing for, 537

nickel release, 537–540

synthetic physiological solutions effect on pitting, 540

in vitro cell culture, 537

in vivo animals, 536–537

in vivo humans, 536

corrosion rates of, 536

crevice and pitting corrosion, 531–533

crevice corrosion of, 532–533

pitting of, 531–532

fretting corrosion, 535

galvanic corrosion, 534–535

high-temperature oxidation, 535

Lu’s corrosion rate data, plot of, 537

open-circuit potential (OCP), 536

passive layer, 531

potentiodynamic polarization curve, 538

stress corrosion cracking hydrogen effects of, 533–534

hydrogen effects, 533–534

stress corrosion cracking, 534

uniform corrosion, 531

Nitric acid (HNO3), 6, 310, 531, 666, 667, 669, 724, 842, 845, 865

Nitrogen bubbles, damaging to film, 223

Nodular pitting, copper alloys, 760–762

Noise monitoring applications, 1169

Noise resistance, 1171

Noise signals, 1168

distribution of, 1170

Nonelectrochemical methods, for galvanic corrosion, 1101

Nonreactive aggregates, concrete durability, 444

Nonstoichiometric compounds, alternative classes of, 255

Nuclear-grade austenitic type 316 stainless steel (S31600), 509

Nuclear waste disposal, Japanese program of, 507

Nuclear wastes:

borosilicate glass, composition and corrosion of, 410–411

disposition in Sweden, 508

repositories:

degradation mechanisms, 506

engineered barrier materials, environmental degradation

of, 503

candidate alloys for, 506

environments and materials, 505–506

material characteristics effect, schematic representation

of, 507

national programs, 504–505

oxidizing environments:

corrosion behavior of alloy 22 (N06022), 509

environmentally assisted cracking of alloy 22, 511–512

localized corrosion of alloy 22, 510–511

titanium alloys, corrosion behavior of, 512

uniform and passive corrosion of alloy 22, 509–510

reducing/anoxic environments:

carbon steel and low-alloy steel, 506–508

copper, 508

titanium, 508

repository, microbial community within, 1205

vitrification of, 844

Nyquist format, 1152

Ohmic potential drop, 136

Ohm’s law, 138

Oil-borne products, for wood degradation prevention, 474–475

Oil wells, hydrogen sulfide, 1114

Open-circuit potential (OCP), 536, 1105

Open-hearth steel, corrosion rates and pitting rates of, 610

Optical glasses, composition and corrosion, 412

Organic acids, 240

Organic coatings:

magnesium alloys finishing, 832–834

steel corrosion control with:

barrier coatings, 972–976

binders for barrier coatings, 973

effects of structure on, 975–976

film thickness, 976

pigments for barrier films, 974
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solvent systems for barrier films, 975

thermosetting binders, 973–974

wet adhesion, 975

inhibitive primers, 979

pigmentation, 979

PVC/CPVC, 979–980

water-based primers, 980

mechanisms of, 972

sacrificial coatings, 976–979

surface preparation, 981–982

Organic solder-ability preservatives (OSPs), 562, 566

Organisation of Economic Cooperation & Development (OECD)

countries, 642

Osmotic pressure, concrete freezing/thawing cycles, 441, 442

Overlay coatings, 271

Oxalic acid etch test, 667–668

structures, 668

Oxidation resistance:

alloying, 269–270

atmosphere control, 267–268

at elevated temperatures, 119

to maintain, 270

protective coatings, 270

diffusion coatings, 270–271

overlay coatings, 271–272

thermal barrier coatings, 272

Oxide damage, 225

Oxide dispersion strengthening (ODS), 271

Oxide thickness, 267

Oxidizing corrosion inhibitor, 100

Oxygen:

aluminum alloys corrosion and, 721

equilibrium saturation concentration of, 602

Pachometers. See Magnetic cover meters

Pack rust, 301

Painted products, Zn alloy corrosion, 887

Paints. See Organic coatings

Passivation, 100

caused by formation of passive oxyhydroxide film, 574

film, 31

nature and properties of, 152

kinetics of, 760

magnesium alloys corrosion, 815–816

of metallic surfaces, 550

potential, 524

of steel, 590

at subfilm metal, 980

surface, galvanic action of, 128

Passive metals, localized corrosion:

alloying and microstructure, effects of, 158–159

electrochemical potential, 158

phenomenological aspects, 157–158

stochastic aspects, 158–159

temperature, effect of, 158–159

Passivity, for corrosion control technology:

to control corrosion, 154–155

importance of, 151

types of, 151–152

Patch repairing, 641

Pentachlorophenol, degradation ofwood preventionwith, 470–471

Pepper-pot pitting, 771

Permanganate/chloride test specimens, 681

Permeation behavior, 1114

Permeation process, 1111

Peroxide reactor, 704

Phenols, aluminum alloys corrosion, 726

pH levels:

aluminum alloys corrosion and, 721–722

freshwaters, 594

Phosphate-buffered saline (PBS), 531

Phosphate glass, corrosion of, 411

Phospholipid fatty acids (PLFAs), 1205

Physical depreciation, 24

Physical metallurgy:

austenite phase, 709

gamma loop, 709

martensite phase, 709

Physical vapor deposition (PVD), 271

Physisorption, 261

Pilling–Bedworth ratio (PBR), 259, 267, 285

Pipeline and Hazardous Materials Safety Administration

(PHMSA), 651

Pipeline corrosion:

application to maintenance planning, 80

corrosion parameters obtained from inspection, 80

inspection interval and repair criterion, 80–81

problem definition, 80

time to first inspection, 80

burst test vs. corrosion model, 77

characterization, pipeline corrosion, 75–76

impact of maintenance on reliability, 77–79

inspection accuracy, characterization of, 77–78

sizing accuracy, 78

pressure resistance, 76–77

probability of failure due to corrosion, 77

Pipeline Research Council International (PRCI), 651

Pit growth:

on aluminum in tap water, 166

growth kinetics, 164

diffusion control, 164–165

ohmic/charge transfer control, 165–166

Pitting corrosion, 618

of aluminum, 8

copper alloys, 760–763

pitting mechanisms, 760–762

pitting prevention, 762–763

effect of composition, 670

form in zinc applications, 890

inhibition of, 670

magnesium alloys, 822–823

potentials, 1105

titanium alloys, 867

Pitting potential, 1134

Pitting resistance, comparison of, 680

Pitting resistance equivalent (PRE), 701, 846

Pitting systems, 1173

Planktonic cells, 1204
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Plastics. See Polymers

Plating process, 567

Poisson contraction, 535

Poisson distribution, 159, 1172

Poisson process, 1170

Polarity reversal, 132

Polarization resistance curve, 1144

for nickel, 1146

for steel, 1147, 1148

Tafel slopes, 1149

Polarization resistance technique:

for corrosion monitoring, 1149

for corrosion prediction:

assumptions, 1143–1144

error, sources of, 1144–1147

corrosion potential, vicinity of, 1145

nonuniform current and potential distributions, 1145–1147

in Tafel slopes, 1145

uncompensated solution resistance, 1145

varying corrosion potential, 1145

voltage scan rate, 1144–1145

steel, in inhibited water system, 1147–1149

measurements, comparison of, 1149

Polarization resistance (Rp) techniques, 1210

Polarization scans, 1133, 1137, 1141

features for, 1134

typical potentiodynamic, 1135, 1136

Pollutant mass transfer, to surface, 316

Polybrominated biphenyls (PBB), 565

Polybrominated diphenyl ether (PBDE), 565

Polycrystalline cobalt, potentiodynamic polarization curves, 524

Polycrystalline electrodeposits, schematic cross sections, 520

Polycrystalline nickel, potentiodynamic polarization curves

for, 522

Polycrystalline zinc, electrochemical parameters for, 524

Polyester, chemical resistance rating for, 933

Polymerase chain reaction (PCR), 1205

Polymer barrier application, 1108

Polymers:

characterization of, 918–919

coating, 414

corrosion control:

application of, 919

barrier applications(lining and coatings), 1108–1110

rubber lining, in-service inspection of, 966

cost analysis, 1107

evaluation of, 1108

failure analysis, 1113, 1115

seals and, 1109

materials comparison with metals, 919

materials, for corrosion control:

polymer service life, prediction of, 1115

test methods

chemical deterioration/aging, 1114–1115

crack growth fatigue, 1113–1114

environmental stress cracking, 1115

fracture toughness, 1113

high-pressure gas permeation, 1114

liquid compatibility, 1114

rapid gas decompression, 1114

stress relaxation, 1114

tensile properties, 1113

microbiological degradation, 421–433

aerobic processes, 423–424

anaerobic processes, 424

biofilms formation, 423

carbon and energy,utilization, 425–426

cellulose acetates, 426

poly(b-hydroxyalkanoates), 426

polyethers, 426

degradation methodology, 430–431

mechanisms of, 425–430

physical properties, 426

fiber-reinforced polymeric composite materials, 427–429

packaging polyethylenes, 429–430

polyimides, 426–427

polypropylenes, 430

protective coatings, 429

processes of, 423

research background, 421–422

plasticizers, composition and degradation, 431

properties of, 1110–1113

chemical resistance, 1111

degradation, 1111

fatigue resistance, 1110

mechanical strength, 1110

permeation

definition, 1111–1112

influence factors, 1113

measurement, 1112–1113

polymer/fluid compatibility, 1110

thermal stability, 1110–1111

service life, prediction of, 1115

standard ASTM tests for, 920–921

Polyolefin coatings, for underground/submerged

structures, 992–993

Polysaccharide-containing biofilms, 1205

Polyurea coatings for underground/submerged structures, 996

Poly(vinylidene fluoride) (PVDF), 1108

Pore-squeezing technique, 637

Postmortem examination, in-service trials, 1117

Potential noise level (PNL), 1174

Potential noise, measurement of, galvanostatic arrangement

for, 1169

Potential noise signal, 1170

Potential noise spectra, 1173

Potential–pH diagrams, 1130, 1131. See also Pourbaix diagram

ability of, 1130

for chromium, 1141

limiting amount of, 1130–1132

thermodynamic, 1130

of tin, 854, 855

of titanium, 1132

web-based application, 1132

Potentiodynamic polarization scan, 1142

anodic portion of, 1142

Potentiodynamic polarization scan, of UNS08825, 1141

Potentiodynamic polarization tests, SEM images, 525
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Potentiostatic/galvanostatic control, three-electrode arrangement

for, 1168

Pourbaix diagrams, 1130, 1132. See also Potential-pH diagram

Ag Pourbaix diagram, 104, 105

applications of, 101

Au Pourbaix diagram, 106

construction of diagrams, 95–100

Cu Pourbaix diagram, 106

at elevated temperatures, 111

development of Pourbaix diagram, 114–117

effect of estimated Gibbs energies on, 117

electron in aqueous thermodynamic computations, 113–114

Sn Pourbaix diagram, 112–113

thermodynamic data, 111–112

for Zr, 117

Zr–Sn phase diagram, 117–119

data used for construction, 118

Fe–Ni composite Pourbaix diagram, 108, 109

Fe Pourbaix diagram, 107

magnesium alloy corrosion, 815–816

Ni Pourbaix diagram, 108

Sn Pourbaix diagram, 112–113

thermodynamic background, 93–95

for Zr, 118–120

Pourbaix’s Atlas, 104

Power spectral density (PSD), 1171

Practical saturation index (PSI), 593

Precipitation-hardening, in martensitic stainless steels, 710–712

classification:

martensitic, 710

semiaustienitic, 710

Prediction. See Corrosion prediction

Preservatives:

acid copper chromate (ACC), 474

alkaline copper azole, 473

alkaline copper quat, 472

alkylammonium compounds (AACs), 472

ammoniacal copper arsenate (ACA), 471–472

ammoniacal copper citrate, 473

borate treatment, 473–474

chlorothalonil, 473

chromated copper arsenate (CCA), 471

copper and zinc naphthenate, 472

copper bis(dimethyldithiocarbamate), 473

copper–HDO, 474

creosote, 470

4,5-dichloro-2-N-octyl-4-isothiazolin-3-one, 473

Impralit-KDS, 474

3-iodo-2-propynyl butyl carbamate (IPBC), 473

pentachlorophenol, 470–471

triazoles, 473

tributyltin oxide (TBTO), 472

Pressure resistance of corroded pipelines, 76–77

Pressurized water reactor (PWR), 526

Printed circuit boards (PCBs), 562, 565

Probabilistic risk assessment (PRA), 32

Protection distance of steel, 134, 135

Protective films:

categories of, 216

flow-enhanced film dissolution and thinning, 219

flow velocity, 219

mechanical forces involved in erosion of, 218

solid-particle impacts on, 221

Pseudomonas putida, 1206

Quality assurance (QA), 537

Quality of welds for lining, requirement for, 927–929

Quantitative risk assessment (QRA), 32

Quasi-electromotive force (QEMF), 1104

Radioactive waste, types of, 503

Radiorespirometric technique, 1205

Rapid solidification, magnesium alloys, 831–832

Rate of return (ROR), 24

Realkalization, 644

Real oxide structures, 254–255

Real-time polymerase chain reaction (PCR) measurements, 539

Redox species, 1190

Refractories corrosion:

acid base effects, 388

basic refractories, 393

fireclay refractories, 393

high alumina refractories, 393

with clay, 393

kinetics:

dissolution, 391

gases/dusts vs. liquids, 392

penetration, 390–391

spalling, 392

research background, 389

silica refractories, 393–394

testing of:

drip slag testing, 1118–1119

oxidation resistance at elevated temperatures, 1119

rotary-kiln slag testing, 1119

thermodynamics:

melting behavior, 389

oxidation and reduction behavior, 389–390

stability prior to melting, 389

zircon-zirconia/silicon carbide refractories, 394

Refractory metals, 576

Regression analysis, 624

Reinforced thermosetting plastics (RTPs.). See Fiber reinforced

plastics (FRP)

Relative humidity (RH), 307

Repassivation potential, 671

Repositories for high-level waste, selected countries

considerations, 504

Resins, 569

building blocks for, 953

fiber reinforced plastics (FRP), 949, 954–960, 965, 966

Resistance:

in alkaline solutions, 701

in nitric acid, 699

in organic acids, 699–700

in phosphoric acid, 699

in sulfuric acid, 699

isocorrosion curves in, 700
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Rest potential. See Corrosion potential

Restriction of Hazardous Substances Directive (RoHS), 565

Restrictive fragment length polymorphism (RFLP), 1205

Reynolds numbers, 1123, 1162, 1163

16S Ribosomal RNA (rRNA) gene sequences, 1205

Rikujo Tekkotsu Kozobutsu Boshoku Kenkyu Kai (RIKU-

BOKEN), 580

RILEM TC 189 report, 636

Ringer’s solution, 536

Ring pair corrosion monitoring, principle of, 1197

River waters, water qualities of, 591

RoHS directives, 566

Rotary-kiln slag testing, 119, 1119

Rotating cage, photograph of, 1123

Rotating cage (RC) test, corrosion inhibitors

evaluation, 1123–1124

Rotating-cylinder electrode (RCE) test system, corrosion

inhibitors evaluation, 1123

Rotating-disk electrode, for corrosion inhibitors

evaluation, 1122–1123

Round-robin tests, for microstructure and microchemical

characterization, 1057

16S rRNA genes, 1205

Rubber materials. See Elastomers

Rueping process, wood degradation process, 475

Rural atmospheres, 304

Rust films, 220

Ryznar index, 593

Sacrificial coatings:

steel corrosion control and

inorganic zinc-rich primers, 977–979

organic zinc-rich primers, 976–977

postgalvanic protection phenomena, 979

Salt solutions, aluminum alloys corrosion, 725–726

Salt spray test, magnesium alloys corrosion, 819

Sand particles, role in erosion–corrosion, 223

Saturated calomel electrode (SCE), 532, 659, 761, 823, 1141, 1209

Saturated hydrogen electrode (SHE), 1103

Saturation index, 591

Scanning electron microscopy (SEM), 534, 1117, 1206

Scanning reference electrochemical technique (SRET), 1104

Scanning vibrating electrode techniques (SVETs), 1210

SCC. See Stress corrosion cracking (SCC)

Schiff stain, for presence of polysaccharides, 773

Sealants, 86

magnesium alloys corrosion prevention, 816

in shrink sleeve coatings, 995

Seawater corrosion:

aluminum alloys, 722

carbon steel, 601

continuous immersion, 601–604

corrosion rate, 603–604

environmental factors, 601–603

localized corrosion, 604

concrete durability, studies and, 445–447

environmental factors in, 602

machinery and piping systems under sea water subject to, 601

Semiaustenitic precipitation-hardening stainless steels, 713

Semicrystalline thermoplastics, 1110

Sensor designs, 1193

Sensor element surface, scanning electron microscope image

of, 1187

Serpula lacrymans, 466

Sessile cells, 1204

Shape memory alloys (SMAs), 530

compositions, 530

osteosynthesis staples, 536

and superelastic alloys

classes, 530

corrosion, 529

Cu-based shape memory alloys

SMA dezincification, 541

SMA intergranular attack and stress corrosion

cracking, 541

SMA pitting, 541

Fe-based shape memory alloys, 541–542

magnetic shape memory and shape memory alloys other than

titanium based

magnetic shape memory, 542

NiTi-based shape memory alloys, 530

corrosion fatigue, 535

corrosion of medical device, 535–540

fretting corrosion, 535

galvanic corrosion, 534–535

high-temperature oxidation, 535

NiTi crevice and pitting corrosion, 531–533

NiTi passive layer, 531

NiTi uniform corrosion, 531

stress corrosion cracking hydrogen effects of, 533–534

b-Ti: Ni-free Ti-based shape memory alloys, 540–541

Sherwood number:

logarithm of, 1159

vs. Reynolds number, 1138

Shielding mechanisms, cathodic protection system, 1010

Short-range order (SRO), 764

Shrink sleeve coatings, for underground for submerged

structures, 995

Sievert’s law, stress corrosion cracking, 533

Signal broadband alternating-current (ac) component of, 1170

Silicate glass fibers, composition and corrosion, 412–413

Silver halides, stoichiometry, 255

Simulated concentrated water (SCW), 511

Simulated fuel-grade ethanol (SFGE), 651

composition of, 652

Slags, corrosion testing in, 1118

Slow-strain-rate (SSR) tests, 651

for corrosion, 1077

crack growth rate studies, 508

crack growth rate vs. average potential, 655

deaeration, application of, 655

notched SSR tests, 652

optical photographs, 654

SOHIC. See Stress-oriented hydrogen-induced cracking (SOHIC)

Soil corrosion:

aluminum alloys, 723

carbon steel:

disturbed soils, 609–612
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localized corrosion, 610–612

overall corrosion, 609

undisturbed soils, 612–613

rate of zinc in steel, 887, 888

Soil corrosivity:

factors influencing corrosion in soil, 340

microbes in soil corrosion, 342–344

moisture content, 341

oxidation–reduction potential (ORP) of soil, 342, 343

position of water table, 341

soil pH, 342

soil resistivity, 341–342

soil type, 340–341

water chemistry, 342

field observations, corrosion of line pipe steels, 344

Soil environment:

characterizing soils, 344

soil model employed, assign corrosion severity range

of, 345–346

soil probes for study, 344–345

classification of sand, silt, and clay based on, 336

composition, 334

exposure of buried line pipe to soil environment, 335

mineral composition, 337

carbonates, 338

clays, 337

evaporites, 338

sands, 338

permeability of soil matrix, 336, 337

variation of, 336

soil color, 337

soil profiles, 338–339

arctic conditions, 339

arid regions, 339

temperate zones, 339

tropical climates, 339

textural classification, 336

waterlogged soils, 337

Solid-particle impingement attack control, erosion-corrosion

mechanics, 908–910

Spent fuel (SF), 504

Sputter-deposited aluminum–refractory metal alloys, sulfidation

of, 576

Sputter-deposited Cr-Zr alloys, corrosion rates of, 574

Sputter deposition method, 573

S–R plot, application windows, 1195

Stainless steels:

corrosion potentials of, 660

machinability of, 703

mechanical properties of, 687

pit initiation in, 670

pulsating tensile tests, fatigue data, 699

related alloys, composition of, 659

Standard calomel electrode (SCE), 638

Standard free-energy change, 94

Standard hydrogen electrode (SHE), 113, 509

Standards:

ACI, 439, 445, 634, 641, 708

ANSI, 19, 22, 345

ASTM, 5, 8, 128, 131, 135, 152, 311, 344, 445, 506, 523, 638,

653, 668, 684, 696, 743, 763, 787, 834, 849, 876, 894, 920,

949, 997, 1080, 1097, 1101, 1102, 1104, 1118, 1150, 1203

AWPA, 470, 472, 475–476

CSA, 443, 471, 472, 475–476, 997

European, 637, 643

ISA, 306

ISO, 302, 314, 329, 579, 713, 920, 925, 933, 1039, 1073, 1077,

1097

NACE International, 21, 191, 849, 907, 987, 997, 1203

NORSOK, 698, 1038

SSPC, 926, 990, 991, 997

UCS, 476

U.S., 444, 445, 504

Static interference currents:

detection of, 1013–1014

interference source location, 1014–1016

mitigation of, 1016–1018

Static test, corrosion inhibitors evaluation, 1122

Statistical analysis, 624

Steady-state anodic current density, 619

Steam condensate, aluminum alloys corrosion, 723

Steel. See also Carbon steel; Stainless steel

applications of, 625

atmospheric corrosion of, 583, 624

average corrosion rates of, 603

carbonation depth, 636–637

chloride content, 637

concrete and consequences of corrosion

carbonation of, 635

in concrete, corrosion of, 633

concrete cover measurements, 636

concrete resistivity measurements, 637–638

corrosion:

pH effect of, 595

water velocity, effect of, 596, 597

corrosion effects

environmental factors on, 611

of velocity, 606

corrosion rate measurement, 639–641

corrosion threshold, chloride ingress, 635

delamination surveys, 635–636

electric resistance welded (ERW), 596

electrochemical potential measurements, 638

localized corrosion by, 615

macrogalvanic cells, types of, 618

nongalvanic types, 618–619

macrogalvanic cells:

bimetallic contact, 615–616

differential aeration, 617–618

differential pH, 618

discontinuous surface films, 617

localized corrosion at welded joints, 616–617

types of, 615

maximum possible penetration rate, 619

penetration rates of pipes, 599

pilings:

corrosion profile of, 605

maximum penetration of, 612
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Steel (Continued )

potentiodynamic polarization scan, 1138, 1139

reinforcement corrosion:

in concrete, principles of, 633–634

extent and cost of, 633

repairing and treating corrosion damage, methods of

barriers, 642–643

corrosion inhibitors, 645

electrochemical chloride extraction (ECE), 644

galvanic cathodic protection, 644

impressed current cathodic protection, 643–644

patch repairing, 641–642

realkalization, 644–645

Sherwood number vs. Reynolds number, 1138

surface, corrosion product film on, 602

visual inspection, 635

water resistivity:

theoretical penetration rate, effect of, 598

Steels exposure, to wet H2S environments, 183

STELLITE alloys:

aqueous corrosion behavior, 749

metallurgy, 748–749

Stepwise cracking (SWC), 183

Stern–Geary constant, 1172, 1212

Stern–Geary theory, 1211

Strategic Highway Research Program (SHRP), 635

Stray-current corrosion:

analysis, 1013–1016

from AC sources, 1019–1020

detection of stray currents, 1013–1014

source of interference, location of, 1014

dynamic stray currents, 1015–1016

static interference, 1014–1015

mitigation of, 1016–1019

controlling stray currents at source, 1016

dynamic stray currents, 1018–1019

galvanic/sacrificial, anodes use of, 1019

impressed current systems, 1019

static stray currents, 1016–1018

Stress corrosion cracking (SCC), 32, 171, 506, 534, 563, 649, 650,

672, 686–687, 702, 711, 1103, 1170

of Al MMCs, 491

continuous reinforced, 492

discontinuous reinforced, 491

approaches to SCC control, 178

chemical factors effect of, 653

of chloride, 671–676

chloride effect of, 653

comparison of, 673

copper alloys, 763–769

alloy composition and, 764–767

aluminum brasses, 765–766

aluminum bronzes, 765

brasses, 766

copper–gold alloys, 766–767

copper nickels, 765

environment effects, 738

grain structure and stress orientation effects, 737–738

manganese bronzes, 766

mechanisms, 763–764

nickel silvers, 765

prevention of, 738

silicon bronzes, 765

stress effect, 737

tin brasses, 765

tin bronzes, 765

Cu-based SMA, intergranular attack and SCC, 541

dissolved oxygen effect of, 653–654

environmental conditions for, 174–176

potential–pH domains for ferritic steels, 174

ethanol–gasoline blends, effect of, 654

hydrogen effects of NiTi, 533–534

hydrogen effects, 533–534

inhibitors, effect of, 654

intergranular cracks in pipeline steel, 173

magnesium alloys, 824–825

mixed-mode SCC in a brass exposed to, 173

nickel alloys, 837

on outer surface of high-pressure gas transmission pipeline, 172

prevention and control of, 177

environmental approaches, 179–180

metallurgical approaches, 178–179

SCC potential–pH domains for ferritic steels, 174

stress control, 180

propagation of, 1130

results of, 702

role of stress in, 176–177

initial stress–time to failure curves for ferritic steels, 176

modified Goodman diagram, 177

stress–strain curves, 176

in shell of coal gas liquor recirculating tank, 172

stainless steel, 299

aircraft industry, 300, 301

military monument, 300

sensitized type 446, 674

swimming pool, 299–300

steel, 172–180, 649–655

testing, 1105

titanium alloys, 870–872

transgranular cracking in different pipeline steel, 173

water effect of, 654

Stress corrosion index (SCI), 178

Stress environment, 49

Stresses:

effects of oxide growth on, 50

environment, analysis sequence for determining, 49

from expanding corrosion products, 49

of temperature and pH, 67

Stress-oriented hydrogen-induced cracking (SOHIC), 183

Stress relaxation, 1114

polymers evaluation with, 1114

Structural steel, pitting factor of, 604

Subantarcttc climatic variation and corrosivity, 329

Sulfate attack, concrete durability, 444

measures to protect against, 445

mechanisms of, 445

Sulfate-reducing bacteria (SRB), 344, 549, 552, 602, 1204

hydrogenase-negative, 553
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Sulfide inclusions, 197

Sulfide stress cracking, 191, 712

as environmental cracking phenomena, 183

maximum H2S concentration limit for, 191

mechanisms of, 1087–1089

NACE International, 191

synergistic effects of high steel strength and, 191

testing for, 1087

vs. hydrogen-induced cracking (HIC), 192, 1089

Sulfur dioxide (SO2), 172, 306, 310, 314, 580, 767, 842, 1098

Sulfuric acid, concentration, effect of, 660

Supermartensitic stainless steels, 713

Surface-active elements, 519

Surface passivation, 128

Surface preparation, for vessel lining, 926

Sustained localized pitting (SLP), 1174

Taber wear index, material’s resistance to abrasive wear, 521

Tafel constants, 165

Tafel extrapolation, 1211

Tafel slopes, 1143, 1155, 1210

Tape coatings, for underground or submerged structures, 993–994

Temperature effects:

aluminum alloys corrosion and, 721

on corrosion rate, 725

Tempering, 710. See Heat treatment

Tensile stress, 652, 1113

Tensile tests:

environmentally assisted cracking, 10

polymer evaluation, 1113

Thermal barrier coatings (TBCs), 272

Thermal cycling, 1117

Thermal environment, analysis sequence for assessing effects

of, 47–49

Thermal gradient, 1117

Thermally grown oxide (TGO), 272

Thermal stresses, 259–260

mechanical scale failure, 260

porous layer may develop after, 258

Thermochemical analysis, of potential corrosion products:

corrosion product formation, 282–284

computations of Gibbs energy, 283

equilibrium constant for process, 283

to evaluate potential of changes in, 282

Gibbs energy change at 1100K, 284

Inconel 671, 282

gas phase, 281–282

kinetics, 284–285

software, 285–286

Thermodynamic potential–pH diagrams, 1132

Thermodynamics of aqueous corrosion, 103

Thermogalvanic corrosion, 8

Thermoplastic elastomer (TPE), 1109

Thermoplastic polymers:

chemical structures, 917, 918

classification of, 917

piping applications, 945–947

relative installed cost of, 968

properties of, 1108

self-supporting structures, 945

for thermoplastic linings, 966

welding rechnology for, 946–949

Thermosetting materials. See Fiber reinforced plastics (FRP)

Thiobacillus intermedius, 1207

Threshold stress, 33

Time of wetness (TOW), 302, 307, 308, 327

Tin alloys:

allotropic modification and, 856

corrosion behavior, 854, 859–860

lead solder, 562

potential–pH diagram, 854, 855

research background, 853

tinplate derivatives, 854–859

corrosion behavior, 856–858

tin–iron alloy, 858–859

Titanium alloys:

cavitation, 874–875

corrosion behavior, 512

corrosion mechanism, 864–867

crevice corrosion, 867–870

detection of, 868–869

influencing factors, 867–868

mechanism of, 867

mitigation of, 869

specialization, 870

temperature/pH limits for, 869

environmentally induced cracking

corrosion fatigue, 872

hydrogen-induced cracking, 872–874

stress corrosion cracking, 870–872

erosion, 874–875

galvanic corrosion, 874

hexagonal close-packed (hcp) structure, 862

industrial applications, 862

microbiological corrosion, 875

oxide surfaces, 862–864

pitting corrosion, 867

potential-pH diagram for, 1131–1132

research background, 861–862

water system, phase stability diagram of, 863

Tokyo Metropolitan Research Institute for Environmental

Protection, 580

Topographical effects on wind velocity, 315

Total alkali content of concrete, 443

Total dissolved solids (TDS), 532, 591

Transmission electron microscopy (TEM), 1206

Triazoles, degradation of wood prevention with, 473

TRIBALOY alloys, metallurgy, 749

Tributyltin oxide (TBTO), degradation of wood prevention

with, 472

Tsujikawa–Hisamatsu electrochemicalmethod (ASTMG192), 510

Turbulent flow conditions, erosion-corrosion mechanics, 907–908

U.K. Committee for Radioactive Waste Management, 504

ULTIMET� alloy:

aqueous corrosion behavior, 754

isocorrosion diagram for, 754

wear resistance, 752
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Unbonded flexible pipe, typical, schematic representations, 1108

UnifiedNumbering System (UNS), 28, 29, 200, 663, 678, 684, 689,

707, 709, 713, 766, 862, 1141, 1160

Uniform corrosion, 5, 8, 524, 699, 848, 1143, 1170, 1196

Urethane and urethane blends, for underground or submerged

structures, 996

U.S. Department of Energy, 504

U.S. Energy Policy Act of 2005, 649

U.S. Food and Drug Administration (FDA), 535, 537

Vacuum induction melting (VIM), 679

Vacuum-oxygen decarburization (VOD), 677, 690

Vacuum pack coating techniques, 270

Valve metals, 573

Van’t Hoff equation, 94, 95

VCIs. See Volatile corrosion inhibitors (VCIs)

Velocity-sensitive corrosion—rotating-cylinder

electrode, 1158–1163

Venn diagram, to describe SCC process, 650

Very large scale integrated (VLSI) circuit, 561

Vessel design:

fiber reinforced plastics (FRP) for, 926

chemical resistance, 954–960

polymer lining barrier and, 924, 926

thermoplastics for, 945

Vinyl ester linings, chemical resistance rating for, 933

VITALLIUM� alloys:

aqueous corrosion behavior, 750–751

Volatile corrosion inhibitors (VCIs), 324–325

Volatilization of oxides:

of CrO3, 251

Mo–O and W–O systems, 251–252

PtO2 and RhO2, 251

of SiO2, 251–252

of VO2, 251

Wagner number, 1145

Wall shear stress, 1162

Waste Electrical andElectronic EquipmentDirective (WEEE), 565

Water distribution systems, 1206

Water pipes:

corrosion rates, 594

Langelier index, 594

Waxbased coatings, for underground for submerged structures, 995

Wear, 32, 33, 35, 38, 45, 55, 387, 392, 483, 535, 748, 752

behavior, 749

erosion–corrosion wear patterns, 222, 909

prediction of, 912

process, 749

wear-out mode, 377

zinc MMCs, 496

Wear resistance:

cobalt alloys, 748–756

aqueous corrosion, 749–750

composition of, 751

designs, 87

Weathering steel:

advancement in:

advanced weathering steel, 629–630

highway bridges, life-cycle design specification for, 629

minimum-maintenance concept, 629

alloying elements, 624

mechanistic aspects, 625

compositions of, 623

design parameters, 627–628

guidelines for using bare weathering steel, 628–629

history:

applications, 622

enhanced performance, development of, 622–624

monitoring corrosion product films, 626–627

need for, 621–622

performance framework, systematic assessment of, 622

performance of, 626

protective aspects of, 625

structures, 628

Weibull plots, 63

Weight-loss measurement, corrosion inhibitor evaluation weight-

loss coupans, 1125

Weld decay and methods, 666

Wet assembly techniques, magnesium alloys corrosion

prevention, 820–822

Wet rot, wood degradation and, 466

Wet storage stain, zinc corrosion products formed on galvanized

steel surface, 891

Wheel test, corrosion inhibitors evaluation, 1122

Wick test arrangement, 674

Wind speed:

and direction, effects on marine aerosols, 315, 316

relative degree of corrosion, assessment, 316

Wireless data communication, 1200

Wireless technology, 1187

Wood degradation prevention, information for, 476

Wood microbial degradation:

colonization sequence, 463–465

critical requirements for, 462–463

diagnosing decay, 465–467

basidiomycetes, identification and preventions, 466

dry rot, 466

start date of decay problem, determination, 466

tolerance to drying, 466

types of, 465–466

wet rot, 466

wood-inhabiting microorganisms, 463–465

wood, structure and chemistry of, 461–462

Wood-rotting basidiomycetes, 466

Wrought alloys:

aluminum alloys, 716–718

chemical compositions of, 716

tensile properties of, 717, 718

types of, 716

Wrought duplex stainless steel, microstructure of, 696

X-46 line pipe steel, 654

DSAW pipe material, 651

X-ray absorption fine structures (XAFS), 629

X-ray absorption nearedge spectroscopy (XANES), localized

corrosion of passive material, passive film

stability, 163–164
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X-ray crystallography, mineralogical fingerprints studies, 1207

X-ray diffraction (XRD), 629, 1117

full width at half-maxima (FWHM) of, 575

X-ray photoelectron spectroscopy (XPS) analysis, 521, 523, 524,

531, 541, 552, 574

X-ray radiography, 537

Young’s modulus, 521, 1113

Yttria-stabilized zirconia (YSZ), 272

Yucca Mountain, 509, 510

Zero-dimensional nanomaterials, 517

Zero-resistance ammeter (ZRA), 1208

Zinc alloys:

applications, 880

coating, by galvanic protection, 134

coatings, 880

corrosion resistance

atmospheric environments, 881–885

concrete, 888–889

painted products, 887–888

soils, 887

waters and aqueous solutions, 885–887

electrochemical reactions, 880–881

electrode potential, 132

galvanic corrosion, 889–890

magnesium alloy protection, 817, 818

intergranular corrosion, 890–891

magnesium alloys with, 736, 810, 827

pitting corrosion, 890

sacrificial coatings:

inorganic primers, 978

organic primers, 975, 982

wet storage stain, 891

zinc–steel couple, 130, 132

protection distance of, 135

Zircaloy system, 111, 117

Zirconium alloys:

application of, 893

commercial grades, 895

corrosion

in hydrochloric acid, 899

mechanisms, 893, 894, 896, 897

in nitric acid, 899

in phosphoric acid, 898

rates, 898

in sulfuric acid, 899

galvanic coupling, 897

glass-fiber reinforced cement (GFRC), corrosion

and, 411

in magnesium alloy, 827

maximum oxide thickness, 899

metals to cause some embrittlement, 896

nuclear applications, 897–899

nuclear grade compositions, 894

nuclear waste storage, 405

structural ceramics corrosion, 394

ZnO crystals:

formation of defect, representation, 255 (See also

High-temperature oxidation)

interstitial cations, 255

measurement of electrical conductivity, 256

mechanism of defects, equations for, 256

quasi-free electrons, 255
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